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Abstract

Industrial Control Systems (ICS) are important to critical infrastructure and are
increasingly vulnerable to cyber threats due to their growing interconnectivity and
complexity. The paper provides a complexity-based framework of feature evalua-
tion in ICS cybersecurity based on the Secure Water Treatment (SWaT) datasets.
The integrated framework measures the complexity of datasets by incorporating
a number of complexity measures (feature-based, neighborhood-based, linearity-
based and topological) into a single aggregative complexity score that depicts the
complexity of a dataset. The Normalizing method is then used to remove the scale
bias to ensure that the measures can be compared adequately. This principled
dimensionality methodology also increases the interpretability of systems.

1 Introduction

ICS are a foundation of important infrastructure in the energy, manufacturing, water treatment and
transportation industries (1; 25 3)). It include sensors, actuators and Programmable Logic Controllers
(PLCs) for controlling real-time processes (4). ICS are now interconnected to external systems by
facilitating automation and remote access which broadens the attack surface and opens the ICS to
advanced attacks (5).

To overcome this challenge, we have applied the SWaT (2023) testbed (65 [7) that is a six-stage and
high fidelity model of a water purification plant containing 51 sensors and actuators. SWaT offers
labeled datasets for normal operations and various attacks, thus becoming a top-tier benchmark for the
security of ICS. However, its high dimensionality complicates feature selection, explainability, and
deployment in real-time. In the paper, we introduce a complexity-based feature evaluation scheme
integrating twelve known measures from geometry, neighborhood interactions, linearity, and topology
into a normalized composite measure for robust inter-comparisons and bias reduction(8}; 9). The
following are primarily contributions of our paper.

* Complexity-Based Framework: An integrated methodology merging twelve complexity
measures (specifying feature-, neighborhood-, linearity- and topology based complexity)
into one aggregation score.

* Normalization for Comparability: Min-max scaling ensures that all the measures are
comparable and do not suffer from scale bias.

* Key Informative Measures: In order to identify relevant features, it is best to define the
indicators in terms of F1 (Fisher’s ratio), N1 (borderline fraction), and L2 (linear model
error).
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2 Materials and Method

In this section, we present the methodology used to calculate the complexity of a given dataset by
using a variety of potential measures of data separability and structure. Following the SWaT dataset,
we adopt twelve complexity computations categorized into feature-based (F'1 — F'4), neighbourhood-
based (N1 — N4), linearity-based (L1 — L3) and topological (7'1) metrics from (10; [I1). Each one
of the measures of the complexity has been outlined below in detail with mathematical formulations.

2.1 Feature-Based Complexity Metrics:

These matrices measure how effectively individual features or the combination of all of them go in
separating one class from another.

F1 — Fisher’s Discriminant Ratio: The Fisher ratio is a numerical representation of the degree of
separation of the feature in terms of the ratio of the inter-class variance to the intra-class variance. For
feature ¢, let 11; . be the mean of class c, p; the global mean, and n. the number of samples in class c:
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F2 — Overlap Volume: Consider two classes whose feature values lie in the intervals [a1, b1] and
[a2, b2]. The normalized overlap between them is given by:

F1; ey

max (0, min(by, by) — max(ay, ag))

d
, F2= HFQi )

i=1

i F2, =
[max(ax, az), min(by, by)], ’ max(by,by) — min(ay, as)

F3 — Individual Feature Efficiency:

For feature 7, let ?; be the overlap between classes c; and co, F'3; be the rate of instances which lie
outside R;, reflecting a measure of its discriminative power.
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F4 - Collective Feature Efficiency: This is a measure of the joint discriminative power of features.
It iteratively select the feature that separates the most number of points outside the overlap interval
R; = [min(c;), max(cq)] N [min(ce), max(cz)]. Selected points are marked as covered, and the final
score is the proportion of covered points.
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2.2 Neighborhood-Based Complexity Metrics:

These metrics analyze relationships between instances and their neighbors to assess boundary ambi-
guity and decision complexity.

N1, N2 and N3 Complexity Measures: We consider three neighborhood-based complexity metrics.
N1 (Borderline Fraction in MST) is the proportion of Minimal Spanning Tree (MST) edges connecting
samples from different classes. N2 (Intra—Extra Class Distance Ratio) compares nearest intra- and
extra-class distances. N3 (Leave-One-Out INN Error Rate) is the misclassifications rate under
leave-one-out cross-validation with the 1-nearest neighbor rule. Their definitions are given by:
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N4 — Nonlinearity of INN Classifier: To assess the complexity of the decision boundary learnt by the
INN classifier, we generate interpolated points between randomly sampled pairs from the same class.
These interpolations are then classified using INN. The misclassification rate is defined as:



#(ginterp 7é yimerp)

N4 =
T

(6)

2.3 Linearity-Based Complexity Metrics:

These metrics evaluate how well linear models fit the data, indicating whether simple or more complex
classifiers are needed.

L1 — Linear Model Error Sum: A linear model is trained on the full dataset, and its predictions ¢j; are
compared to the true labels y;. L2 — Cross-Validated Linear Model Error: Using stratified K-fold
cross-validation (e.g., K = 5). L3 — Nonlinearity of Linear: Similar to N4, this metric evaluates how
well a linear model preserves class identity under interpolation.
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2.4 Topological-Based Complexity Metric:

This measure checks the local structure of the data in terms of the set of hyperspheres centred on
each point, by checking how "safe" they are (how consistent in terms of class).

T1 — Safe Hypersphere Ratio: For each point z;, let r; be the smallest radius such that the ball
B(x;,r;) contains at least one sample from a different class. A hypersphere is safe if all neighbors
within r; belong to the same class:

N
1
Vil —ail| <ri = yj=uy, T1= N Zﬂ(hypersphere around z; is safe) (8)
i=1

2.5 Normalization:

All measures are scaled to [0, 1] using min—max normalization to ensure comparability across metrics:
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Here, Global Min and Global Max denote the minimum and maximum observed values of each
measure across all datasets.

2.6 Experimental Setup

The dataset is represented as X € R™*? with labels y € {c1,...,c}™. Missing values in X are
handled by mean imputation, replacing each missing entry with the column mean ;.
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3 Results and Discussion

The results of the complexity analysis across ten distinct configurations of the SWaT dataset are
summarized in Table[I] which presents the values of twelve complexity measures along with the
computed aggregation score for each dataset. The overall variation in aggregation scores across
the datasets configurations is shown in Figure [ The aggregation score reflects the degree of
consistency among the complexity measures in identifying the difficulty of classification tasks. A
higher aggregation score indicates that the dataset is more complex, as the measures collectively
suggest a higher degree of difficulty in distinguishing between normal and attack instances.



Table 1: Complexity measures for datasets with computed Aggregation score

D t F1 F2 F3 F4 N1 N2 N3 N4 L1 L2 L3 T1 Aggregation
0.0010  0.0000 0.9917 1.0000 0.0011 0.0041 0.0014 0.5000 2.0000 0.2363 0.5000 1.0000
Dataset 1 0.0098 0.0000 0.9911 0.9994 0.0011 0.0024 0.0014 0.5000 2.0000 0.0989 0.5000 1.0000 0252
0.0011  0.0000 0.9803 0.9994 0.0011 0.0050 0.0011 0.5000 2.0000 0.1834 0.5000 1.0000 ™
0.0021 0.0000 0.9946 1.0000 0.0018 0.0051 0.0027 0.5000 2.0000 0.0200 0.5000 1.0000
Dataset 2 0.0005 0.0000 0.9741 1.0000 0.0013 0.0048 0.0013 0.5000 2.0000 0.0240 0.5000 1.0000 0.258
0.0088 0.0000 0.9836 1.0000 0.0011 0.0054 0.0008 0.5000 2.0000 0.1007 0.5000 1.0000
5.7323  0.0000 1.0000 1.0000 0.0003 0.0048 0.0000 0.0500 0.0000 0.1289 0.0000 1.0000
Dataset 3  0.0020 0.0000 0.9837 0.9994 0.0011 0.0047 0.0011 0.5000 2.0000 0.1839 0.5000 1.0000 0.678
0.0044 0.0000 0.9449 1.0000 0.0027 0.0064 0.0034 0.5000 2.0000 0.2913 0.5000 1.0000
0.0041 0.0000 0.9656 0.9987 0.0026 0.0041 0.0026 0.5000 2.0000 0.2664 0.5000 1.0000
Dataset 4 0.0015 0.0000 0.9538 1.0000 0.0008 0.0044 0.0008 0.5000 2.0000 0.3647 0.5000 1.0000 0.661
= 62594 0.0000 1.0000 1.0000 0.0003 0.0047 0.0000 0.0500 0.0000 0.2589 0.0000 1.0000
0.0013  0.0000 0.9773 1.0000 0.0011 0.0046 0.0014 0.5000 2.0000 0.4241 0.5000 1.0000
0.0021 0.0000 0.7619 0.9994 0.0013 0.0058 0.0016 0.5000 2.0000 0.3145 0.5000 1.0000
Dataset 5 0.0016  0.0000 0.9754 0.9994 0.0011 0.0060 0.0014 0.5000 2.0000 0.3324 0.5000 1.0000 0.272
0.0010  0.0000 0.9651 1.0000 0.0011 0.0064 0.0014 0.5000 2.0000 0.2418 0.5000 1.0000
0.0020 0.0000 0.9914 1.0000 0.0011 0.0052 0.0011 0.5000 2.0000 0.1903 0.5000 1.0000
0.0009 0.0000 0.9806 0.9994 0.0011 0.0059 0.0008 0.5000 2.0000 0.1613 0.5000 1.0000
Dataset 6 0.0010 0.0000 0.9778 1.0000 0.0008 0.0049 0.0011 0.5000 2.0000 0.2388 0.5000 1.0000 0.265
0.0010 0.0000 0.8233 1.0000 0.0008 0.0058 0.0011 0.5000 2.0000 0.1752 0.5000 1.0000
0.0013  0.0000 0.9399 0.9997 0.0011 0.0064 0.0011 0.5000 2.0000 0.2407 0.5000 1.0000
0.0014  0.0000 0.9635 1.0000 0.0020 0.0085 0.0020 0.5000 2.0000 0.1504 0.5000 1.0000
Dataset 7 0.0003 0.0000 0.9712 0.9994 0.0011 0.0063 0.0011 0.5000 2.0000 0.2731 0.5000 1.0000 0.281
0.0009 0.0000 0.9853 1.0000 0.0011 0.0042 0.0011 0.5000 2.0000 0.0731 0.5000 1.0000
0.0011 0.0000 0.9814 0.9994 0.0011 0.0059 0.0014 0.5000 2.0000 0.5213 0.5000 1.0000
0.0015 0.0000 0.8977 1.0000 0.0011 0.0037 0.0011 0.5000 2.0000 0.1086 0.5000 1.0000
Dataset 8 0.0008  0.0000 0.9601 1.0000 0.0011 0.0159 0.0014 0.5000 2.0000 0.0006 0.5000 1.0000 0.269
0.0014 0.0000 0.9773 1.0000 0.0011 0.0042 0.0008 0.5000 2.0000 0.4198 0.5000 1.0000
0.0004 0.0000 0.9227 1.0000 0.0012 0.0056 0.0012 0.5000 2.0000 0.2637 0.5000 1.0000
0.0009 0.0000 0.8937 1.0000 0.0011 0.0070 0.0014 0.5000 2.0000 0.2875 0.5000 1.0000
0.0010  0.0000 0.8649 1.0000 0.0011 0.0058 0.0008 0.5000 2.0000 0.2838 0.5000 1.0000
Dataset9  0.0012  0.0000 0.9055 1.0000 0.0011 0.0066 0.0014 0.5000 2.0000 0.1917 0.5000 1.0000 0.312
0.0088 0.0000 0.9775 1.0000 0.0053 0.0207 0.0040 0.5000 2.0000 0.0649 0.5000 1.0000
0.1848 0.0000 0.9831 1.0000 0.0011 0.0056 0.0014 0.5000 2.0000 0.1188 0.5000 1.0000
Dataset 10 0.0055 0.0000 0.9868 1.0000 0.0014 0.0019 0.0014 0.5000 2.0000 0.1482 0.5000 1.0000 0.244
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Figure 1: Complexity Aggregation Score of the SWaT datasets

3.1 Key Observations from Complexity Measures

Dataset 3 achieved the highest aggregation score of 0.678, making it the most complex. Notably, this
dataset exhibits extreme values in several key measures:

* F1 =5.7323: This high Fisher’s Discriminant Ratio suggests that at least one feature in this
dataset has strong class-separating power, yet the overall complexity remains high, possibly
due to conflicting or overlapping features.

* F3=1.0000 and F4 =1.0000: TThese values point to the fact that all instances are perfectly
separated with the help of individual and collective features, however, other measures (L1,
N4 = 0.0000, 0.0500) imply that the separability of instances by linear and neighborhood
are not so good, which implies a contradiction between different types of complexity.



* L1=10.0000 and L3 = 0.0000: These very low linearity-based errors mean that linear-based
models may have difficulty with this dataset, and the separability of instances is apparent.

Dataset 4 achieved the second-highest score (0.661), which has high F1 and F4 (features are highly
separable) but high local complexity and boundary uncertainty, with class compactness outweighing
the class.

Dataset 9 (0.312) shows high L2 (0.2875) and high N2 and thus indicates noise or overlapping areas.
Datasets 7 (0.281) and 5 (0.272) are moderate in complexity with compromised linear separability and
intra-class compactness; Dataset 5 has F3 = 0.7619, which confirms the fact that there are overlaps in
the feature space and a need for feature engineering.

Dataset 10 has the lowest score (0.244) with low N2 and L2, clear boundaries, and is suitable for
simple linear models.

3.2 Progressive Aggregation Analysis

When aggregating the first three feature-based measures (F1-F3), Dataset 3 is most complex due to
extreme F1, followed by Dataset 4. Including neighborhood measures (e.g., N1, N2) maintains this
ranking. As linearity metrics (L1, L2) are added, Datasets 3 and 4 remain dominant, though the gap
with others narrows slightly. This stability across aggregation stages confirms their consistently high
complexity from multiple perspectives.

3.3 Analysis of Complexity Measure Sensitivity

F1 effectively identifies discriminative features (high in Datasets 3 and 4). N2 reflects class compact-
ness, lower values (Dataset 10) indicate better separability. L2 estimates linear model error, high
values (Dataset 9) signal the need for nonlinear approaches. T1 indicates local class consistency,
higher values (Dataset 10) correlate with lower complexity.

3.4 Implications for Feature Selection and Anomaly Detection

Highly complex datasets (3 and 4) may benefit from filter-based feature selection prioritizing high
F1 and F3. Moderately complex datasets (5 and 7) may require wrapper or embedded methods
considering feature interactions. The less complex Dataset 10 can be effectively handled using linear
models, which decreases the overhead time as well as increases the interpretability.

Complexity measures bring actionable knowledge. A high N4 score represents nonlinear decision
boundaries, and the use of kernel-based or deep learning models can be more appropriate. Dataset
3 is the most complex, as it has conflicting features and unclear boundaries, and dataset 10 is the
simplest, as it has well-separated instances with great linear-separability. These results are directly
informative for the feature engineering and model choice for ICS anomaly detection.

4 Conclusion

The paper presents a systematic approach to evaluating the intrinsic complexity of datasets using
multiple complexity measures to an aggregated score. The results reveal the high variations of intrinsic
difficulty of datasets, indicating that Dataset 3 shows the highest complexity owing to conflicting
feature signals and unclear boundaries, whereas Dataset 10 is the easiest with clear separability and
powerful linear performance. These findings allow data-driven decisions regarding model selection
and feature engineering for ICS anomaly detection. In the future, we will extend the presented
framework to dynamically guide model configuration and to incorporate additional measures that
capture temporal and structural characteristics of data.
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than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).
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11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer:

Justification: In our approach, we build upon existing work by utilizing the BERT model,
incorporating the contextual information of both the head and tail entities. This allows us to
leverage richer contextual cues from both ends of the relationship, enhancing the model’s
ability to understand and capture the nuances in the data.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
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* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

15.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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