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ABSTRACT

Reward models are key in reinforcement learning from human feedback (RLHF)
systems, aligning the model behavior with human preferences. Particularly in the
math domain, there have been plenty of studies using reward models to align poli-
cies for improving reasoning capabilities. Recently, as the importance of reward
models has been emphasized, RewardBench is proposed to understand their be-
havior. However, we figure out that the math subset of RewardBench has different
representations between chosen and rejected completions, and relies on a single
comparison, which may lead to unreliable results as it considers only an isolated
case. Therefore, it fails to accurately present the robustness of reward models,
leading to a misunderstanding of its performance and potentially resulting in re-
ward hacking. In this work, we propose a direction for designing benchmarks that
reliably evaluate reward models in mathematical reasoning. We conduct compre-
hensive analyses to validate whether our design effectively reflects the robustness
of reward models. The results underscore that the benchmark designed to reduce
the possibility of reward hacking and employ one-to-many comparisons strongly
correlate with the results of optimized policy, whereas the existing benchmark
shows almost no correlation. Furthermore, by analyzing through the lens of re-
ward overoptimization, we show that the design involving multiple comparisons
results in a significantly more reliable benchmark. We make our code and data
publicly available

1 INTRODUCTION

Mathematical reasoning stands as a crucial test-bed for assessing artificial intelligence (Lake et al.,
2017). Solving math problems demands multi-step reasoning, involving capabilities such as abstract
conceptualization and logical reasoning (Staub & Stern, [1997; (Cresswell & Speelman, [2020). To
enhance these reasoning capabilities of large language models (LLMs), several methods have been
proposed, including prompting methods (Wei et al., 2022} |Chen et al.| | 2023; Wang et al.||2023)) and
training with large and high-quality datasets (Yu et al., 2023; Toshniwal et al.,|2024)). Recently, many
studies have increasingly focused on using reward models for re-ranking or applying reinforcement
learning (RL) algorithms (Lightman et al., 2024;|Wang et al.| 2024b; [Luo et al., 2024).

Behind the success of LLMs, such as ChatGPT (OpenAl, |2023a) and Claude (Bai et al., |2022),
reinforcement learning from human feedback (RLHF) has been instrumental in aligning with human
preferences. It enhances not only instruction following abilities (Ouyang et al.,[2022) and safety (Dai
et al., [2024) but also reasoning capabilities like code generation (Shojaee et al., |2023}; |Chae et al.,
2024) and mathematical reasoning (Luo et al., 2023} |Sun et al.,2024). These improvements in LLMs
depend on the quality of reward models (RMs) (Touvron et al., [2023)), and |Shao et al.| (2024])) also
emphasize the importance of building robust RMs for improving reasoning capabilities.

Despite the crucial role of reward models, research has often focused on evaluating policy models
(i.e. post-RLHF models) rather than reward models themselves (Dubois et al., 2024; |Zheng et al.,
2024). This line of research risks neglecting significant issues such as reward hacking—where
policies exploit loopholes of RMs to achieve higher scores—resulting from discrepancies between
human preferences (i.e. true reward function) and proxy RMs (Skalse et al., [2022} |Pan et al., [2022).
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Figure 1: (a) An example of human-annotated solution (chosen) and machine-generated solution
(rejected) in RewardBench; (b) Since one-to-one comparisons evaluate only isolated solutions, the
results do not accurately reflect the robustness of the reward models.

In such case, while employing a proxy RM for optimization may initially improve the true reward,
it gradually leads to degradation—a phenomenon known as reward overoptimization—ultimately
resulting in the failure of optimization (Gao et al.l [2023). Therefore, a robust reward model should
effectively provide signals for policy learning (Rame et al., 2024).

Recognizing the need for a deeper understanding of the behavior of reward models, [Lambert et al.
(2024) proposed RewardBench, which evaluates RMs by comparing scores for a chosen and rejected
completion. However, we figure out that the math subset of RewardBench (i.e. math—prm is
inadequate for evaluating reward models in mathematical reasoning tasks. As shown in Figure [Ta]
the step-by-step solutions generated by LLMs differ significantly from those written by humans, who
often skip several intermediate steps, making them more susceptible to reward hacking. Moreover,
as illustrated in Figure[Ib] relying solely on a one-to-one comparison may not yield reliable results,
as it only represents an isolated case (i.e. only a single chosen and rejected solutions). Therefore,
even models that perform well on RewardBench could be vulnerable to reward hacking, indicating
the need for a more reliable benchmark.

In this work, we focus on (1) introducing a new design for a more reliable benchmark, and (2)
thoroughly verifying that our design accurately represents the robustness of reward models. To this
end, we construct REWARDMATH to represent our design, which is a reliable benchmark crafted
for evaluating the robustness of reward models in mathematical reasoning. It is designed to miti-
gate the risk of reward hacking and employs comparisons with a variety of incorrect (i.e. rejected)
solutions. To validate that the benchmark effectively represents the robustness of RMs, we assess
whether reward models provide useful signals from which a policy can effectively learn. We con-
duct experiments to determine if the performance on RewardBench and REWARDMATH correlates
with those of policy optimized using best-of-n (BoN) sampling and if the benchmark can accurately
estimate the reward overoptimization.

The results confirm that the performance on RewardBench shows almost no correlation with the
results of BoN sampling, whereas the scores on REWARDMATH exhibit a strong correlation. Fur-
thermore, we observe that reward models achieving high performance on REWARDMATH are more
effective in mitigating reward overoptimization. These findings demonstrate that our design for re-
liable evaluation of reward models effectively measures their robustness and offers a trustworthy
direction for advancing RLHF systems. Our contributions are summarized as follows:

1. Designing the reliable benchmark. To accurately evaluate the robustness of reward mod-
els, we propose a new design for a reliable benchmark, focusing on reducing the possibility
of reward hacking and employing one-to-many comparisons.

2. Validating our design for a reliable benchmark. We conduct extensive experiments and
validate that the performance on REWARDMATH strongly correlates with the results of
optimized policy and effectively estimates reward overoptimization. These findings under-
score that our benchmark design can effectively present the robustness of reward models.

’In this work, we refer to the math subset of RewardBench simply as RewardBench.
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2 PRELIMINARIES

In this section, we first categorize three types of reward models that are widely used and outline two
distinct policy optimization methods. We then discuss the robustness of reward models, emphasizing
reward overoptimization as a critical challenge that impacts the effectiveness of policy optimization.

2.1 REWARD MODEL

Generative Reward Model Given the remarkable capabilities of LLMs, these models demon-
strate the potential to effectively replace human annotators in assessing various tasks (Gilardi et al.,
2023; Huang et al.| [2023a)). With the growing interest in the LLM-as-a-judge (Zheng et al., |[2024),
recent studies have attempted to use LLMs as reward models (Luo et al.| 2023} [Yuan et al,|2024b).
In this work, we use two main approaches of the generative RM: (1) conducting pairwise com-
parisons to determine win / lose between two responses (Li et al., 2023} |Kim et al., [2024), and (2)
providing a score for a single response through direct assessment (Cui et al.| 2023} [Kim et al.,[2024).
Classifier-based Reward Model Using annotated preference data D = (%, vy, yf.)?il, the
classifier-based reward model is trained to assign higher reward to the chosen completion y. over
the rejected completion y,-. This training process involves maximizing the log-likelihood under the
Bradley-Terry (BT) model (Bradley & Terryl [1952)) for preference estimation:

Lreward = _]E(z,yc,yr)wD [IOg (U(Td)(xa yc) - 7"¢(£C, yr)))}? (D

where o(+) denotes the sigmoid function. In general, the reward model is obtained by replacing the
final output layer of causal language model with a linear head to predict a scalar.

Process Reward Model (PRM) |Uesato et al.|(2022) and [Lightman et al.|(2024) propose the pro-
cess reward model (PRM), which predicts the correctness of each intermediate step s; in a solution.
The PRM is trained with the following objective function:

K
Lpoimwise = Z gs,; 10g Ys, + (1 - gsl) log(l - ysi)a (2)
i=1
where ¥, is the correctness label of s;, and y, is the sigmoid score of s; assigned by PRM.

2.2 PoLICY OPTIMIZATION METHOD

Best-of-n Sampling (BoN) Best-of-n (BoN) sampling is an inference-time method used to op-
timize the responses generated by a policy model (Nakano et al.| 2021} [Stiennon et al., [2020). In
practice, we generate n completions from the policy model 7 and select the completion with the
highest proxy RM score. To evaluate the degree of optimization, the Kullback-Leibler (KL) diver-
gence of BoN is defined analytically: KLp,, = logn — "T_l (Stiennon et al., 2020).

Proximal Policy Optimization (PPO) Proximal Policy Optimization (PPO) (Schulman et al.,
2017), a commonly used online RL algorithm, is employed to update the policy 7y with a reward
model r4 in RLHF (Ouyang et al.,[2022; Bai et al.,[2022; |Zheng et al.,|2023). PPO aims to maximize
the expected reward, which is adjusted by a KL penalty term to ensure that the optimized policy 7
does not deviate significantly from the reference policy ms:

IQF%XEIND,yNM(.m [ro(z,y)] — BDkL [mo(y]@) || Trer(y|x)], 3)

where f is a scaling factor for the KL penalty.

2.3 THE ROBUSTNESS OF REWARD MODEL

The success of RLHF depends on the quality of the reward model, which significantly influences
the effectiveness of policy optimization (Touvron et al.,[2023). Since the policy model is optimized
based on a proxy reward rather than the true reward (i.e. human evaluation), the discrepancy be-
tween these rewards may result in overfitting to spurious correlations, a phenomenon known as
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reward overoptimization (Gao et al., 2023} (Coste et al., 2024} Yang et al., |2024; Rafailov et al.,
2024)). This issue impedes the improvement of the policy model and complicates the checkpoint
selection (Gao et al.| [2023} |Coste et al., [2024; [Rame et al., 2024). In this work, we argue that the
robustness of a reward model should be evaluated based on how effectively it provides signals from
which a policy can learn. To validate the benchmark for evaluating robustness of reward model, we
conduct experiments to determine whether performance on the benchmark correlates with that of
the optimized policy and whether the benchmark can detect overoptimization in reward models.

3 DESIGNING A RELIABLE BENCHMARK

3.1 ON THE ROAD TO THE EVALUATION OF ROBUSTNESS OF REWARD MODEL

The robustness of reward models is a key in RLHF systems. To build a robust reward model, it is
crucial to develop a reliable benchmark that can accurately reflect the robustness of reward models.
However, in RewardBench (Lambert et al., 2024), which is a widely-used benchmark for reward
models, the math domain (i.e. math-prm) does not fully take this into consideration. First, math-
prm is constructed based on PRM800K dataset (Lightman et al.,[2024), and it was recently revealed
that approximately 20% of the annotations in PRM80OK are incorrect, even though it is human-
annotatedﬂﬂ Moreover, RewardBench consists of pairs of human-annotated chosen solutions and
rejected solutions annotated by unaligned GPT-4, which are evaluated by comparing the rewards be-
tween the chosen and rejected solutions. When solving math problems, as|Hendrycks et al.| (2021)
and Sun et al.| (2024) mentioned, humans often skip certain steps and rely on mental calculations,
rather than writing out a complete step-by-step solution, which results in a significant difference
compared to machine-generated solutions. Figure [Ia]demonstrates a noticeable difference between
human and machine-generated solutions in RewardBench, showing a significant distribution gap in
the number of steps between the chosen and rejected solutions, as further demonstrated in Figure [2a]
This discrepancy impedes the reliability of evaluation. Finally, there can be countless incorrect solu-
tions to a single mathematical problem, so simply comparing with a single incorrect solution is not
sufficient to assess the robustness of reward models, as these solutions represent only isolated cases.
As a result, we believe it is difficult to figure out whether RMs with high scores on RewardBench
are genuinely robust or vulnerable to reward hacking. Therefore, we introduce REWARDMATH, a
benchmark that can more reliably evaluate the robustness of RMs on mathematical reasoning.

3.2 REWARDMATH DATASET

The design philosophy of REWARDMATH is to caution against a hasty generalization, which oc-
curs when conclusions are drawn from a sample that is too small or consists of too few cases. To
accurately measure the robustness of reward model, it is reasonable to compare m correct solutions
against n incorrect solutions. However, since collecting correct solutions demands significant human
resources, we initially focus on gathering n incorrect solutions to compare against a single correct
solution. Based on MATHS500 (i.e. MATH dataset (Hendrycks et al.l 2021)) excluding overlaps with
PRMB800K), REWARDMATH consists of a total of 483 problems, each comprising 1 correct solution
and 9 incorrect solutionsf] The construction of both correct and incorrect solutions is as follows:

Correct Solution (Chosen) MATHS500 includes human-annotated solutions, which often skip
many intermediate steps, making it difficult for language models to understand and vulnerable to
reward hacking. Hence, we first convert the human-annotated solutions from MATH500 into step-
by-step machine-generated solutions. We prompt GPT-4, using 4 carefully crafted exemplars for
each math subject as part of the prompt. Then, we manually inspect the quality of generated step-
by-step solutions, and correct the errors that are found.

Incorrect Solutions (Rejected) To gather a variety of incorrect solutions, we employ a total of 14
off-the-shelf language models, combining open-source models (e.g. LLaMA3-70B), closed-source
models (e.g. GPT-40), and math expert models (e.g. WizardMATH-7B-v1.1). To ensure a wide

3https://github.com/openai/prm800k/issues/ 1 2#issuecomment-1728491852
4Lambert et al.|(2024) have also recently recognized this. |https://github.com/allenai/reward-bench/issues/88
>We exclude 17 easy problems that most models get correct and the details are in Appendix
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Figure 2: A histogram showing the distribution of samples by the number of steps on RewardBench
and REWARDMATH, and the contribution of each model to the rejected solutions.

range of incorrect solutions, we generate 8 samples per problem for closed-source models and 16
samples for other models. Finally, from the generated incorrect solutions, we randomly select 1
incorrect solution from each model to form the final set of 9 rejected solutions. For problems where
fewer than 9 models generate incorrect solutions, we randomly select from the full set of incorrect
solutions. Figure 2b|shows the proportion of incorrect solutions generated by each model within the
rejected solutions, and more details about the REWARDMATH are in Appendix [B.1}

3.3 REWARDMATH SCORING

For each problem, we infer 10 solutions in total—1 correct solution and 9 incorrect solutions—and
then assign a true classification label when a reward of chosen solution is higher than all rewards
of rejected solutions. While RewardBench involves a simple binary classification task comparing
chosen and rejected solutions at a 1:1 ratio, where a random model achieves a result of 50%, RE-
WARDMATH has a 1:9 ratio of chosen to rejected solutions, meaning a random model would achieve
a result of 10%. Furthermore, considering only whether the reward of chosen solution is the highest
can be fairly strict, we also utilize Mean Reciprocal Rank (MRR), where higher ranks for the chosen
solution lead to higher scores. The MRR is calculated using the formula: M RR = % e e
where d is the total number of problems, and rank,, is the rank of the chosen solution for each
problem. In pairwise comparison of generative reward models, the rank of the chosen solution is
determined by the number of the rejected solutions that win the chosen solution.

4 EVALUATION ON REWARDBENCH AND REWARDMATH

4.1 EXPERIMENTAL SETUP

We conduct our experiments using three types of reward models that widely-used in mathematical
reasoning task, i.e. generative RMs, classifier-based RMs, and PRMs. For generative reward models,
we employ a series of large language models, GPT-3.5-turbo/4/40 (OpenAll 2023azb), Claude-3.5-
Sonnet/3-Opus, Prometheus-7B/8x7B (Kim et al., [2024)), and LLaMA3-8B/70B (Al@Meta, |2024)),
which are the off-the-shelf LLM-as-a-judge. To determine whether the reward models ranked at the
top of the RewardBench leaderboard are truly robust, we adopt top-ranked classifier-based reward
models (Wang et al., 2024a; |Cai et al., [2024} | Yuan et al.,|2024a; | Dai et al.| [2024; |Liu & Zeng} 2024;
Yang et al.,|2024), as well as available open-source PRMs (Wang et al., 2024b; [Sun et al.| 2024} Xia
et al.}2024). PRMs require an aggregation function to combine step-level rewards in order to obtain
a solution-level reward. While most prior works simply multiply the rewards of all steps to calculate
the solution-level reward (i.e. prod), we utilize the geometric mean as the aggregation function to
minimize the influence of the number of steps. More detailed explanations of the reward models are
in Appendix [B.2]and the LLM-as-a-judge prompts are in Appendix

4.2 EVALUATION RESULTS

The ability of LLM-as-a-judge as an evaluator on mathematical reasoning. According to the
results from RewardBench in Table [, LLM-as-a-judges, especially GPT-4 or Prometheus-2-7B,
appear capable of serving as reward models. However, rather than the results from RewardBench,
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Table 1: The results of generative reward models on RewardBench and REWARDM ATH. The direct
indicates scoring a single response through direct assessment, and the pairwise indicates conducting
pairwise comparisons to determine win/lose between two responses.

Reward Model RewardBench REWARDMATH (direct) REWARDMATH (pairwise)
Acc. Acc.  Acc. (w/tie) MRR Acc. MRR
Generative Reward Models (closed-source)
GPT-40-2024-05-13 72.50 25.98 51.75 46.70 24.64 48.92
GPT-4-0125-preview 76.30 22.47 48.45 44.70 29.81 51.92
GPT-3.5-turbo-0125 40.60 0.21 64.74 13.99 0.21 20.33
Claude-3.5-Sonnet 70.70 2.07 73.50 17.60 15.32 40.01
Claude-3-Opus 61.10 2.48 61.49 18.66 6.63 31.72
Generative Reward Models (open-source)
LLaMA3-70B 66.20 0.62 65.42 17.16 9.73 35.90
LLaMA3-8B 54.10 2.07 44.72 18.20 0.62 19.07
Prometheus-2-8x7B 69.70 0.21 76.61 14.92 3.73 26.88
Prometheus-2-7B 86.20 2.28 42.44 16.57 228 21.64

which only evaluates limited cases, the results of direct assessment on REWARDMATH present that
LLMs tend to fall short as reward models, with most scoring close to 0, except for the GPT-4 family.
To understand the reason behind this, we assign a true classification label even when the reward of
the chosen solution is equal to the rewards of the rejected solution (i.e. Acc. (w/ tie)). Consequently,
we observe a significant improvement across all LLM judges. This suggests that most LLMs fail
to distinguish details between correct and incorrect solutions, simply assigning the same scores to
all. Interestingly, most generative RMs demonstrate better performance in the pairwise comparison.
Further analysis on the potential bias (i.e. self-enhancement bias in LLM judges) from the GPT
family being used both for collecting chosen solutions and serving as judges is in Appendix[C.3]

High scores on RewardBench do not guar- Table 2: The results of classifier-based RMs and
antee the robustness of reward models. As PRMs on RewardBench and REWARDMATH.
demonstrated in Table 2} rankings on Reward- PRMs calculate solution-level rewards using the
Bench do not translate to the same level of perfor- aggregation function specified in parentheses.

mance on REWARDMATH. Specifically, Oasst-

rm_2_1-pythia-1_4b, which is one of the top_ Reward Model RewardBench REWARDMATH
ranked models in RewardBench, faces challenges Acc. Acc.  MRR
in REWARDMATH, scoring lower than Beaver-  Random 50.00 1000 29.29
7b-v2.0-reward, the lowest-ranked model in Re- Classifier-based Reward Models
wardBench.  However, Internlm2-7b-reward, /S\;mORi’li{UamfﬁB‘V‘gll = gg;g 52?‘5’ ﬁ;g
. . ywork-Reward-Llamas.1- B . .
yvhlch ranks lower than Oasst—'rm—2. 1-pythia-1.4b Oasst.rm2. pythia-1 4b 95.10 704 2703
in RewardBench, shows relatively strong perfor-  [nternim2-20b-reward 95.10 3395  51.95
mance in REWARDMATH, suggesting that it is  Internim2-7b-reward 94.90 3727 5517
. . GRM-llama3-8B 89.30 2443 4576
genuinely a robust .re.:ward model for mathematl— YT 66.90 197 2410
cal reasoning. Additionally, PRMs typically tend  Eurus-RM-7b 79.90 1698 3830
to achieve high scores on RewardBench due to  Beaver-7b-v2.0-reward 60.40 725 2659
an advantageous aggregation function (i.e. prod), Process Reward Models (prod)
but when the step bias is removed by llSil’lg geo- Math-Shepherd-Mistral-7B 94.41 17.18 34.68
. . . f Llemma-7b-prm-prm800k 67.79 14.08 35.29
metric mean (i.e. geo mean) as aggregation func-  RosonEval-7B 63.00 1822 3850
tion, it is revealed that most of them struggle even  ReasonEval-34B 83.45 1595 3663
in RewardBench. Similar to the classifier-based —— 1\‘/‘1’ Tocelss7geward M‘”";’i 28;” ’”"“")15 SR
ath- epherd-. 1stral- o . .
RMs, the performance of PRMs on RewardBenph Llemma-7b-prm-prm800K 20,06 1636 3751
does not carry over to REWARDMATH, with  ReasonEval-7B 14.77 2029  39.26
Math-Shepherd-Mistral-7B, a top-ranked PRM in _ReasonEval-34B 19.69 1843 3896
RewardBench, notably ranking the lowest in RE-
WARDMATH.

5 THE FUTURE DIRECTION FOR A RELIABLE BENCHMARK

In this section, we discuss promising directions to improve the reliability of benchmark for reward
models. First, we explore the structure of a reliable benchmark using RewardBench and REWARD-
MATH. Then, from the perspective of reward overoptimization, we verify which benchmark can
effectively represent the robustness of reward models.
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Figure 3: Relationship between the difference in accuracy (Aacc) on math test sets and performance
on each benchmark. The Aacc indicates the difference in accuracy between the performance of BoN
at n=256 and at n=1. The lines illustrate the linear relationship between Aacc and the performance
on benchmark, with the coefficient of determination (1) indicating the strength of this linear corre-
lation. Detailed results of BoN sampling and the MRR metric are provided in Appendix @

5.1 RELIABILITY OF BENCHMARK

Comparing the results of RewardBench and REWARDMATH in optimizing the policies. To
determine whether a reward model is robust, we can assess the performance of the optimized pol-
icy. Therefore, an ideal benchmark is one where the results of reward model on the benchmark
can effectively represent the performance of the policy model optimized by the reward model. To
explore this further, we optimize two policy models, MetaMATH-Mistral-7B and WizardMath-
7B-v1.1, using the BoN sampling with reward models from the Table [2] and evaluate them on
both the in-distribution dataset (i.e. MATHS500) and the out-of-distribution datasets (i.e. Gaokao-
math and SAT-math). Figure [3] illustrates the coefficient of determination between Aacc and
the scores on each benchmark (Table [2), with Aacc indicating the difference in the accuracy of
the policy model between n=256 and n=1. First, the results of the reward models on Reward-
Bench show a very weak linear relationship with those of the optimized policy model, as evi-
denced by the highest coefficient of determination (r2) being only 0.128. On the other hand, the
results on REWARDMATH demonstrate a strong positive relationship across all reward models
and test sets, particularly on MATHS500 (i.e. r? > 0.8). These results highlight the reliability
of REWARDMATH for optimized policy models across a wide range of math problems. Addi-
tional results for policy fine-tuning method (i.e. direct preference optimization) are provided in

Appendix [C.6]

. . MetaMATH-Mistral-7B WizardMATH-7B-v1.1
Deep analySlS on the structure Of eValuathn sets. MATHS500 Gaokao-math SAT-math MATH500 Gaokao-math SAT-math .
Beyond the RewardBench and REW{\RDMATH, we sy DN ... FE.
explore how to construct the evaluation set in a way RewardBench
that best reflects the effectiveness of the reward model. 0490  0.421
First, to emphasize the importance of being resistant —
to reward hacking, we examine an evaluation set con- O-isaREER -0:074 [ORSARINONZIN -0.072  [gos
. . . Chosen (RewardMATH) vs Rejected (GPT-40)
sisting of one-to-one comparisons between the cho-
. . 0.776 0.652 0.831 0.712 0.642
sen solutions from REWARDMATH and the rejected g ) vs Rejected (P EERIEE]
solutions from RewardBench, and also review the re- g P - oo
sults when using a single rejected solution generated Chosen (RewardMATH) vs Rejected (LaMA3-708)
by each LLM in REWARDMATH. Figure@represents 0212 0335 -0.121 0308 0.196 0.077
the Spearman correlation between the results of RMs =" "
in each evaluation set and the performance of the pol- LRl 0797  0.7% [N0%630
R L. IrdMATH) vs Rejected (Mixtral-8x78)
icy model optimized by the RMs. As expected, Re-
. . . 0.410 -0.
wardBench, which is vulnerable to reward hacking, | o
. . . . o
shows a low correlation, while the evaluation setusing = 2|\ 0. o1 o181 o2 oase
the chosen solution from REWARDMATH and the re- % chosen vs Rejected
jected solution from RewardBench (i.e. second row), g 0902 0890 | 0.669 089 0851  0.696
“ RewardMATH

which alleviates the vulnerability to reward hacking, -1
shows a relatively high correlation. Furthermore, us- Figure 4: The correlation between the results
ing chosen solutions from RewardBench for one-to-  from various design of evaluation sets and the
many comparisons (i.e. the second-to-last row) ex- performance of the optimized policy models
hibits almost no correlation. These results highlight on each dataset. All classifier-based RMs and
the importance of minimizing the representation dif- PRMs in Table2]are employed.

ferences between chosen and rejected solutions to mit-
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igate vulnerability to reward hacking, as well as employing one-to-many comparisons for more
reliable evaluations. Interestingly, the evaluation set that includes rejected solutions generated by
Gemma-2-27B or GPT-40-2024-05-13 presents a negative or almost no correlation, which implies
that the current RMs fail to distinguish the sophisticated incorrect solutions and often consider them
better than the chosen solutions. A more in-depth analysis and full results are in Appendix [C.5]

5.2 THROUGH THE LENS OF REWARD OVEROPTIMIZATION

We now discuss whether REWARDM ATH effectively represents the robustness of reward models by
evaluating how well it estimates reward overoptimization. The robust reward model should provide
effective signals for policy learning, which are resilient to reward overoptimization.

5.2.1 EXPERIMENTAL SETUP

To examine the phenomenon of reward overoptimization, we analyze the relation between the true
reward (i.e. human evaluation) and the degree of optimization, quantified by the KL divergence
between the optimized and initial policies. We apply two types of optimizations: BoN sampling and
reinforcement learning via PPO. For BoN sampling, we generate n responses on MATHS500 dataset
and approximate the degree of optimization by KLy, = logn — an (Stiennon et al., 2020). For
PPO, policy is trained over one epoch on the training set of MATH dataset.

Since accessing the true rewards requires human annotators, prior work often relies on a gold RM
to approximate true rewards (Gao et al., |2023; |Coste et al., |2024) or uses win-rates evaluated by
LLM-as-a-judge (Rame et al., 2024} Rafailov et al.,2024). In mathematical reasoning, where hu-
man preference can be measured by accuracy (i.e. pass@1), we assess the true rewards from two
perspectives: (1) gold reward via the gold RM, and (2) oracle reward, which represents human
preferences (i.e. pass@1). We assume Internlm2-7B-reward, which performs well on both Reward-
Bench and REWARDMATH, as the gold RM. Depending on whether the reward model is trained
using synthetic preference data, we take two approaches to both gold and oracle rewards as below:

Synthetic Setup We conduct experiments under a synthetic setup following |Gao et al.| (2023)
and |Coste et al.| (2024), where responses are scored using a gold RM instead of human annotators.
First, we train Mistral-7B-v0.1 (Jiang et al., 2023)) using MetaMATH dataset (Yu et al.,[2023)) as the
initial policy model, after which we collect correct and incorrect solutions generated by the policy
model. These solutions are scored by the gold RM to generate 65K synthetic preference data. Then,
we train proxy RMs based on Mistral-7B-v0.1 while varying the amount of data. For the policy
optimization, we use BoN sampling (n=256f] and PPO to investigate reward overoptimization.

Non-synthetic Setup Unlike in the synthetic setup, we use open-source classifier-based reward
models and PRMs as proxy reward models. We aim to observe whether the performance of the
reward model on RewardBench and REWARDMATH can predict reward overoptimization. We
only use BoN sampling (n=256) as the policy optimization method for MetaM ATH-Mistral-7B
and WizardMATH-7B-v1.1, due to potential instabilities in PPO that may arise from discrepancies
between the reference model ¢ and the base model of the RM. More details of the experimental
setup are provided in Appendix [B.4]

5.2.2 RESULTS

Evaluating the robustness of reward models via reward overoptimization. Typically, a robust
proxy reward model trained to capture human preferences should exhibit increasing gold rewards as
KL divergence increases. Conversely, a collapse in gold rewards at certain point during an increase
in KL divergence indicates a lack of robustness in the proxy reward model. Figure [3] illustrates
how dataset size impacts the behavior of reward model within a synthetic setup. We find that proxy
reward models trained on smaller datasets reach peak rewards at lower KL divergences, indicating
faster overoptimization. This finding suggests that larger datasets can help mitigate reward overop-
timization, aligning with findings from |Gao et al.| (2023)). Furthermore, we confirm that reward
overoptimization can also be observed through oracle rewards (i.e. pass@1) in tasks with well-
defined human preferences, such as mathematics.

6KLB(,N =~ 4.55 nats
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Figure 5: Gold rewards and oracle rewards (pass@1) in BoN and PPO experiments with proxy
reward models across different amounts of data in a synthetic setup. The curve for the results of
PPO is fitted to the function validated by |Gao et al.|(2023)) using 10 checkpoints.

REWARDMATH serves as a reliable metric for evaluat- Table 3: Accuracy of proxy RMs
ing the reward models. We have confirmed that larger trained with different size of data on
dataset sizes generally improve the robustness of RMs. This RewardBench and REWARDMATH.
trend is evident in Table [3] where the performance on RE-

WARDMATH consistently improves as the dataset size in- Data Size | RewardBench REWARDMATH
creases. Hovyevgr, no such 1mprove¥ne¥1t. is pb.served in Re- 65.000 1228 351
wardBench, indicating a lack of reliability in its evaluation 32,500 073 12.68
results for reward models. Additionally, Figure [6]illustrates 16,250 68.68 10.60
how gold and oracle rewards change with increasing KL di- 8125 54.59 457

vergence based on benchmark performance. Notably, some

models with high scores on RewardBench also exhibit overoptimizaton, and there is no clear rela-
tionship between performance on RewardBench and overoptimization. For example, Oasst-rm-2.1-
pythia-1.4b (i.e. ‘J’ in Figure[6a), which is one of the top-ranked models on RewardBench, exhibits a
rapid overoptimization. However, the results from REWARDMATH exhibit a clear trend: the higher
the performance (i.e. the darker the line color in Figure[6)), the less reward collapse occurs. This un-
derscores the reliability of REWARDM ATH—models with strong performance on REWARDMATH
are more effective at avoiding overoptimization, thereby providing more accurate rewards.

5.3 DISCUSSION ON DEVELOPING EFFECTIVE RLHF SYSTEMS

Benchmarks serve as critical milestones in advancing artificial intelligence. In this work, we argue
that a benchmark for reward models should reliably assess their robustness, where a robust RM
indicates a model that provide useful signals to enable effective policy learning. Through extensive
experiments, we confirm that the benchmark design, which mitigates the risk of reward hacking and
employs one-to-many comparisons, accurately reflects the robustness of reward models. While this
work marks a significant step forward, there is still room for improvement. We validate our design
in mathematics, where human preferences can be clearly defined by correctness, making it easier to
gather multiple rejected completions. Since the reward models can be applied to a wide range of
tasks, a crucial next step is to extend our design to cover all of themm We hope that this work will
provide a promising path toward developing more trustworthy and effective RLHF systems.

6 RELATED WORK

Evaluating Reward Models. The success of RLHF depends on the robustness of the reward
model in capturing human preferences (Ouyang et al.,2022). The assessment of reward models pri-
marily relies on downstream evaluation, validating their efficacy by observing performance enhance-
ments in the optimized policy (Dubois et al., [2024; Zheng et al.| 2024). However, these evaluation
approaches are questionable due to numerous ad-hoc choices in the policy optimization process, in-
cluding the selection of the RL algorithm, computational resources, and hyperparameters (Gao et al.,
2023} |Casper et al.l [2023)). Recently, to understand the behavior of the reward models and directly
observe its performance, Lambert et al.|(2024) proposed RewardBench, a benchmark that evaluates
by comparing the reward between chosen and rejected completions. In this work, we address the
limitations in both quality and evaluation approach (i.e. one-to-one comparisons) of RewardBench
in the math domain and demonstrate the effectiveness of our proposed reliable benchmark design.

"Further exploration of its applicability to other domains is discussed in Appendix
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Figure 6: Gold and oracle rewards (pass @ 1) for BoN experiments with MetaM ATH-Mistral-7B. The
heatmap represents the accuracy of reward models on each benchmark. We utilize Internlm?2-7B-
reward as a gold RM. Additional results for WizardMATH-7B-v1.1 (policy) are in Appendix [C.7}

Mathematical Reasoning of LLLMs. The mathematical reasoning capabilities of LLMs play a
major role in evaluating artificial intelligence of these models (Lake et al., 2017). To strengthen
the mathematical reasoning capability of LLMs, researchers often train the models with large and
high-quality datasets (Yu et al., 2023 [Toshniwal et al., [2024), and apply sophisticated prompt en-
gineering, tailored for step-by-step reasoning in mathematics (Wei et al, 2022} (Chen et al., 2023
Wang et al.| 2023} [Yao et al.,[2024). Furthermore, they also seek to address the weakness of LLMs,
such as its limitations in precise calculation and algorithmic processing, by incorporating external
tools like Python interpreters and calculators (Yue et al., 2024; (Gou et al., 2024). Although these
tool-augmented methods present promising results, this work focuses on the intrinsic capability of
LLMs to solve math problems, without relying on external tools. Recently, many studies have ex-
plored the use of reward models for reasoning tasks through two main approaches: using reward
models as verifiers to re-rank outputs during inference, and applying RL algorithms during training
to improve reasoning abilities (Lightman et al., |2024; Wang et al., 2024b} |Sun et al., |2024} |Luo
et al.l2024). Therefore, we investigate ways to further enhance mathematical reasoning abilities in
a RLHF system through comprehensive evaluation of reward models.

7 CONCLUSION

In this work, we suggest a new design for reliable evaluation of reward models: (1) mitigating the
risk of reward hacking and (2) employing a one-to-many comparison. To validate our design, we
propose REWARDMATH, a benchmark that effectively represents the robustness of reward models
in mathematical reasoning tasks. Our extensive experiments demonstrate that the performance on
REWARDMATH has a strong correlation with the performance of the optimized policy, whereas the
existing benchmark shows no correlation. Furthermore, we also confirm that REWARDMATH can
effectively estimate the reward overoptimization, a critical concern in RLHF systems. While we
utilize a one-to-many comparison due to resource limitations, a crucial next step may be to employ
many-to-many comparisons for a more thorough assessment. We hope that this work, which aims to
establish a reliable benchmark for evaluating reward models, paves the way toward the development
of a more trustworthy RLHF system.
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APPENDIX

A LIMITATION AND FUTURE DIRECTION

A.1 LIMITATION AND CONSIDERATIONS FOR FUTURE WORK

This work has a few limitations. Since our goal is to validate the design of a reliable benchmark,
we mainly focus on mathematical reasoning, where human preference are relatively well-defined
by correctness. For expansion into other tasks, it is necessary to carefully consider whether the
structure is prone to reward hacking and to validate its impact on policies, such as reward overop-
timization—in other words, whether it accurately represents the robustness of reward models. It
is also noteworthy that we adopt one-to-many comparison rather than many-to-many comparison.
While, collecting correct solutions, unlike incorrect ones, requires substantial human resources, ob-
taining chosen responses from a single model may introduce bias or limit generalizability. Although
we use only GPT-4 to collect correct solutions and confirm in Appendix [C.3]that LLM judges (i.e.
the GPT family) introduce almost no bias, we believe that such bias may arise in domains beyond
reasoning. Hence, it is desirable for future work to address such potential bias by incorporating
chosen and rejected solutions from diverse models and employing multiple comparisons.

Moreover, as the total number of solutions increases, so does the inference cost. For this reason,
we design a benchmark using one-to-many comparisons and demonstrate its promise via extensive
validation. However, if there were no limitations in available resources, many-to-many comparisons
utilizing as many solutions as possible would most accurately reflect the robustness of reward mod-
els. Another natural question is why REWARDMATH has 9 rejected solutions (n=9). As the number
of solutions increases, both the inference cost and the reliability of the results rise. Therefore, it is
also crucial to identify the optimal trade-off point. However, since our primary goal is to validate
our proposed design, finding the optimal value of n is beyond the scope of this work. Finally, the
reinforcement learning via PPO is conducted with only a single random seed due to resource con-
straints. However, given the high level of noise typically present in RL training, it is preferable to
use multiple random seeds for more reliable results (Agarwal et al.| [2021; [Patterson et al., 2023)).

A.2 FUTURE DIRECTION FOR EXPANSION TO OTHER DOMAINS

We introduce a design for a reliable benchmark to evaluate the robustness of reward models and
validate the design with comprehensive experiments. In this paper, we focus on the mathematical
reasoning due to the following two reasons: (1) it is one of the tasks where reward models are most
extensively used; (2) it provides a clear definition of human preference. Through our experiments in
the math domain, we have derived key insights that we believe are applicable to other domains:
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1. Significant differences between chosen and rejected responses can result in low corre-
lation with downstream tasks due to the potential for reward hacking. This emphasizes
the importance of benchmarks that minimize unnecessary discrepancies, which can hinder
accurate assessment.

2. One-to-one comparisons may yield inaccurate results depending on the preference
pairs, leading to low correlation with downstream tasks and highlighting the need for a
more reliable approach, such as multiple comparisons.

3. Benchmarks employing multiple comparisons effectively capture reward overopti-
mization, indicating its ability to assess the robustness of reward models.

As we mentioned in Limitation (Appendix [A), it is crucial to expand the design we introduce beyond
mathematics. Based on our key insights, we discuss how our approach can be applied to other
domains.

* Considering the possibility of reward hacking. If the benchmark includes preference
pairs with significant difference length differences between chosen and rejected response,
or if the the rejected responses contain obviously incorrect expressions (e.g. “I don’t know”
or “No Answer”), it could create opportunities for reward hacking. In such cases, a reward
model that achieves high scores on the benchmark might exploit these patterns rather than
genuinely aligning with human preferences.

* Collecting various preference pair. LLMs generate responses based on the distribution
learned during pre-training and post-training (i.e. SFT, RLHF). If a benchmark relies solely
on a single preference pair for evaluation (i.e. one-to-one comparisons), it may not effec-
tively capture the full capabilities of the reward model. To address this, preference pairs
should be constructed by gathering chosen and rejected responses from diverse models.
Furthermore, one possible approach is to construct diverse preferences pairs by consider-
ing the similarity between responses.

* Validating the benchmark through the lens of reward overoptimization. Evaluating the
benchmark from the perspective of reward overoptimization is crucial to assess whether the
reward model provides robust and effective learning signals. A reliable benchmark should
effectively capture the extent of reward overoptimization. Failure to address this could
undermine the reliability of benchmark as a tool for evaluating reward models.

Example of chat domain for benchmark design. In the chat domain, designing a reliable bench-
mark faces unique challenges, such as the diversity of conversational contexts and subtle nuances in
human preferences. A key starting point is to define human preferences clearly. For example, using
Reddit as a source, we could define preferences based on the number of upvotes a comment receives
and categorize levels of preference accordingly. After that, an evaluation set can be constructed
for many-to-many comparisons. Rather than following the approach of RewardBench, which com-
pares a single pair of responses, such as a 9-point answer with a 2-point answer or a 7-point answer
with a 5-point answer, the benchmark should involve many-to-many comparisons across a variety
of chosen and rejected responses in the 7-to-9 and 2-to-5 ranges, respectively. The many-to-many
comparisons allow for a more meaningful and robust evaluation of the reward model’s ability to
distinguish between significantly preferred and less preferred responses.

To minimize the potential for reward hacking, benchmarks should avoid simplistic preference pairs,
such as comparing long, detailed chosen responses with short rejected ones. Instead, benchmarks
should focus on pairs with similar fluency and relevance, highlighting nuanced factors such as tone,
and alignment with the intent of users. Additionally, collecting responses from diverse LLMs trained
on varied data ensures a more robust evaluation on the robustness of reward models.

B EXPERIMENTAL DETAILS

B.1 DATA CONSTRUCTION OF REWARDMATH

MATHS00 MATHS00 is derived from the original MATH dataset, which comprises a 7.5K train-
ing set and a 5K test set (Hendrycks et al., [ 2021). During the development of PRM80OK (Lightman
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12024), the initial 7.5K training set was insufficient for training a robust Process Reward Model
(PRM) on step-by-step solution data. Consequently, 4.5K problems from the MATH test set were
incorporated into the training set, leaving a remaining subset of 500 problems now referred to as
MATHS500. Since the release of PRM800K, MATHS500 has been widely adopted to prevent overlap
between training and test sets. We construct REWARDMATH based on the MATHS500 dataset.

Details on obtaining correct solutions. To obtain step-by-step correct solutions, we prompt GPT-
4 to re-generate the human-annotated solutions from MATHS00 into machine-generated solutions.
We dynamically provide 4 exemplars to ensure the quality of the correct solution by retrieving
exemplars from the same subject as the given problem. The exemplars are selected from the train set
of MATH, where each problem is categorized into one of 7 subjects (Precalculus, Number Theory,
Geometry, Counting & Probability, Prealgebra, Intermediate Algebra, and Algebra). Furthermore,
we manually inspect all machine-generated correct solutions to ensure quality by correcting minor
errors. For the inference parameters, we set the temperature to 0.7, top-p to 1.0 and the sampling
number to 1. The detailed prompt can be found in Figure [T4]

Details on the collection of diverse wrong solutions. We employ two types of approach to con-
struct a set of rejected solutions: (1) sampling from 13 off-the-shelf LLMs and (2) modifying the
correct solutions by GPT-4. Firstly, we prompt 13 different LLMs to solve the MATH problem
and collect the wrong solutions. We employ 13 different LLMs consisting of general closed-source
LLMs, general open-source LLMs, and math expert LLMs. Using 2-shot exemplars in their prompt,
closed-source LLMs generate 8 samples per problem, open-source LLMs generate 16 samples, while
math expert LLMs generate 16 samples with 0-shot prompt. We equally set the temperature to 1.0
and top-p to 0.95. Secondly, we instruct GPT-4-0125-preview to select a specific step from the
correct solution, transform it into an erroneous step, and then prompt again to continue generating
the solutions from the erroneous step.

From 14 different sources (i.e. sampling by 13 LLMs and modifying correct solutions), we select
one incorrect solution per source to form the final set of 9 rejected solutions. For problems with
fewer than 9 wrong solutions collected (i.e. where most models produce correct answers for all
samples), we randomly select additional incorrect solutions from models that generate more than
one incorrect solution to complete the rejected solutions. Additionally, we remove problems where
fewer than 5 out of 13 LLMs produce incorrect solutions, resulting in the elimination of 10 problems.

Manual inspection. We utilize the evaluation code provided by [Zhang et al|(2024) and [Li et al.
(2024) to parse the answers from the machine-generated solutions. However, there are solutions that
answer correctly but are mislabeled as incorrect due to parsing errors; therefore, we manually inspect
all solutions to verify and correct the labels. Consequently, 7 more problems are excluded. In total,
we remove 17 problems in which more than 5 models generate entirely correct solutions. Table [I3]
shows the excluded problems and Table ff] demonstrates the statistics of the incorrect solutions per
model.

Table 4: The number of incorrect solutions generated by each LLM. The problems are demonstrated
in Table[T5}

No.
Model

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

GPT-40-2024-05-13
GPT-3.5-turbo-0125
Claude-3-sonnet-20240229
Meta-Llama-3-70B
Mixtral-8x7B
Gemma-2-27b-it
DeepSeek-V2
Phi-3-medium
Meta-Llama3-8B
Qwenl.5-7B-Chat
Gemma-7b-it
WizardMath-7B-V1.1
Mistral-MetaMATH
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B.2 BASELINE MODELS

Generative Reward Model We utilize LL.M-as-a-judge to evaluate the solutions, including open-
source, closed-source, and fine-tuned models specialized for evaluation. For close-source models,
we access APIs for models such as gpt-3.5-turbo-0125, gpt-4-0125-preview, GPT-40-2024-05-13
(OpenAll [2023aib), as well as claude-3-opus, and claude-3.5-sonnet. For open-source models, we
employ LLaMA3 8B and 70B (Al@Meta} |2024) and Promethus-2 7B and 8x7B (Kim et al.,|2024),
which is specially fine-tuned for evaluating the responses.

Classifier-based Reward Model Classifier-based reward model is generally used in RLHF and is
trained to assign higher reward to the chosen solution over the rejected. We utilize nine classifier-
based reward models for evaluating the solutions. Among these, |Yuan et al.| (2024a) and Dai et al.
(2024) release human-annotated preference dataset, with Eurus-RM-7b using a mixture of the Ul-
tralnteract, UltraFeedback, and UltraSafety dataset and Beaver-7b-v2.0-reward using the PKU-
SafeRLHF dataset]| Additionally, ArmoRM-Llama3-8B-v0.1[1| Internlm2-7b/20b-reward ||
Oasst—rm—2.1—pythia—1.4kE] are top-ranked in RewardBench. Notably, ArmoRM-Llama3-8B-v0.1
and Internlm2-7b-reward (Wang et al., 2024a; [Cai et al., 2024) have been developed to prevent
reward hacking. Furthermore, we employ Skywork-Reward-Llama-3.1-8B (Liu & Zeng| 2024),
GRM-llama3-8B and GRM-gemma-2B (Yang et al., [2024)), which are recently released models that
rank at the top on RewardBench.

Process Reward Model We employ process reward models (PRM), which assign a score to each
intermediate step of a solution. Lightman et al.|(2024)) releases PRM800K, a comprehensive dataset
comprising 800,000 step-level human feedback labels for training PRMs. [Xia et al.| (2024)) use
PRMS8O00K to train models on WizardMath-7B-V1.1 and Llemma-34B, subsequently proposing Rea-
sonEval 7B and 34B. Additionally, Sun et al.|(2024) introduce an easy-to-hard generation approach,
guided by the observation that evaluation is easier than generation. They provide PRM trained on
the easier data (e.g. level 1-3 problems from the MATH dataset) within PRMSOOK However, due
to the substantial human resources required to construct PRM training data, [Wang et al.| (2024b))
propose a framework to automatically construct process supervision datasets without human anno-
tations for math reasoning tasks, and train Mistral-7B using the MathShepherd dataset

B.3 DETAILS OF REWARD MODEL EVALUATION

Generative Reward Model We adopt two evaluation strategies for generative reward models:
scoring a single solution (i.e. direct) and pairwise comparison between two solutions (i.e. pairwise).
Following|Zheng et al.|(2024), we utilize the prompts shown in Figure[I6|and Figure[T7] To mitigate
position bias in pairwise comparison, we randomly order the options. For Prometheus-2, we utilize
the prompts proposed by [Kim et al| (2024), as illustrated in Figure [18] and Figure [19] applying
criteria specific to reasoning tasks.

Classifier-based Reward Model To accommodate the diverse inference modules of classifier-
based reward models, we primarily utilize the inference code provided by the official RewardBench
repositorypf] For custom classifiers such as ArmoRM-Llama3-8B-v0.1, we adapt the inference code
to meet their specific requirements, thereby maintaining a consistent evaluation framework across
all models.

Process Reward Model PRMs evaluate solutions by assigning scores to individual reasoning
steps. This approach requires an aggregation function to make step-level scores into a solution-

8https://huggingface.co/openbmb/Eurus-RM-7b
“https://huggingface.co/PKU-Alignment/beaver-7b-v2.0-reward
"https://huggingface.co/RLHFlow/ArmoRM-Llama3-8B-v0.1
"https://huggingface.co/internlm/internlm2-7b-reward
Zhttps://huggingface.co/internlm/internlm2-20b-reward
Bhttps://huggingface.co/OpenAssistant/oasst-rm-2.1-pythia-1.4b-epoch-2.5
“https://huggingface.co/ScalableMath/llemma-7b-prm-prm800k-level- 1to3-hf
https://huggingface.co/peiyi9979/math-shepherd-mistral-7b-prm
1https://github.com/allenai/reward-bench
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Table 5: Hyperparematers used to train policy model.

Base Model Mistral-7B-v0.1
Torch dtype BF16
Epoch 3
Train Data MetaMATH (only MATH), 80K
Max Seq Length 2048
Learning Rate 2e-5
Batch Size 16
Gradient accumulation 8
Training Method 8bit QLoRA

level score. To facilitate this process, each solution is split into a sequence of steps, represented as
list of strings, and the PRMs evaluate and score these steps one by one. While many studies have
employed the product of step scores (i.e. prod) as an aggregation function, it introduces a step count
bias, disadvantaging longer solutions. Therefore, in this work, we utilize geometric mean as an ag-
gregation function. More detailed explanations on aggregation functions and in-depth analysis are
presented in Appendix [C.4}

B.4 EXPERIMENTS ON REWARD OVEROPTIMIZATION

In a non-synthetic setup, we employ WizardMath-7B-v1. IFZ] and MetaMATH-Mistral-7B[T_g] as policy
models to assess reward overoptimization using BoN sampling. Furthermore, we conduct experi-
ments to observe reward overoptimization under a synthetic setup, follwowing|Gao et al.| (2023) and
Coste et al.| (2024). We describe the synthetic setup for the experiment below:

Training policy model. We train Mistral-7B-v0.1 on the MetaMATH dataset, an augmented
dataset derived from GSM8K and MATH, to serve as a policy model. For training, we selectively
use only 80K out of the 155K data points augmented from MATH. The hyperparameters we used
for training policy model (i.e. supervised fine-tuned model) are detailed in Table 5]

Collecting synthetic preference dataset. To collect a synthetic preference dataset, we generate
16 solutions per problem using our SFT model (i.e. policy model) on the MetaMATH dataset, which
consists of 75K data from the MATH, excluding those used for training the policy model. The model
was configured to generate responses at a temperature of 1.0 and a top-p of 0.95. Initial preference
data are collected by randomly pairing chosen and rejected solutions from problems containing at
least one incorrect solution alongside a correct one. Finally, we label each data using the gold reward
model (i.e. Internlm2-7B-reward) to create a synthetic preference dataset comprising 65K instances.

Training proxy reward model using synthetic preference dataset. We train proxy reward mod-
els based on Mistral-7B-v0.1 using synthetic preference datasets of varying sizes to investigate the
impact of training dataset size on reward overoptimization. Proxy reward models are trained as
classifier-based reward models. The hyperparameters we used for training proxy reward models are
detailed in Table[6l

Policy optimization. We use BoN sampling and PPO as policy optimization methods. For BoN
sampling, we generates n=256 solutions for each problem within the MATHS500 dataset using a
policy model configured with a temperature of 1.0 and a top-p of 0.95. For PPO, we train the policy
over one epoch using 12K training set of MATH dataset. The hyperparameters we used for PPO are
detailed in Table[7] All experiments are conducted on 8 NVIDIA RTX A6000 GPUs and 8 NVIDIA
RTX A5000 GPUs.

Challenges of PPO in a non-synthetic setup. Many previous studies have used the responses of
an SFT model to train the same pretrained model as the reward model to achieve stable RLHF (e.g.
PPO) training (Ouyang et al., 2022; [Touvron et al., [2023)). In particular, Touvron et al.| (2023)) high-
lights that initializing the reward model with the same pretrained model helps prevent information

https://huggingface.co/WizardLMTeam/WizardMath-7B-V 1.1
Bhttps://huggingface.co/peiyi9979/mistral-7b-sft
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Table 6: Hyperparematers used to train proxy reward models.

Base Model Mistral-7B-v0.1
Torch dtype BF16
Epoch 6
Train Data Synthetic Preference Data
Learning Rate le-6
Batch Size 8
Gradient accumulation 4

Table 7: Hyperparematers used in PPO experiments.

Learning rate Se-7
Batch size 16
Gradient accumulation 2
Max Seq Length 2048
KL penalty coefficient 0.05
Value function coefficient | 0.1
PPO epochs 1
Clipping range & value 0.2
GAE lambda 0.95

mismatches with the policy model, contributing to a consistent and accurate reward signal. Addition-
ally, [Touvron et al.[(2023)) and |LeVine et al.|(2023) suggest that as the policy model improves, the
data distribution shifts, and if the reward model is not exposed to this new distribution, its accuracy
may be limited. In our case, the reward models we evaluate are trained on different backbone (i.e.
pretrained) models and also different from the policy model, making stable PPO training challeng-
ing in a non-synthetic setup. Indeed, when we attempted training with several reward models, the
training process was highly unstable. Due to these reasons, it was difficult to perform comprehensive
PPO experiments with various reward models.

C IN-DEPTH ANALYSIS

C.1 DIVERSITY OF REWARDMATH DATASET

We focus on collecting a variety of incorrect solutions
from different LLMs. When selecting LLMs, we take into
account several factors such as whether they are open-
source or closed-source, the type of backbone models,
model parameter sizes, performance on MATH dataset
(covering a range of both high and low), and whether the
models are specifically trained for mathematical reason-
ing. Figure [2b] demonstrates that we have collected re-
jected solutions from a diverse range of models. Further-
more, Figure [7] which visualizes the embedding vector
of rejected solutions from RewardBench and REWARD-
MATH by applying t-SNE, shows that the distribution
region of REWARDMATH is considerably wider, indicat-
ing that REWARDMATH encompasses a broad range of
rejected solutions. This diversity suggests that REWARD-
MATH is capable of assessing the generalization ability
of reward models more effectively.

Figure 7: Visualization of the em-
bedding vector of rejected solutions
by applying t-SNE. We use OpenAl
text-embedding-3-small as embedding
model.

C.2 DISTRIBUTION OF REWARDS.

As shown in Figure[8] we observe that most models, except GPT-4/40, tend to provide high rewards
regardless of whether the solutions are correct (chosen) or incorrect (rejected). This result under-
scores that generative reward models struggle to accurately assess incorrect reasoning, indicating
that LLMs are unable to properly judge the correctness of their reasoning (Tyen et al.| 2023; Huang
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Figure 8: Distribution of rewards for chosen and rejected solutions in REWARDMATH, scored by
generative reward models using direct assessment. The number of rejected solutions in REWARD-
MATH is calculated by dividing by 9.

et al., 2023b). Additionally, the distributions of rewards for classifier-based models are illustrated
in Figure While many models assign higher rewards to chosen solutions in RewardBench, the
results on REWARDMATH indicate that these models often provide similar rewards to both chosen
and rejected solutions.

C.3 Do LLMS HAVE A SELF-ENHANCEMENT BIAS IN MATHEMATICAL REASONING TASK?

Zheng et al.| (2024) suggest that LLM judges may exhibit a self-enhancement bias, favoring re-
sponses generatedby themselves. We conduct the experiments with two research questions to ana-
lyze self-enhancement bias in LLM-as-Judge.

1. Does the model prefer its own incorrect answers over correct answers? In this exper-
iment, we compared the model’s own rejected (incorrect) solutions from REWARDMATH
with correct solutions from REWARDMATH. Note that this experiment involves not only
preference bias but also the model’s judgment ability, which must be considered when in-
terpreting the results.

2. When given two correct solutions, which one does the model prefer? For this exper-
iment, we collected correct solutions from the LLM-as-a-Judge model itself across 100
problems in MATHS500 where all LLMs we used generated correct solutions. We examined
the model’s preference between its own correct solutions and correct solutions generated
by other models. Since both solutions are correct, we evaluated them under two settings:
(1) when a tie is an available option (w/ tie), and (2) when a tie is not an available option
(w/o tie), to analyze which solution the model prefers more strongly.
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Figure 9: The results for generative reward model using pairwise comparison. The failure rate

indicates the proportion of selecting rejected over chosen solutions.

Table 8: The result presents the self-enhancement bias of LLM-as-a-judge, indicating the rate at
which an LLM judge selects its own chosen solution from a set of 100 problems.

LLM-as-judge GPT-40 GPT-3.5-turbo Llama3-70B Llama3-8B  Claude-3-Sonnet = Gemma2-27B
Pairwise Comparison (w/o tie)
GPT-4-0125-preview 0.30 0.33 0.34 0.27 0.24 0.29
GPT-40-2024-05-13 - 0.55 0.48 0.5 0.47 0.42
GPT-3.5-turbo-0125 0.54 - 0.53 0.46 0.44 0.45
Meta-Llama-3-70B 0.49 0.22 - 0.28 0.4 0.13
Meta-Llama-3-8B 0.53 0.43 0.38 - 0.41 0.35
Pairwise Comparison (w/ tie)
GPT-4-0125-preview 0.36 0.38 0.40 0.34 0.29 0.35
GPT-40-2024-05-13 - 0.44 0.44 0.41 0.4 0.36
GPT-3.5-turbo-0125 0.35 - 0.21 0.2 0.35 0.13
Meta-Llama-3-70B 0.43 0.16 - 0.18 0.38 0.09
Meta-Llama-3-8B 0.5 0.36 0.35 - 0.44 0.31

Figure O] illustrates the accuracy of one-to-one comparisons between chosen (i.e. REWARDMATH)
and rejected (i.e. each judge) solutions in REWARDMATH, comparing the performance under four
LLM judges to the average performance of others. The results reveal that GPT-4o selects its own
rejected solutions more frequently. Similarly, other LLM judges also show a relatively higher pref-
erence to select their own rejected solution. However, the discrepancies are trivial, indicating a mild
presence of self-enhancement bias. Furthermore, we examine whether models prefer their own cor-
rect solutions over those from other models across a set of 100 problems As shown in Table
there is a general tendency for models to prefer their own solutions, though the results do not suggest
a pronounced bias. For example, when comparing the correct solutions from GPT-40-2024-05-13
and GPT-3.5-turbo with a tie option available, GPT-40 judge selects its own solution 44% of the
time. Ideally, it should choose tie in all cases (since both are correct solutions), resulting in 0%.
Furthermore, while the correct solutions are generated by GPT-4, Table [§| also demonstrates that
GPT-4 judge does not exhibit a bias toward preferring its own solutions. This is likely because the
solutions were not directly generated by GPT-4 but were instead modified versions of human solu-
tions from the MATH dataset. These findings demonstrate that the benchmark is free from potential
bias and affirm the fairness of the experiments.

C.4 ANALYSIS OF AGGREGATION FUNCTIONS

Given a solution S = {s1, 89,..., Sn }, the PRMs assign a score to each step s;, necessitating an
aggregation function to calculate the final reward. Following |[Wang et al.,| (2024b) and [Sun et al.

It is a set of problems for which all models provided the correct answers.
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Table 9: Analysis of aggregation function in PRMs on RewardBench and REWARDMATH.

Process Reward Model Agg Func RewardBench ~ REWARDMATH
Acc Acc. MRR
Random 50.00 10.00 29.29
geo_mean 81.43 15.74 33.61
min 83.00 15.32 34.67
max 68.68 3.93 21.82
_ g op | Prod 94.41 1718 34.68
Math-Shepherd-Mistral-7B mean 8121 1511 3278
mean_logit 80.76 14.70 31.92
mean_odd 78.52 9.32 26.36
last 65.77 18.22 38.83
geo._mean 29.08 16.36 37.51
min 53.24 12.84 34.16
max 7.61 5.59 25.31
— prod 67.79 1408 3529
Llemma-7b-prm-prm800k -~ » 26.85 1863  39.40
mean_logit 25.95 21.53 41.10
mean_odd 31.54 22.77 42.65
last 31.32 13.25 33.89
geo_mean 14.77 20.29 39.28
min 41.83 19.46 38.67
max 5.82 12.01 34.03
) prod 63.09 18.22 38.50
ReasonEval-78 mean 12.08 2008 39.19
mean_logit 9.84 20.91 40.45
mean_odd 7.83 19.26 40.02
last 23.49 14.91 36.27
geo._mean 19.69 18.43 38.96
min 42.51 19.46 40.35
max 11.19 9.11 31.55
prod 83.45 15.94 36.63
ReasonEval-34B mean 18.35 1822 3896
mean_logit 18.57 18.22 39.30
mean_odd 15.44 17.39 38.23
last 29.08 18.63 38.17
(2024), we consider the aggregation functions as follows:
min = min{sy, s2,...,8,}
max = max{s1,S2,...,8,}

mean_logit =

prod = H Si
i
> i

mean —

mean_odd = ReLU

last = s,

n
s;
Zi 1Og 17187;
ol ————M=

“4)
®)

(6)
(7

®)

©))

(10)

In this work, we propose new aggregation function geo_mean to mitigate step count bias from

prod.

1
geo_mean = (H 57) "

%

(1)

Effect of aggregation function. Table [J] presents the performance on RewardBench and RE-
WARDMATH based on difference aggregation functions. Since RewardBench contains a higher
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Table 10: The accuracy of BoN sampling (n = 256) on MATHS500, Gaokao-math and SAT-math.
We use MetaMATH-Mistral-7B and WizardMATH-7B-v1.1 as policy models. The parenthesis in-
dicates the difference in accuracy between the performance of BoN at n=256 and at n=1.

R MetaMATH-Mistral-7B WizardMATH-7B-v1.1
eward Model
MATHS500 Gaockao-math SAT-math MATHS500 Gaockao-math SAT-math
BoN sampling (n = 1) 31.80 9.49 54.46 33.60 11.80 64.36
Classifier-based Reward Models
ArmoRM-Llama3-8B-v0.1 40.60 (+8.80) 15.13 (+5.64)  63.37(+8.91)  42.80 (+9.20) 20.00 (4-8.20) 66.34 (4-2.02)
Skywork-Reward-Llama3.1-8B  38.20 (+6.40) 16.15 (+6.67)  56.44 (+1.98)  44.20 (+10.60)  19.74 (4-7.95) 74.26 (4-9.90)
Oasst-rm-1.4b 25.60 (—6.20) 7.18 (—2.31) 48.52 (—5.94) 31.80 (—1.80) 8.46 (—3.33) 59.41 (—4.95)
Internlm2-20b-reward 46.20 (—14.40)  22.31(+12.82) 74.26 (+19.80) 49.20 (+15.60) 23.59 (+11.80)  79.20 (+14.85)
Internlm2-7b-reward 48.00 (+16.20)  27.95 (+18.46) 76.24 (+21.78) 52.40 (+18.80) 30.26 (+18.46) 77.23 (+12.87)
GRM-1lama3-8B 41.80 (+10.00)  17.44 (+7.95) 6831 (+13.86) 44.80 (+11.20)  19.74 (+7.95) 72.27 (+7.92)
GRM-gemma-2B 31.20 (—0.60) 13.08 (+3.59)  56.44 (+1.98) 33.20 (—0.40) 12.82 (4-1.03) 67.33 (+2.97)
Eurus-RM-7b 37.00 (4-5.20) 14.87 (+5.39)  64.36 (+9.90) 38.00 (46.20) 16.92 (+5.90) 67.32 (+7.92)
Beaver-7b-v2.0-reward 28.20 (—3.60) 6.67 (—2.82) 46.54 (—-7.92) 28.80 (—3.00) 11.54 (—1.03)  50.50 (—11.88)
Process Reward Models
Math-Shepherd-Mistral-7B 37.00 (4-5.20) 12.56 (+3.08)  71.29 (+16.83)  43.60 (+10.00)  18.21 (+6.41) 73.27 (+8.91)
Easy-to-Hard 32.40 (4-0.60) 11.03 (+1.54)  59.41 (+4.95) 34.20 (4-0.60) 12.82 (41.03) 60.40 (—3.96)
ReasonEval-7B 40.00 (+8.20) 13.59 (+4.10)  67.33 (+12.87)  40.20 (4-6.60) 13.33 (+1.54) 68.32 (4-3.96)
ReasonEval-34B 43.60 (+11.80)  16.67 (+7.18)  68.32(+13.86) 44.00 (+10.40)  20.51 (+8.72)  75.25(+10.89)

number of steps in the rejected solutions compared to the chosen solutions (Figure [2a)), it is natural
for the prod function to exhibit the best performance. For example, let’s assume that the chosen
solution has 2 steps, while the rejected solutions has 10 steps. If a PRM assigns a reward of 0.9
to every step, the solution-level reward for chosen solution would be 0.81, whereas for the rejected
solution, it would be 0.91° ~ 0.349. Therefore, a strong performance of the PRM using the prod
function on RewardBench does not indicate that the PRM is truly robust, as the high scores are
achieved by exploiting vulnerabilities of RewardBench; thereby we confirm that RewardBench is
vulnerable to reward hacking. Indeed, among all aggregation functions, the prod function shows
the most significant performance drop when comparing RewardBench and REWARDMATH.

Although the prod function is widely used as an aggregation method in many works due to its util-
ity (Lightman et al., 2024; Sun et al.,|2024)), we have identified its vulnerability to length (i.e. number
of steps) bias, which can lead to reward hacking. However, by taking the n'" root of the product, we
can eliminate the bias related to length, making the geometric mean an effective solution. Therefore,
in our paper, we report all results using the geo_mean.

C.5 CORRELATION BETWEEN BENCHMARK PERFORMANCE AND THE RESULT OF BON
SAMPLING

Table |10| presents the results of BoN sampling on various math benchmarks, including MATH500,
Gaokao-math, and SAT-math. Figure [IT] illustrates the relationship between benchmark perfor-
mances and BoN sampling results. We have previously established that accuracy on REWARD-
MATH strongly correlates with the results of BoN sampling. To provide a more comprehensive
evaluation, we have proposed using two metrics: (1) Accuracy and (2) Mean Reciprocal Rank
(MRR). Therefore, we need to validate the correlation between BoN sampling results with MRR
scores on REWARDMATH.

The results of MRR on REWARDMATH. As shown in  up1e 11:
Figure the MRR on REWARDMATH also strongly
correlates with BoN sampling results with policy models paced on the benchamrk and the re-
demonstrating 72 > 0.8 in MATHS500. These results indicate sults of the optimized policy with
that BoN sampling results have a strong correlation on both  g,N sampling on GSMSK and
metrics (accuracy, MRR) in REWARDMATH, highlighting n\aATH.

the reliability of the proposed benchmark. The detailed re-
sults used in Figure can be found in Table [0}

The Spearman correla-
tion between the performance (Acc.)

| RewardBench REWARDMATH

. .. GSMSK 0.209 0.797
The correlations on GSM8K. We conduct additional ex-  parh 0187 0902

periments to calculate the correlation between the results
on GSMSK (Cobbe et al., |[2021), a widely used dataset for
mathematical reasoning, and benchmark performance. As
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Table 12: The Spearman correlation between the performance on RewardBench and REWARD-
MATH and the results of the optimized policy. This correlation specifically reflects the results
obtained after excluding rejected solutions from REWARDMATH, which were collected from the
policy model (e.g. MetaMATH-Mistral-7B) used during BoN experiments.

. MetaMATH-Mistral-7B WizardMATH-7B-v1.1
Benchmark Metric
MATHS500 Gaockao-math  SAT-math MATHS500 Gaockao-math ~ SAT-math
RewardBench Acc. 0.187 0.336 0.030 0.369 0.356 0.190

REWARDMATH  Acc.
REWARDMATH MRR

Table 13: The Spearman correlation between the performance (Acc.) based on the benchmark design
and the results of the optimized policy. The results highlight the importance of both reducing the
possibility of reward hacking and employing one-to-many comparisons.

Benchmark Design MetaMATH-Mistral-7B WizardMATH-7B-v1.1
Chosen Rejected Comparison ~ MATHS500 ~ Gaockao-math ~ SAT-math  MATHS500  Gaockao-math ~ SAT-math
RewardBench RewardBench One-to-One 0.187 0.336 0.030 0.369 0.356 0.190
Modified with GPT-4 0.201 0.203 0.217 0.341 0.342 0.335
GPT-40-2024-05-13 -0.184 -0.157 -0.245 -0.118 -0.041 -0.146
GPT-3.5-turbo-0125 0.135 0.126 0.124 0.264 0.256 0.247
Claude-3-sonnet-20240229 0.234 0.247 0.143 0.341 0.373 0.308
Meta-Llama-3-70B 0.058 0.066 0.096 0.165 0.185 0.236
Mixtral-8x7B 0.193 0.187 0.124 0.291 0.317 0.236
Gemma-2-27-it 0.008 0.011 -0.022 0.099 0.124 0.082
RewardBench DeepSeek-V2 One-to-One 0.292 0.313 0.286 0.434 0.446 0.463
Phi-3-medium 0.074 0.071 0.069 0.209 0.196 0.187
Meta-Llama3-8B 0.025 0.055 0.055 0.159 0.160 0.225
Qwenl.5-7B-Chat 0.316 0.330 0.259 0.434 0.446 0.396
Gemma-7b-it 0.311 0.335 0.259 0.439 0.463 0.434
WizardMath-7B-v1.1 0.275 0.324 0.195 0.429 0.446 0.341
Mistral-MetaMATH 0.308 0.237 0.204 0.341 0.397 0.269
REWARDMATH (random choice) 0.162 0.170 0.107 0.264 0.287 0.247
RewardBench (unaligned GPT-4) 0.432 0.593 0.281 0.544 0.490 0.421

Modified with GPT-4 0.507
GPT-40-2024-05-13 b L -0.074 0.154 0.171 -0.072
GPT-3.5-turbo-0125
Claude-3-sonnet-20240229
Meta-Llama-3-70B K 0.434
Mixtral-8x7B
Gemma-2-27-it
DeepSeek-V2
Phi-3-medium
Meta-Llama3-8B
Qwenl.5-7B-Chat
Gemma-7b-it
WizardMath-7B-v1.1
Mistral-MetaMATH
REWARDMATH (random choice)

RewardBench REWARDMATH
REWARDMATH REWARDMATH

0.308 0.196

REWARDMATH One-to-One

0.143 -0.014 0.181 0.220

One-to-Many

shown in Table [TT} our design (i.e. REWARDMATH) also demonstrates a strong correlation on
GSMS8K, whereas RewardBench exhibits a weak correlation.

Overlap between the policy and the model used for sampling rejected solutions. We have
demonstrated that REWARDMATH exhibits a strong correlation with the results of BoN sampling.
However, a natural question is whether this strong correlation arises because the rejected solutions in
REWARDMATH are sampled from the same model used as the policy. To address this potential con-
found, we employ one-to-eight comparisons, removing rejected solutions from the same model as
the policy out of the 9 rejected solutions and examining the correlation between benchmark perfor-
mance and accuracy/MRR. Table [T2]indicates that even with this adjusted approach, there remains
a strong correlation. This persistent correlation underscores the reliability of REWARDMATH.

In-depth analysis on reliable benchmark design. In Section [5.1} we have explored the impor-
tance of having similar representations between the chosen and rejected solutions, as well as the
significance of one-to-many comparisons. To further analyze, we examine the results of one-to-one
comparisons between the chosen solutions in REWARDMATH and randomly selected rejected so-
lutions from REWARDMATH. The correlation is similar to that of the one-to-many comparisons
in REWARDMATH, suggesting that even one-to-one comparison with higher diversity can be con-
sidered sufficiently effective, without the need for a full one-to-many comparisons. However, the
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results of the one-to-one comparisons for Gemma-2-27b-it and GPT-40-2024-05-13 indicate that
existing reward models struggle to accurately distinguish the subtle incorrect solutions generated by
these models, which explains why the one-to-many comparisons in REWARDMATH shows lower
correlation compared to some of the one-to-one comparisons.

To further investigate the reasons behind the lower correlations observed in RewardBench, we con-
ducted an additional analysis. Specifically, we performed one-to-one and one-to-many comparisons
between the chosen responses from RewardBench and the rejected responses from RewardMATH.
As shown in Table 12, these comparisons exhibited low correlations. Additionally, we performed a
one-to-one comparisons between the chosen responses from REWARDMATH and the rejected re-
sponses from RewardBench. While this setup shows higher correlations compared to RewardBench,
it still demonstrates lower correlations than the one-to-many comparisons using REWARDMATH.
These findings underscore the importance of both reducing the possibility of reward hacking and
employing one-to-many comparisons.

C.6 CORRELATION BETWEEN BENCHMARK PERFORMANCE AND THE RESULT OF POLICY
FINE-TUNING

Since BoN sampling utilizes the reward model at inference
time, we aim to investigate the correlation with policy train-
ing methods and benchmark performance. As previously paced on the benchamrk and the re-
mentioned, due to the instability of PPO experiments in our  ¢,1ts of the optimized policy with
setup, we focused on conducting experiments where the re-  ppQ and BoN sampling.

ward model can effectively provide learning signals:

Table 14: The Spearman correla-
tion between the performance (Acc.)

. Data Size | RewardBench REWARDMATH
* Preference data for DPO constructed using the |
DPO 0.156 0.725

reward model: We created a preference dataset for

: . . BoN 0.187 0902
DPO by selecting the response with the highest re-
ward as the chosen sample and the response with
the lowest reward as the rejected sample.

For this experiments, we used MetaMATH-Mistral-7B as the SFT model and selected a 32K subset
of data from the MetaMATH dataset as the training dataset. We performed n = 32 sampling with
the SFT model and removed instances that were entirely correct or incorrect to reduce noise and
better assess whether the reward model provides meaningful learning signals. Finally, we obtained

rewards from each reward model for a final dataset of 13.5K responses and conducted training with
and DPO.

Table |14| presents the correlation between the results of the optimized policy on MATHS500 and the
benchmark results. As a result, we reconfirm that the results on DPO also show a stronger correlation
than RewardBench.

C.7 EXPERIMENTS ON REWARD OVEROPTIMIZATION

We conduct additional experiments to assess how well the benchmark estimates reward overopti-
mization. As Figure [6] demonstrated a clear relationship between accuracy and reward overopti-
mization in REWARDMATH, we also observed a strong correlation with MRR score (Figure [13).
We also provide the results of different policy models with both accuracy and MRR metrics in Fig-
ure [12b]and Figure respectively. These results demonstrate that REWARDMATH consistently
exhibits the ability to detect overoptimization across various policy models.

D PROMPTS

Figure[14] [I5] present the prompts used for dataset construction. Furthermore, our prompts used for
evaluating generative RMs are demonstrated in Figure [16} [I7} [T8] [T9]
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Table 15: The problems from MATHS500 excluded when constructing REWARDMATH.

No. Problem
1 Determine the remainder of 54 (mod 6).
-2
2 Find the dot productof [ 0 | and
7 -5
2
3 Find the projection of aontob = | 6 | ifa-b = 8.
3

4 If2® = 4%, what is the value of z?
5 The point (a, b) lies on the line with the equation 3z + 2y = 12. When a = 4, what is the value of b?
6 What is 1277779
7 What is % expressed as a decimal?
8 What is the difference between the positive square root of 64 and the cube root of 64?
9 Write % as a decimal.
10 You have 5 shirts, 6 pairs of pants, and 8 hats. How many outfits can you make consisting of one shirt, one pair of

pants, and one hat?
11 For a constant ¢, in cylindrical coordinates (r, 6, z), find the shape described by the equation z = c.

(A) Line (B) Circle (C) Plane (D) Sphere (E) Cylinder (F) Cone

Enter the letter of the correct option.
12 In how many ways can 5 students be selected from a group of 6 students?
13 Karla drove her vehicle 12,000 miles last year. How many gallons of gasoline would she have saved last year had she

driven a fuel-efficient hybrid car averaging 48 miles per gallon rather than an SUV averaging 15 miles per gallon?
14 Simplify v/242.
15  What is v/53 in simplest radical form?
16 ~ What is the distance, in units, between the points (2, —6) and (—4, 3)? Express your answer in simplest radical form.
17 Whatis the value of 513% — 487°?
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Figure 10: Distribution of rewards for chosen and rejected solutions in RewardBench and REWARD-
MATH, scored by classifier-based reward models. The number of rejected solutions in REWARD-
MATH is calculated by dividing by 9.
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Table 16: An example of chosen and rejected solution in REWARDMATH.

Problem The smallest distance between the origin and a point on the graph of y = %12 — 9 can be
expressed as a. Find a?.

Chosen 1. The point on the graph of y = %12 — 9 that is closest to the origin occurs when the distance
from the origin to the point is minimized. To find this distance, I can use the distance formula:
d= /x> +y>.

2. Substituting y = %x'z — 9 into the distance formula gives d = /2 + ( 9)2.

7. Therefore, the value of a” is

Rejected

Modified-with-GPT-4 1. The point on the graph of y = %1‘2 — 9 that is closest to the origin occurs when the distance
from the origin to the point is minimized. To find this distance, I can use the distance formula:
d= /22 +y%

2. Substituting y = %:r,‘z — 9 into the distance formula gives d =

10. Thus, the smallest distance squared, a?,

GPT-3.5-turbo-0125 1. To find the smallest distance between the origin and a point on the graph of y = %12 -9,
we need to find the minimum distance between the origin and a point on the parabola.
2.The distance between the origin (0,0) and a point (z, %) on the parabola can be calculated
using the distance formula: d = \/z2 + y2.

9. So, the smallest distance squared can be expressed a:

Claude-3-sonnet 1. The parabola is in the form y = ax? + bx + ¢, where a = %, b=0,and c = —9.
2. The vertex of a parabola with equation y = ax? + bx + c is given by (—2% f (—2%)),
where f(z) = az? + bz + c.

8. Therefore, the smallest distance between the origin and a point on the graph of y = %12 -9

isa=9,anda® =

Meta-Llama-3-70B- 1. To find the smallest distance between the origin and a point on the graph of y =
Instruct we can use the distance formula: d = \/(xz — 0)2 + (y — 0)2 = \/x? + y2.

2. Substitute y = ‘512 — 9into the formula: d =

9. Thus, a? is equal to

Mixtral-8x7B-Instruct-v0.1 1. To find the smallest distance between the origin and a point on the graph of y = 122 — 9,
we first need to find the minimum value of the function.
2. The function y = %xz — 9 is a parabola opening upwards, and its minimum value occurs at
the vertex.

7. Since we need to find (12, the answer is 9%

Gemma-2-27b-it 1. Distance Formula: The distance between the origin (0, 0) and a point (z,y) on the curve is

given by \/x? + 2.

2. Substitute: Since the point lies on the curve, substitute y with its expression:
a2+ (322 — 9)2.

11. Find ®: Finally, a*> = D?

DeepSeek-V2-Lite-Chat 1. The graph of y = %1‘2 — 9 s a parabola that opens upward because the coefficient of 2 is
positive.

3. A point on the graph of y = %12 — 9 from the origin means the distance from the origin to
the point on the graph is the z-coordinate of the vertex, which is — £ = — —é) =9=2

4. Therefore, a* = (%)2 = % and the answer i

Meta-Llama-3-8B-Instruct 1. The distance between the origin and a point on the graph can be expressed using the distance

formula: d = 1/ (z — 0)* + (y — 0)* = /2% + 2.

2. The point on the graph has the coordinates (2,y) = (z, 32° — 9).

6. Substitute these values back into the original distance formula and take the square root of the

resulting squared value to find the smallest distance: a® = /2 (0)* —9(0)* +81 = .

Qwenl.5-7B-Chat 1. The distance d between a point (z, y) and the origin is given by the formula d = /22 + y>.
2. For a point on the parabola y 2 9, the point is at the vertex of the parabola, which
has the smallest distance to the ori

8. The final answer is
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Based on the given solution, please regenerate your own solution. Solve the problem STEP-BY-STEP
like human. The answer must be in the Latex notation, "$\boxed{{}}3$".

[Example 1]
Problem: Two-thirds of the people in a room are seated in three-fourths of the chairs. The rest of the
people are standing. If there are 6 empty chairs, how many people are in the room?

Solution: Because the 6 empty chairs are $\\frac{1}{4}$ of the chairs in the room, there are $6\\times
4=24$ chairs in all. The number of seated people is $\\frac{3}{4}\\times24=18$, and this is $\
\frac{2}{3}$ of the people present. It follows that \\[\\frac{ 18} {\\textrm{people present} } =\\frac{2}
{3}.\\1So there are $\\boxed{27}$ people in the room.

New Solution:

Step 1. I need to find the number of people in the room, which I'll call P.

Step 2. 1 also need to find the number of chairs in the room, which I'll call C.

gt-ep 7. Then I can plug that value into the first equation and simplify: (2/3)P = (3/4)C, (2/3)P =

(3/4)(24), (2/3)P = 18, P = 18 * (3/2), P = 27.
Step 8. So there are $\\boxed{27}$ people in the room.

[Example 5]
Problem: {problem}

Solution: {solution}

New Solution:

Figure 14: Prompt for converting a human solution to a machine-generated solution. This is an
example applied to a problem belonging to the subject of Algebra among seven subjects.

Your task is to solve a given mathematical problem. Generate the solution in a numbered list format.
Make sure to put the answer (and only answer) inside \\boxed{ }. Finally, write the correct answer
separately under '### Answer:'. Let's think step by step.

[Example 1]
Problem: Find the domain of the expression $\\frac{\\sqrt{x-2} } {\\sqrt{5-x}}$.}

Solution:

. To find the domain of the expression Y\( \\frac{\\sqrt{x-2}} {\\sqrt{5-x}} \1), we need to consider
where the expression is defined.

. The expressions inside both square roots must be non-negative.

. Therefore, $x-2 \\ge 0%, so $x\\ge2$, and $5 - x V\ge 0%, so $x \ile 58.

. Also, the denominator cannot be equal to zero, so $3-x> 08, which gives $x<35$.

. Therefore, the domain in interval notation is $\\boxed{[2,5)}$

—

h B L

[Example 3]
Problem: {problem}

Figure 15: Prompt for collecting incorrect solutions from various LLMs.

Please act as an impartial judge and evaluate the quality of the response provided by an Al assistant to
the user question displayed below. Your evaluation should consider factors such as the helpfulness,
relevance, accuracy, depth, creativity, and level of detail of the response. Begin your evaluation by
providing a short explanation. Be as objective as possible. After providing your explanation, please rate
the response on a scale of 1 to 10 by strictly following this format: "[[rating]]", for example: "Rating:
[[511". Let's think step by step.

[Question]
{problem}

[The Start of Assistant’s Answer]|
Solution:

{eval_solution}

[The End of Assistant’s Answer]

Figure 16: The default prompt for direct assessment.
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Please act as an impartial judge and evaluate the quality of the responses provided by two Al assistants
to the user question displayed below. You should choose the assistant that follows the user's instructions
and answers the user's question better. Your evaluation should consider factors such as the helpfulness,
relevance, accuracy, depth, creativity, and level of detail of their responses. Begin your evaluation by
comparing the two responses and provide a short explanation. Avoid any position biases and ensure that
the order in which the responses were presented does not influence your decision. Do not allow the
length of the responses to influence your evaluation. Do not favor certain names of the assistants. Be as
objective as possible. After providing your explanation, output your final verdict by strictly following
this format: "Judgement: [[A]]" if assistant A is better, "Judgement: [[B]]" if assistant B is better.

[User Question]
{problem}

[The Start of Assistant A's Answer]
{eval_solution_A}
[The End of Assistant A's Answer]

[The Start of Assistant B's Answer]
{eval_solution_B}
[The End of Assistant B's Answer]

Figure 17: The default prompt for pairwise comparison.

You are a fair judge assistant tasked with providing clear, objective feedback based on specific criteria,
ensuring each assessment reflects the absolute standards set for performance.

###Task Description:

An instruction (might include an Input inside it), a response to evaluate, and a score rubric representing a
evaluation criteria are given.

1. Write a detailed feedback that assess the quality of the response strictly based on the given score rubric, not
evaluating in general.

2. After writing a feedback, write a score that is an integer between 1 and 5. You should refer to the score
rubric.

3. The output format should look as follows: "Feedback: (write a feedback for criteria) [RESULT] (an integer
number between 1 and 5)"

4. Please do not generate any other opening, closing, and explanations.

###The instruction to evaluate:
{problem}

###Response to evaluate:
{eval_solution}

###Score Rubric:

[Does the model demonstrate logical and effective reasoning in its responses?]

Score 1: The model's responses show a complete lack of logical reasoning, often resulting in irrelevant or
nonsensical answers.

Score 2: The model occasionally shows signs of logical reasoning but generally struggles to provide coherent or
relevant responses.

Score 3: The model usually demonstrates basic reasoning capabilities, though it may not consistently apply
logical principles or fully resolve complex issues.

Score 4: The model frequently exhibits strong reasoning skills, effectively addressing complex questions with
minor inconsistencies or errors.

Score 5: The model consistently demonstrates advanced reasoning abilities, providing logically sound,
coherent, and sophisticated responses to complex queries.

###Feedback:

Figure 18: Prompt for direct assessment using prometheus models.
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You are a fair judge assistant assigned to deliver insightful feedback that compares individual performances,
highlighting how each stands relative to others within the same cohort.

###Task Description:

An instruction (might include an Input inside it), a response to evaluate, and a score rubric representing a
evaluation criteria are given.

1. Write a detailed feedback that assess the quality of two responses strictly based on the given score rubric,
not evaluating in general.

2. After writing a feedback, choose a better response between Response A and Response B. You should refer
to the score rubric.

3. The output format should look as follows: "Feedback: (write a feedback for criteria) [RESULT] (A or B)"
4. Please do not generate any other opening, closing, and explanations.

###Instruction:
{problem}

###Response A:
{eval_solution_A}

###Response B:
{eval_solution_B}

###Score Rubric:
Does the model demonstrate logical and effective reasoning in its responses?

###Feedback:

Figure 19: Prompt for pairwise comparison using prometheus models.
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