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Abstract001

The rise of social media has amplified the002
spread of fake news, now further complicated003
by large language models (LLMs) like Chat-004
GPT, which ease the generation of highly con-005
vincing, error-free misinformation, making it006
increasingly challenging for the public to dis-007
cern truth from falsehood. Traditional fake008
news detection methods relying on linguistic009
cues also become less effective. Moreover, cur-010
rent detectors primarily focus on binary clas-011
sification and English texts, often overlooking012
the distinction between machine-generated true013
vs. fake news and the detection in low-resource014
languages. To this end, we updated the de-015
tection schema to include machine-generated016
news with a focus on the Urdu language. We017
further propose a hierarchical detection strat-018
egy to improve the accuracy and robustness.019
Experiments show its effectiveness across four020
datasets in various settings. We release our021
collected datasets and code in URL withheld.022

1 Introduction023

Fake news detection aims to identify false or mis-024

leading information presented in news (Shu et al.,025

2019). With the rise of unrestricted social media,026

users can post virtually anything, accelerating the027

spread of misleading information. A substantial028

percentage of content shared on social media is029

found to be fake, making it a challenge for the030

general public to distinguish truth from falsehood.031

A recent study revealed that 48% of individuals032

across 27 countries have been misled by fake news,033

believing a false story to be true before later discov-034

ering it is fabricated.1 This phenomenon may have035

serious consequences, including influencing public036

opinion, undermining democratic processes, and037

exacerbating societal divisions (Tandoc Jr et al.,038

2018; Lewandowsky et al., 2017). Effective fake039

1https://redline.digital/
fake-news-statistics/

news detection is thus crucial for maintaining a 040

reliable society and ensuring the integrity of infor- 041

mation. 042

While many studies exist for English fake news 043

detection, research on low-resource languages such 044

as Urdu remains under-explored (Ahmed et al., 045

2017; Previti et al., 2020). Previous work treats 046

fake news detection as a binary classification task, 047

relying on linguistic features. However, the ease 048

of access to LLMs like GPT-4o (OpenAI, 2024) 049

now enables propagandists to produce endless con- 050

tent mimicking journalistic tone with minimal er- 051

rors, greatly complicating the task of evaluating the 052

veracity of any given text (Wang et al., 2024b,a). 053

Additionally, LLMs are increasingly utilized by 054

journalists and media organizations, thereby blur- 055

ring features that might help distinguish fake and 056

real news. Currently, the publicly available Urdu 057

datasets consist solely of human-written text (Am- 058

jad et al., 2020b; Akhter et al., 2021), which limits 059

the amount of reliable data for developing new ef- 060

fective detection methods. 061

To fill this gap, we collected machine-generated 062

news based on four existing datasets, each span- 063

ning short news subtitles and long articles. These 064

datasets resulted in four four-label datasets com- 065

prising human fake, human true, machine fake, 066

and machine true categories, as previously done 067

by Su et al. (2023a). Transformation of the bi- 068

nary problem into four labels improves robust- 069

ness against machine-generated fake news. It also 070

enables nuanced analysis to distinguish human- 071

from machine-authored content, thereby improv- 072

ing detection accuracy and furthering the devel- 073

opment of useful training datasets to explore the 074

balance between human- and machine-written ex- 075

amples.We found that baseline detectors using fine- 076

tuned RoBERTa are not robust, tending to mispre- 077

dict machine true and machine fake to other classes. 078

To address this, we propose a hierarchical 079

method that breaks down the original four-class 080
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problem into two subtasks: machine-generated text081

detection and fake news detection, as illustrated in082

Figure 2. Experiments demonstrate that the pro-083

posed approach outperforms (in terms of accuracy084

and F1-scores) the baseline across both tasks in-085

domain and cross-domain settings, suggesting ef-086

fectiveness and robustness. Our contributions are087

summarized as follows:088

• We collect the first Urdu dataset for machine-089

generated fake and true news.090

• We propose an effective hierarchical approach091

for four-label fake news detection, that is more092

accurate and robust than fine-tuned RoBERTa093

on four labels.094

• We conduct a detailed analysis investigating095

(1) reasons for low accuracy in cross-domain096

settings, and (2) the impact of data augmenta-097

tion in machine-generated text detection task098

on enhancing overall fake news detection.099

2 Related Works100

This section reviews previous research on (1) meth-101

ods for detecting fake news, with an emphasis on102

general approaches and those specific to Urdu, and103

(2) techniques for acquiring machine-generated104

real and fake news.105

General Approach for Fake News Detection106

Fake news detectors vary in terms of input fea-107

tures and model architectures. Features involve108

content features, social features, temporal features,109

or combinations of these (Shu et al., 2017). Con-110

tent features encompass details such as term fre-111

quency (Ahmed et al., 2017), sentiment (Bhutani112

et al., 2019), and parts of speech (Balwant, 2019).113

Social features are primarily used on social media114

platforms and include information such as friends’115

circles, pages followed, and reactions to posts (Sa-116

hoo and Gupta, 2021). Temporal features consist of117

time-related aspects that indicate when a given post118

was released. For example, Previti et al. (2020)119

proposes a Twitter-based fake news detector that120

incorporates time series data along with other fea-121

tures and reports favorable results.122

Existing research explores various model archi-123

tectures, ranging from simplistic machine learn-124

ing (ML) algorithms to advanced transform-125

ers (Vaswani et al., 2017). For instance, Raza and126

Ding (2022) introduces an encoder-decoder trans-127

former that leverages content and social data for128

early detection. Unsupervised methods aim to cir-129

cumvent the labor-intensive task of labeling and130

utilize various heuristics in clustering. Yin et al. 131

(2007) suggests that a website’s credibility is linked 132

to its consistency in providing accurate informa- 133

tion. Similarly, Orlov and Litvak (2019) proposes a 134

heuristic to indicate that coordinated propagandists 135

tend to exhibit similar patterns. 136

Urdu Fake News Detection Research on the 137

Urdu language is under-explored. Existing stud- 138

ies often exhibit a lack of diversity in the features 139

and the model architectures. Kausar et al. (2020) 140

employs n-grams and BERT embeddings as fea- 141

tures, and logistic regression and CNNs as models 142

for training the classifiers. However, translation 143

versions of datasets do not necessarily reflect the 144

actual news lexicon of the target language in real- 145

world scenarios. Similarly, Amjad et al. (2020a) 146

compares models trained on organically labeled 147

Urdu fake news data against those trained on En- 148

glish fake news data translated into Urdu. It shows 149

models trained on organically-labeled Urdu data 150

outperform those trained on translations. 151

For Urdu datasets, Kausar et al. (2020) translates 152

an English dataset Qprop (Barrón-Cedeno et al., 153

2019), into Urdu using Google Translate. Akhter 154

et al. (2021) creates an Urdu fake news dataset by 155

semi-automatic translation of an existing English 156

fake news dataset, and uses ensemble approaches 157

and content features for model training. In addi- 158

tion, three commonly used fake news datasets are 159

specifically curated in Urdu: bend-the-truth (Am- 160

jad et al., 2020b), ax-to-grind (Harris et al., 2023), 161

and UFN2023 (Farooq et al., 2023). The work pre- 162

sented here uses these datasets for experiments that 163

are detailed in Section 3.1. 164

Machine Generated Text What prompts have 165

been used to generate paraphrased text via LLMs? 166

Zellers et al. (2019) trains a model GROVER, 167

which can generate and identify fabricated arti- 168

cles. Huang et al. (2022) uses BART for mask- 169

infilling to replace salient sentences in articles 170

with plausible but non-entailed text, ensuring dis- 171

information through self-critical sequence train- 172

ing with an NLI component. Similarly, Mosal- 173

lanezhad et al. (2021) proposes a deep reinforce- 174

ment learning-based method for topic-preserving 175

synthetic news generation, controlling the output 176

of large pre-trained language models. All of these 177

studies focus on generating fake news. However, 178

LLMs are now utilized by news organizations and 179

journalists, requiring a new schema of generating 180

machine true news. Su et al. (2023b) presents a 181
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Structured Mimicry Prompting approach for gener-182

ating both machine fake and true news using GPT-183

4o, in which LLM understands the title and article184

body, and generates a similar text.185

3 Dataset Collection186

3.1 Datasets187

Four publicly available Urdu fake news datasets188

are used to train models, with the creation of new189

data for two classes: machine true and machine190

fake. The datasets are as follows.191

Dataset 1: Ax-to-Grind Urdu The latest Urdu192

fake news dataset published earlier this year is193

Ax-to-Grind Urdu. It has 10,083 samples related194

to fifteen different domains with approximately195

equal distribution of fake and true classes. Har-196

ris et al. (2023) maintains the originality of the197

corpus by keeping only the original news head-198

lines. For real news headlines, data was collected199

from authentic news websites such as BBC Urdu,200

Jang, Dawn News, etc. Fake news headlines were201

collected from two of arguably the most contro-202

versial news websites: Vishwas News and Sachee203

Khabar. Additionally, some fake news was col-204

lected through crowd-sourcing. Professional jour-205

nalists were hired to fact-check each individual206

news sample and label it accordingly.207

Dataset 2: UFN2023 This dataset was con-208

structed using a hybrid approach that involved au-209

thentic news websites for real news and samples210

from the fake category of an English dataset trans-211

lated (supervised) into Urdu fake news. Addition-212

ally, some obvious fake news headlines from Vish-213

was News were also included. The dataset con-214

tains 4,097 samples across nine different domains,215

such as health, sports, technology, and showbiz.216

Of these, 1,642 samples belong to the real news217

category, while 2,455 belong to the fake category.218

Dataset 3: UFN Augmented Corpus UFN Aug-219

mented Corpus is another publicly available Urdu220

Fake News dataset. Akhter et al. (2021) randomly221

selected two thousand news articles from an En-222

glish fake news dataset and translated them into223

another language using Google Translate with hu-224

man supervision. The quality of the translations225

was manually verified, and articles, where the jour-226

nalistic tone or meaning was lost, were replaced227

with different translated articles. The name of the228

English dataset has not been revealed in their work.229

Figure 1: Machine generated News collection process

Out of two thousand translated articles, 968 news 230

articles belong to the fake class and 1032 news 231

articles belong to the true class. 232

Dataset 4: Bend the Truth This is perhaps one of 233

the first publicly available Urdu fake news datasets; 234

presented in Amjad et al. (2020b). It is relatively 235

small, consisting of only 1300 (750 real, 550 fake) 236

news articles, but the authors used a very inter- 237

esting approach to keep the dataset organic. They 238

collected true articles from authentic news websites 239

and then hired journalists to rewrite them with a 240

counterfactual narrative without losing the original 241

journalistic tone. 242

Categorization Table 1 provides a summary of 243

the four datasets used in this work. The text was 244

tokenized using the word tokenizer from the NLTK 245

library for Urdu2, segmenting based on spaces. To- 246

ken counts are carried out after stop words are re- 247

moved. Based on the average counts in both cat- 248

egories, the datasets are classified as either Short 249

or Long: Datasets 1 and 2 primarily contain short 250

texts and news headlines, thus categorized as Short, 251

whereas Datasets 3 and 4 consist of longer news 252

articles, thus categorized as Long. 253

Split of Training, Development and Test Sets 254

To create test sets for evaluation, a 20% random 255

split was set aside for each of the four datasets 256

before producing machine-generated text. This 257

ensures a clear separation of the test set — both 258

human-written and machine-generated data are en- 259

tirely unseen during training. The validation set for 260

2https://www.nltk.org
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Dataset #Examples #HF #HT #MF #MT T̂ (HF) T̂ (HT) T̂ (MF) T̂ (MT) Content Category

Dataset1 10083 5053 5030 5053 5030 58.7 19.2 61.2 20.1 headlines Short
Dataset2 4097 2455 1642 2455 1642 105.6 34.3 110.2 33.4 headlines Short
Dataset3 2000 968 1032 968 1032 645.0 516.1 602.2 499.4 articles Long
Dataset4 1300 550 750 550 750 134.1 198.0 101.3 211.6 articles Long

Table 1: Statistical information of four datasets. Examples are organic samples. #= the number of news, T̂=average
tokens. HF: Human Fake, HT: Human True, MF: Machine Fake, MT: Machine True.

each experiment consists of 25% of the training set.261

Thus, 60% of the data is used for training, 20% for262

validation, and 20% for testing.263

3.2 Machine-generated News Collection264

GPT-4o was used to produce machine-generated265

news articles and short messages for both true and266

fake categories, paraphrasing original text using267

five different prompts. Figure 1 shows the overview268

of the generation and gold label assignment pro-269

cess. Each example is generated with one prompt270

randomly sampled from the five, using OpenAI271

batch generation. Afterward, gold labels are as-272

signed. Labels of original articles are changed273

from True and Fake to human true and human fake.274

Machine-generated articles receive machine true275

and machine fake labels based on the labels of their276

parent news articles.277

Generation Prompts Table 2 shows all five278

prompts used for generating machine data. We279

carefully designed and adjusted the prompts so that280

they can instruct GPT-4o to rephrase the provided281

article or headline, but keep the exact same mean-282

ing and stance without distortion.283

Quality Control To ensure the data quality and284

avoid introducing factually false information, es-285

pecially for machine true text, we randomly sam-286

pled 1008 examples from dataset 1 (10083 machine287

text) and asked three native Urdu speakers to re-288

view the machine-generated articles. They com-289

pared machine text with original articles and found290

that 9% samples have minor discrepancies from291

the human article, generally introducing additional292

context (i.e., more tokens).293

Therefore, we filtered machine-generated cases294

where the number of tokens is different from the295

original articles or headlines by 20%, resulting in296

712 problematic examples in dataset 1. We fur-297

ther analyzed these 712 examples and identified298

three problems: (i) 209 examples were not para-299

phrased; instead, GPT-4o responded with prompts300

like: Please provide the news article for rephras- 301

ing. (ii) in 403 examples, GPT-4o introduced in- 302

formation not present in the original text; and (iii) 303

100 paraphrased articles began with a preface from 304

GPT-4o, such as: Certainly! I can help you with 305

rephrasing. 306

To address these problems, all prompts were 307

re-engineered by adding the following line before 308

the last sentence: Please directly rewrite without 309

opening words like Of course I can help you with 310

rewriting, and note that do not generate or extend 311

extra information that is not included in the given 312

article, DO NOT HALLUCINATE EXTRA INFOR- 313

MATION. These newly engineered prompts were 314

applied to the problematic samples for dataset 1 315

and the remaining three datasets. 316

The generated text was re-evaluated using the 317

methods discussed above, with particular emphasis 318

on the machine_true class. Each generated article 319

or headline was manually verified to ensure no nar- 320

rative shift occurred compared to its corresponding 321

human_true version, as any deviation would dis- 322

qualify it from being labeled machine_true. Minor 323

issues identified during this process were resolved 324

by human annotators. 325

4 Methods 326

This section presents the baseline methods and our 327

proposed hierarchical detection. 328

4.1 Baselines 329

We applied both traditional machine learning algo- 330

rithms e.g., Support Vector Machine (SVM) with 331

bag-of-words and TF-IDF features, and fine-tuning 332

multilingual language models XLM-RoBERTa 333

(XLM-R). 334

Linear SVM We first performed data cleaning 335

(e.g. removing punctuation, stop words and URLs), 336

followed by bag-of-words representation and TF- 337

IDF feature extraction. Several machine learning 338

models were trained, including SVM, Multinomial 339

Naive Bayes, and Random Forest. We selected the 340
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ID Prompt

Prompt1 I am going to provide you with an Urdu article. Please rewrite that article while keeping the
same narrative. Feel free to completely change everything, every single word if you have to. In
fact, I would appreciate it if there is very little similarity between the original article and what
you write. Just the idea and narrative should essentially be the same. The article follows:

Prompt2 I will provide you with an Urdu article. Your task is to rewrite this article while maintaining
the same core message and narrative. Ensure that the wording and structure are significantly
different from the original. Here is the article:

Prompt3 Here is an Urdu article that I need you to rewrite. Please keep the underlying story and
narrative intact, but rephrase it thoroughly so that it appears entirely new. Aim for minimal
similarity to the original text. The article is as follows:

Prompt4 Please take the following Urdu article and rewrite it in such a way that the narrative and main
idea remain unchanged, but the language and wording are entirely different. Your goal is to
create a version with minimal resemblance to the original. Here is the article:

Prompt5 Given the following Urdu article, I need you to produce a rewritten version that preserves the
same story and narrative. Feel free to alter the wording and sentence structure extensively to
ensure the new version is distinct from the original. The article is:

Table 2: Different prompts used for rewriting Urdu articles while maintaining the core narrative. The word "article"
was replaced with "headline" in all prompts for Short datasets.

best ones using a grid search over various hyperpa-341

rameters. Among all the models, the Linear SVM342

achieved the best results.343

XLM-R XLM-RoBERTa-base was selected due344

to its capabilities in multilingual understanding345

and classification tasks. Considering the dataset346

size ranging from 1.3k-10k examples and compu-347

tational resources, we choose to fine-tune XLM-348

R instead of current large language models like349

Llama3.1-8B, to avoid overfitting. Manzoor et al.350

(2024) fine-tuned LLaMA3-8B on a dataset < 10k351

using both LoRA and full parameter fine-tuning352

and showed much lower accuracy on empathy score353

prediction compared with using RoBERTa embed-354

ding. We fine-tuned XLM-R using a learning rate355

of 2× 10−5, weight decay of 0.01, and 10 epochs.356

The parameter load_best_model_at_end was set to357

True to retrieve the best model from all epochs.358

4.2 Hierarchical Fake News Detection359

Baseline results shown in Table 3 demonstrate that360

performance for the machine true and machine fake361

classes is consistently worse than for the human362

true and human fake counterparts. This indicates363

that machine-generated news is ineffectively de-364

tected using multiclass classification. This inspires365

us to separate the four-class fake news classifica-366

tion task into two sequential subtasks: (i) predicting367

whether a given sentence is written by machine or 368

human (machine-generated text detection), where 369

more machine-generated text detection data from 370

other domains and languages can be leveraged to 371

improve the accuracy, and (ii) determining whether 372

an article or a headline is fake or true (fake news 373

detection), which the current model excels at. 374

To this end, we proposed a hierarchical method 375

that breaks the multiclass problem into two sub- 376

tasks: machine-generated text detection and fake 377

news detection. The goal is to break a complex task 378

into two simpler subtasks and improve the perfor- 379

mance of each by making use of the data curated 380

for each subtask, ultimately enhancing the overall 381

results, as shown in Figure 2. 382

We adapted the training labels of four datasets 383

to meet the subtask requirements. For machine- 384

generated text (MGT) detection, we need labels of 385

‘Human’ and ‘Machine’, while ‘Fake’ and ‘True’ 386

are for fake news detection. Given the better perfor- 387

mance of XLM-R and to ensure a fair comparison 388

with the baseline, we used XLM-R for fine-tuning 389

both two subtasks. The hyperparameters are con- 390

sistent with those described in training the baseline 391

models. These models are trained and optimized on 392

the validation data accordingly. At inference, both 393

models predict their respective labels for the test 394

data, and these are concatenated and transformed 395

back into the four labels. 396
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Figure 2: Proposed Hierarchical Fake News Detection Architecture

5 Experiments397

This section presents various experimental results398

and interesting findings from the analysis.399

5.1 Four-class vs. Hierarchical Detection400

Experimental Setup: Various experiments were401

conducted to compare the performance of the pro-402

posed hierarchical fake news model against the403

four-class baseline models. These include (i) per-404

formance on the four datasets, (ii) comparison of405

models trained on datasets in the long category406

versus those for the short category, and (iii) per-407

formance of the model trained for all four datasets408

combined. A withheld test portion (described in409

Section 3.1) was used to measure performance for410

all models. Table 3 summarizes the results ob-411

tained, including overall accuracy and F1 score for412

the four classes. Cross-domain evaluation is per-413

formed, which includes how the models trained on414

one type of dataset perform on the other datasets.415

Individual Datasets Results in Table 3 can be416

analysed to compare the performance of hierarchi-417

cal fake news detection models trained on individ-418

ual datasets (1 to 4) and tested on their respective419

test splits, against those for baseline models. It is420

clear the new model consistently outperforms the421

baselines across all four datasets, both for accuracy422

and the F1 scores for each class. The only excep-423

tion is dataset 1, where the proposed model ranks424

a close second to the F1 score of the human true425

class but surpasses it in all other F1 scores and for426

overall accuracy. Another key improvement is the427

reduced gap between F1 scores of human fake and428

machine fake, as well as human true and machine429

true. Although baseline models show a signifi-430

cant difference in F1 scores between Human and431

Machine for fake news detection, the proposed hier-432

archical model largely bridges this gap, achieving433

almost identical performance, demonstrating the 434

efficacy of the hierarchical classification approach. 435

Dataset Model HF HT MF MT Acc

Dataset1
LSVM 0.73 0.61 0.64 0.52 0.63
XLM-R-base 0.83 0.71 0.77 0.69 0.75
Hierarchical 0.85 0.69 0.8 0.74 0.77

Dataset2
LSVM 0.82 0.6 0.77 0.53 0.71
XLM-R-base 0.93 0.66 0.88 0.7 0.82
Hierarchical 0.93 0.8 0.9 0.77 0.87

Dataset3
LSVM 0.89 0.87 0.86 0.85 0.87
XLM-R-base 0.91 0.91 0.88 0.89 0.9
Hierarchical 0.96 0.95 0.92 0.91 0.94

Dataset4
LSVM 0.56 0.59 0.3 0.42 0.48
XLM-R-base 0.76 0.73 0.58 0.65 0.68
Hierarchical 0.85 0.85 0.74 0.79 0.81

Short
XLM-R-base 0.88 0.68 0.83 0.72 0.78
Hierarchical 0.93 0.85 0.91 0.86 0.89

Long
XLM-R-base 0.89 0.88 0.74 0.77 0.82
Hierarchical 0.94 0.94 0.89 0.9 0.92

All
XLM-R-base 0.89 0.77 0.83 0.74 0.81
Hierarchical 0.91 0.85 0.88 0.83 0.87

Table 3: Accuracy (Acc) and F1-score over four labels
on four individual datasets (top four rows) and their com-
binations: Short=1+2, Long=3+4, and All=1+2+3+4.
HF: Human Fake, HT: Human True, MF: Machine
Fake, MT: Machine True.

436

Combinations of Datasets This section presents 437

the results for different dataset combinations: long 438

datasets (dataset 3+4), short datasets (dataset 439

1+2), and all datasets combined. Similar training 440

steps and hyperparameters were used, with train- 441

ing splits of datasets 1 and 2 combined for the 442

short dataset model, datasets 3 and 4 combined for 443

the long dataset model, and all datasets combined 444

for the all datasets model. The baseline LSVM, 445

due to consistently lower performance, is excluded 446

from further experiments. The bottom three rows 447

6



of Table 3 summarize the performance of models448

trained on short, long, and all datasets combined.449

As expected, the proposed model outperforms the450

baseline across all combined datasets. Secondly,451

the proposed models narrow the gap between the452

F1 scores of Human and Machine in fake news453

detection compared to the baseline. In comparing454

performance, models trained on shorter datasets455

outperform those trained on longer datasets. This is456

likely because machine detection is easier on longer457

datasets, as GPT-4o’s rephrasing of longer articles458

results in higher token variation, allowing the clas-459

sifier to better distinguish between machine and460

human text. Similarly, for the all-dataset trained461

model, the proposed model outperforms the base-462

line by 6% in accuracy and achieves higher F1463

scores for machine-generated fake news detection.464

Cross-domain Evaluation Cross-domain evalu-465

ation was conducted by testing a model trained on466

one dataset’s training set with test splits from other467

datasets, resulting in a total of 49 evaluations. For468

brevity, the results presented are only for accuracy.469

Figures 3a and 3b display the heatmaps of accu-470

racy values for all 49 combinations of proposed471

and baseline models, respectively. The y-axis rep-472

resents the training splits and the x-axis represents473

the test splits of the datasets. The overall trends474

of both heatmaps are similar, with higher values475

along the diagonal and lower values in the non-476

diagonal entries, except for the last entry of the all-477

dataset-trained model (which is not cross-domain,478

obviously). This indicates the models do not gener-479

alize well for out-of-domain data. However, shorter480

datasets yield relatively better generalization. This481

trend is less pronounced for longer datasets. Us-482

ing our proposed method, the model trained on483

dataset 3 achieves only 32% accuracy when tested484

on dataset 4, while the model trained on dataset 4485

yields 48% when tested on dataset 3, showing poor486

performance.487

5.2 Analysis488

This section offers an analysis of some of the inter-489

esting results and includes possible reasons for low490

accuracy in cross-domain evaluation when short491

datasets are used for training with long datasets492

for testing, and vice versa. It also analyses the493

results of the experiment aimed at enhancing the494

model’s performance on the first dataset, which495

exhibited the lowest performance among the indi-496

vidual dataset models.497

Low Accuracy in Cross-domain Evaluation us- 498

ing Short for Training and Long for Testing. 499

Figure 4 shows the confusion matrices of the model 500

trained on dataset 1, tested on datasets 3 and 4 re- 501

spectively. Notably, the matrices exhibit almost 502

no correct predictions for the machine fake and 503

machine true classes. Interestingly, despite over- 504

all incorrect predictions, machine true is mostly 505

misclassified as machine fake, and human true as 506

human fake, suggesting that the machine-generated 507

text detection component performs well on both 508

long datasets. The reason the fake news detec- 509

tion module fails, in this case, can be attributed 510

to a simple observation: for short datasets, there 511

is a significant difference in average token count 512

between true and fake classes, with fake articles 513

having more tokens, as shown in Table 1. This may 514

inadvertently cause the model to treat text length 515

as a key feature, resulting in all long articles being 516

classified as fake. 517

Low Accuracy in Cross-domain Evaluation us- 518

ing Long for Training and Short for Testing. 519

The models trained on long-category datasets ex- 520

hibit different behavior when predicting on short 521

datasets. Figure 5 shows the confusion matrix 522

of the two long datasets-trained models given 523

test splits from Dataset 1. Notably, the machine- 524

generated text detection module performs less ef- 525

fectively than in the previous case, with values scat- 526

tered across the confusion matrix. Secondly, unlike 527

the short datasets, the average tokens for true and 528

fake classes are similar preventing the model from 529

using length as a distinguishing parameter during 530

training. Consequently, the fake news detection 531

module does not classify all short texts as fake. For 532

the model trained on dataset 3, the human true class 533

performs poorly, with all samples misclassified as 534

either machine true or machine fake. In contrast, 535

the model trained on dataset 4 shows a more dis- 536

persed confusion matrix with most samples being 537

classified into one of the following three classes: 538

human true, machine true, or machine fake. While 539

precision for human fake is high, recall is low, mak- 540

ing it less useful. Overall, this model appears to 541

produce somewhat random predictions, likely due 542

to being trained on the smallest dataset among the 543

four. 544

Improvement in Dataset 1 by Data Augment- 545

ing in MGT Detection. Among the individual 546

datasets, dataset 1 has the poorest performance, 547

achieving an accuracy of only 77%. Closer in- 548
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(a) Proposed Model (b) Baseline Model

Figure 3: Cross-domain evaluation results in terms of Accuracy

Figure 4: Confusion matrix of testing on long datasets
using a model trained on dataset1. Left: Test Split
Dataset 3 (Long) and Right: Test Split Dataset 4 (Long)

Figure 5: Confusion matrix of testing on dataset 1 using
model trained Left: Train Split Dataset 3 (Long) and
Right: Train Split Dataset 4 (Long)

spection reveals that the subpar performance of the549

machine-generated-text detection module affects550

overall results. This may be because when GPT-551

4o rephrases short texts, like those in dataset 1, it552

makes minimal changes, making it challenging for553

the model to learn distinguishing features. To test554

the hypothesis that enhancing machine-generated-555

text detection would improve overall results, the556

Urdu subset of a publicly available machine-557

generated text detection dataset M4 (Wang et al.,558

2024c) was augmented, and the model was re-559

trained. This led to a 3% improvement in the ac-560

curacy of the MGT module, which subsequently561

boosted the overall accuracy of the model trained 562

on dataset 1 by 4%. This emphasizes the impor- 563

tance of enhancing machine-generated text detec- 564

tion for the four-label fake news detection, espe- 565

cially for datasets with short texts. 566

6 Conclusion and Future Work 567

In this work, we introduced a four-class Urdu fake 568

news detection task and presented the first publicly 569

available datasets for this task. We proposed a hier- 570

archical approach that breaks down the four-class 571

problem into machine-generated-text detection and 572

fake news classification. Experiments demonstrate 573

that our approach consistently enhances the accu- 574

racy compared to baseline methods and demon- 575

strates robustness across unseen domains. More- 576

over, the proposed method effectively bridges the 577

gap between the F1-score of the machine true and 578

human true classes, as well as machine fake and 579

human fake classes, thereby improving the identifi- 580

cation of machine-generated fake news. in addition, 581

data augmentation for the machine-generated text 582

(MGT) module improved MGT accuracy and thus 583

enhanced the overall performance for four-class 584

fake news detection. 585

For future work, we will explore methods miti- 586

gating the classifier from learning length as a fea- 587

ture during training. Additionally, experiments 588

with other multilingual LLMs could further en- 589

hance the performance of fake news detection mod- 590

els. Exploring domain adaptation techniques to 591

improve generalization across diverse datasets and 592

integrating explainability methods to understand 593

model decisions are also interesting. 594
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Limitations595

We acknowledge certain limitations in this work596

that can be addressed in future research. First, the597

reliance on publicly available datasets may limit598

the diversity and richness of the training data, po-599

tentially affecting the generalizability of our model.600

This could lead to suboptimal performance when601

applied to real-world scenarios where misinforma-602

tion varies widely in style and content. Secondly,603

the TFIDF features used for the LSVM classifier604

may not be the most optimal for fake news de-605

tection. Alternative features, such as those de-606

rived from the News Landscape (NELA), could607

enhance performance, but their implementation608

requires considerable effort, particularly for the609

Urdu language. Third, the model may inadvertently610

learn to rely on text length as a distinguishing fea-611

ture, which could skew predictions, especially with612

varying lengths of articles. This tendency was ob-613

served during the analysis of our results, indicating614

that further refinement is necessary to mitigate this615

issue. Finally, the machine-generated text detec-616

tion (MGT) module primarily addresses a subset617

of machine-generated content, potentially missing618

other forms of automated misinformation. Future619

work could focus on expanding the MGT module to620

encompass a broader range of machine-generated621

texts.622

Ethical Statement and Broad Impact623

Ethical Statement We recognize that our ap-624

proach to fake news detection involves the use of625

machine-generated text, which may inadvertently626

incorporate biases present in the training data or627

models. Given the potential for misinformation to628

influence public opinion and societal well-being,629

it is crucial to emphasize the importance of hu-630

man oversight in the evaluation of our system’s631

outputs. We advocate for the involvement of hu-632

man reviewers, particularly in sensitive contexts, to633

ensure responsible decision-making and to mitigate634

the risk of misclassification.635

Broader Impact This work has the potential to636

significantly enhance the field of fake news detec-637

tion, particularly for low-resource languages like638

Urdu. By providing publicly available datasets639

and a robust hierarchical approach, this research640

will empower journalists, researchers, and the gen-641

eral public to identify and combat misinformation642

more effectively. The proposed methodology can643

be adapted for various applications, including in- 644

tegration into news platforms and social media, 645

thereby facilitating the identification of misleading 646

information and contributing to the overall integrity 647

of public discourse. Ultimately, this work aims to 648

foster a more informed society by improving the 649

tools available for discerning fact from fiction in 650

the rapidly evolving digital landscape. 651
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