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Abstract

For a self-driving car to operate reliably, its perceptual system must generalize
to the end-user’s environment — ideally without additional annotation efforts.
One potential solution is to leverage unlabeled data (e.g., unlabeled LiDAR point
clouds) collected from the end-users’ environments (i.e. target domain) to adapt
the system to the difference between training and testing environments. While
extensive research has been done on such an unsupervised domain adaptation
problem, one fundamental problem lingers: there is no reliable signal in the target
domain to supervise the adaptation process. To overcome this issue we observe
that it is easy to collect unsupervised data from multiple traversals of repeated
routes. While different from conventional unsupervised domain adaptation, this
assumption is extremely realistic since many drivers share the same roads. We
show that this simple additional assumption is sufficient to obtain a potent signal
that allows us to perform iterative self-training of 3D object detectors on the target
domain. Concretely, we generate pseudo-labels with the out-of-domain detector
but reduce false positives by removing detections of supposedly mobile objects that
are persistent across traversals. Further, we reduce false negatives by encouraging
predictions in regions that are not persistent. We experiment with our approach on
two large-scale driving datasets and show remarkable improvement in 3D object
detection of cars, pedestrians, and cyclists, bringing us a step closer to generalizable
autonomous driving. Code is available at https://github. com/YurongYou/
Rote-DA.

1 Introduction

Autonomous vehicles and driver-assist systems require 3D object detectors to accurately identify
and locate other traffic participants (cars, pedestrians and so on) to drive safely [26, 31, 12, 25, 21].
Modern 3D object detectors achieve high accuracy on benchmark datasets [9, 11, 41, 35, 36, 33, 42].
However, most benchmark data sets train and test classifiers on essentially the same locations (city,
country), time, and weather conditions, and therefore represent the “best case” of an end-user using
the self-driving car in precisely the same conditions it was trained on. A more realistic scenario is
that self-driving cars trained in, for example, Germany will be driven in the USA. Unfortunately,
past work has shown that this domain gap results in a catastrophic drop in accuracy [32]. Given that
an end-user may choose to operate their car wherever they please, adapting the perception pipeline
effectively to such domain shifts is a critical challenge.

An obvious solution is to retrain the detector in the target domain (i.e., the end-user’s loca-
tion/environment). Unfortunately, this requires large amounts of labeled data, where expert human

*Denotes equal contribution.
TCorrespondences could be directed to yy785@cornell.edu

36th Conference on Neural Information Processing Systems (NeurIPS 2022).


https://github.com/YurongYou/Rote-DA
https://github.com/YurongYou/Rote-DA
yy785@cornell.edu

annotators painstakingly locate every object in LiDAR scans in every conceivable location. Such
labeled data is all but impossible to obtain in sufficient quantity. However, unlabeled data is not.
No matter where the end-user intends to use their car, likely thousands of cars drive there every day
already. By simply logging the data collected by cars with adequate drive-assist sensors, one obtains
a wealth of information about the local environment, which should be useful to adapt a detector to
this new domain. But it is unclear how to use this data: in particular, how can the detector learn to
correct its many mistakes in this new domain if it has no labels at all?

The key here is the fact that this unlabeled data is not just an arbitrary collection of unrelated scenes.
If we look at a population of cars driving around in a city, we observe that they all visit a shared set of
roads and intersections. Indeed, as pointed out by [40], any single vehicle will probably be driven on
the same route, day in and day out (e.g., commute, grocery shopping, patrol routes). Even when one
end-user takes their car on a new route, it is likely that other cars have taken that very route not long
before. This fact implies that the unlabeled data obtained from cars will typically contain multiple
traversals of the same route, obtained for free without any targeted data collection. Previous work
has already shown that aggregating data from multiple traversals can aid visual odometry [2] and
unsupervised object discovery [40].

In this paper we argue that multiple traversals are particularly suited for end-user domain adaptation.
We assume the existence of unlabeled LiDAR data from several repeated traversals of routes within
the target domain (e.g. collected a few hours or days apart). For a LiDAR point captured in any
one of these traversals, we use the other traversals to compute a persistency prior (PP-score) [40],
capturing how persistent this LIDAR point has been across traversals: persistent points are likely static
background. The PP-score thus yields a proxy signal for foreground vs background. This provides
a powerful signal to correct both false positives and false negatives: detector outputs that mostly
capture background points are likely false positives, and foreground points that are not captured by
any detection reveal false negatives. To formalize this intuition, we propose a new iterative fine-tuning
approach. We use the detector to generate 3D bounding boxes along the recorded traversals but
remove boxes with lots of persistent (and thus static) points as false positives. We fine-tune the
detector on this filtered data, and then “rinse and repeat”. To reduce false negatives during this
training, we introduce a new auxiliary loss that forces the detector to classify non-persistent LIDAR
points as foreground. We refer to our method as Rote Domain Adaptation (Rote-DA).

The resulting approach is a simple modification of existing object detectors, but offers substantial
accuracy gains in unsupervised domain adaptation. We demonstrate on the Lyft [11] and Ithaca-
356 [5] benchmark data sets that our approach consistently leads to drastic improvements when
adapting a detector trained on KITTI [9] to the local environments — in some categories even
outperforming a dedicated model trained on hand labeled data in the target domain (which we
intended as an upper bound).

2 Related Works

We seek to adapt a 3D object detector from a source to a target domain with the help of unlabeled
target data of repeated traversals.

Unsupervised Domain Adaptation in 3D. Improving generalizability of visual recognition systems
(trained on a source domain) without annotated data from the testing environment (target domain)
falls under the purview of unsupervised domain adaptation (UDA). The key to successful adaptation
is leveraging the right information about the target domain. After all, without any knowledge of the
target domain, adapting any learning systems would be extremely challenging, if not impossible.
The most common source of information used for adaptation in the literature is the unlabeled data
from the target domain; ST3D [37] improves conventional self-training adaption using stronger
data augmentations and maintaining a memory bank of high quality predictions for self-training
throughout adaptation; inspired by success in 2D UDA approaches that leverage feature alignment
techniques [16, 29, 10, 20, 23], MLC-Net [17] proposes to encourage domain alignment by imposing
consistency between a source detector and its exponential moving average [28] at point, instance,
and neural-statistics-level on the target unlabeled data.

Other than unlabeled data, other work has also sought to use other information from the target domain
to improve adaptation. One notable work along these lines is statistical normalization [32] where
the authors identify car size difference as the biggest source of domain gap and propose to scale
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Figure 1: A schematic layout of Rote-DA. The PointRCNN Proposal network classifies each input
LiDAR point as car/pedestrian/cyclist (Class Predictions) with three binary classifiers. The PP-
Score is used during fine-tuning in an auxiliary loss function L;ﬁfop to reduce false-negatives. The
Refinement network produces bounding boxes for the target data (Raw Detection Outputs). For
the next self-training round, these are filtered with posterior and foreground/background filtering to
reduce false positives, giving rise to the next pseudo-labels (bottom right).
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the source data with the target data car size for adaptation. Knowing that the difference in weather
conditions between source and target domain would cause changes in point cloud distributions, SPG
[36] seeks to fill in points at foreground regions to address the domain gap. In addition to unlabeled
data, other work [24, 38] has also explored temporal consistency — or more precisely, tracking of
rigid 3D objects — to improve adaptation. Our work explores another rich yet easily attainable
source of information — repeated traversals. In principle, one could combine our approach with prior
UDA methods that use only the unlabeled data [37, 17] for additional marginal gains at the cost of
increased algorithmic complexity. We choose to keep our contribution simple and clear and focus
only on self-training with repeated traversals, which in itself is very effective and straightforward to
replicate.

Repeated Traversals. Repeated traversals contain rich information that have already been used in a
variety of scenarios. Early works utilize multiple traversals of the same route for localization [2, 14].
Repeated traversals of the same location allows discovering of non-stationary points in a point cloud
captured by modern self-driving sensor since non-stationary points are less likely to persist across
different traversals of the same location. To formalize this intuition, [2] develop an entropy-based
measure, termed ephemerality score (see background 3.1) to determine dynamic points in a scene and
subsequently, uses the signal to learn a representation for 2D visual odometry in a self-supervised
manner. Building upon ephemerality, [40] utilize multiple common sense rules to discover a set of
mobile objects for self-training a mobile object detector without any human supervision. Similar to
[40] we leverage information from repeated traversals and use self-training; however in contrast to
our work they focus on single class object discovery and our work is the first to show how multiple
traversals can be used for domain adaptation. In addition to detecting foreground points/objects,
repeated traversals have also been utilized by Hindsight [39] to decorate 3D point clouds with learned
features for better 3D object detection. In principle, we could combine our approach with Hindsight
to bring forth better generalizability but we did not explore such combination for simplicity and leave
the exploration for future work.

3 Rote Domain Adaptation (Rote-DA)

We seek to adapt a 3D object detector pretrained on a certain area/domain (e.g. KITTI [8] in Germany)
for reliable deployment to a different target area/domain (e.g., Lyft [11] in the USA). Without loss of
generality, we assume all objects of interest are dynamic (e.g., cars, pedestrians, and cyclists). Similar
to prior work [37, 36, 17, 32], we assume access to unlabeled target data for adaptation. Crucially
different from previous work, we assume that the unlabeled target data are collected from the same
routes repeatedly, and the localization information is available for adaptation. We note that such an
additional assumption is highly realistic, since with current localization technology [4, 39] these data
could be easily collected by the end-users going about their daily lives. For simplicity, we will focus



on adapting point-based detectors [30, 38, 39, 40, 18, 24], specifically PointRCNN [26] which is one
of the current state-of-the-art 3D object detectors.

3.1 Background

Our work leverages persistence prior score (PP-score) from multiple traversals [40] to adapt PointR-
CNN to a new, target domain. We review key concepts relevant to the understanding of our approach.

Persistence prior score (PP-score) from multiple traversals. The PP-score [40, 2] is an entropy-
based measure that quantifies how persistent a single LiDAR point is across multiple traversals. We
assume access to unlabeled LiDAR data that are collected from multiple traversals of a set of location
L; each traversal contains a series LiDAR scans. To calculate the PP-score, we further assume that
these LiDAR scans of a traversal ¢ have been pre-processed, such that the LiDAR points around a
location g € L are aggregated to form a dense point cloud S;. We note that Sf] is only used for
PP-score computation, not as an input to 3D object detectors.

Given a single 3D point g around location g, we can calculate its PP-score by the following steps.
First, we count the number of its neighboring points within a certain radius r (say 0.3m) in each S;:

Ni(q) = |{pi | lpi — qll2 <7"7pi€5'§}|~ (1)
We then normalize N;(q) across traversals t € {1,--- , T} into a categorical probability:
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where H is the information entropy. Essentially, the more uniform P(¢; q) is across traversals, the
higher the PP-score is. This happens when the neighborhood of q is stationary across traversals; i.e.,
q is likely a background point. In contrast, a low PP-score indicates that some traversals ¢ have much
higher P(t; q) than some other traversals. This suggests that the neighborhood of g is sometimes
empty (so low probability) and sometimes occupied (e.g., by a foreground car, so high probability),
and when q is detected by LiDAR, it is likely reflected from a foreground object.

PointRCNN. PointRCNN [26] is a two-stage detector. In the first stage, each LiDAR point is classified
into a foreground class or background, and a 3D box proposal is generated around each foreground
point. The proposals are then passed along to the second stage for bounding box refinement, which
refines both the class label and box pose. It is worth noting that this two-stage pipeline is widely
adopted in many other detectors [6, 22, 34, 1]. An understanding and solution to the error patterns of
PointRCNN, especially when it is applied to new environments, are thus very much applicable to
other detectors.

By taking a deeper look at the inner working of PointRCNN, we found that if a foreground LiDAR
point is misclassified as the background in the first stage, then it is removed from consideration for
the refinement (i.e., bound to be a false negative). In our approach, we thus propose to incorporate the
PP-score to correct this error during iterative fine-tuning. In the following, we describe the original
loss function used to train PointRCNN’s first stage.

Let us denote by IV, the number of foreground classes and by NV, the number of points in a scene. An

annotated point cloud can be represented by a set of tuples {(q;, ¥, bi)}fvzpl, where y; is a one-hot
N.-dimensional class label vector and b; is the bounding box pose that encapsulates q;. The loss
function can be decomposed into two terms:

Np
L({qlv Yi, bz}ZN:pl) == Z Lcls(qia yz) + Lreg(qia bz) (4)

=1



The first term L is for per-point classification (or equivalently, segmentation of the point cloud).
The second term Ly, is for proposal regression. For the former, a focal loss [15] is used:

N,
Los(qi, yi) = > yie(1 = pe)og(pe) + (1 = yic) (pe) " log(1 — pe) 5)

c=1

1
e
where p,. is the one-vs-all probability of class ¢, produced by PointRCNN’s first stage; ;. indexes

the c-th position of y;; o and -y are hyperparameters for the focal loss (we use default value av = 0.25
and v = 2.0).

3.2 Adaptation Strategy

Approach overview. Our adaptation approach is built upon the conceptually-simple but highly
effective self-training for adaptation [13, 38]. The core idea is to iteratively apply the current model
to obtain pseudo-labels on the unlabeled target data, and use the pseudo-labels to fine-tune the current
model. The current model is initialized by the source model (i.e., a pre-trained PointRCNN). Self-
training works when the pseudo-labels are of high quality — in the ideal case that the pseudo-labels
are exactly the ground truths, self-training is equivalent to supervised fine-tuning. In practice, the
pseudo-labels can be refined through the iterative process, but errors may also get reinforced. It is
therefore important to have a “quality control” mechanism on pseudo-labels.

In this section, we propose a set of novel approaches to improve the quality of pseudo-labels, taking
advantage of the PP-scores, illustrated in Figure 1.

Pseudo-label refinement for false positives removal. Pseudo-labels generated by the source model
are often noisy when the source model is first applied to the target data that are different from the
source data. As shown in [32] and our experiments, PointRCNN suffers a serious performance drop
in new environments. Many of the detected boxes are false positives or false negatives. To control the
quality, we first leverage the PP-score to identify and filter out false positives.

To assess the quality of a bounding box b, we first crop out the points {g;}ep in it, and query
their PP-scores {7(g;)};cp. A bounding box is highly likely to be a false positive if it contains so
many persistent points, i.e., points with high PP-scores. To this end, we summarize the PP-scores
{7(qj)}es of a box by the app.r percentile, and remove the box if the value is larger than a threshold
~eB-r. In our experiments, we set apgr = 20 and ypg.p = 0.5 (We find these values are not sensitive).
Since we are effectively filtering out boxes that do not respect the foreground/background segmen-
tation obtained from multiple traversals, we term this filtering approach Foreground Background
Filtering(FB-F).

In addition, we present another complementary way to identify another kind of false positives.
Essentially, FB-F can effectively identify false positives that should have been detected as background.
However, it cannot identify false positives that result from wrong classification or size estimates.
Indeed, after FB-F, we still see a decent amount of this kind of false positives; the remaining
pseudo-labels are more numerous than the ground-truth boxes. One naive way to remove them is by
thresholding the model’s confidence on them. However, setting a suitable threshold is nontrivial in
self-training, since the model’s confidence will get higher along the iterations.

We thus propose to directly set a cap on the average number of pseudo-labels per class ¢ in a scene.
‘We make the following assumption: as long as the source and target domains are not from drastically
different areas (e.g., a city vs. barren land), the object frequency in the source domain can serve as a

good indicator for what a well-performing object detector should see in the target domain. To this end,
S
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we set the cap by 3 x NS> Where Niee

and N¢ are the total number of source training scenes and

the ground-truth objects of class ¢ in them, respectively. The value 3 € [0, 1] is a hyperparameter that

controls the tightness of the cap. With this cap, after creating pseudo-labels on Ns{enes target scenes
NS

we keep the top 8 x =— x NJ.

scenes

of them for each class c according to the model’s confidence.

Given we control the distribution of objects (similar to posterior regularization [7]), we term this
filtering step Posterior Filtering (PO-F).

Foreground Background Supervision (FB-S) for false negatives reduction. FB-F, as discussed
above, can effectively filter out false positives that should have been background. Now we show



that the PP-scores are also useful for correcting false negatives. As mentioned in subsection 3.1,
the first stage of PointRCNN is the key to false negatives: if a foreground point is misclassified as
background, then it is bound to be a false negative. To rectify this, we incorporate the PP-score into
the fine-tuning process. Specifically, we modify the pseudo-class-label j; of a point gq; in Equation 5
with PP-score 7(q;):

0 if T(qi) > Ty,
y; =<1 if 7(q;) < 7r and g; = 0, (6)
Y otherwise.

where O is a zero vector and 1 is an all-one vector. Essentially, if a point is persistent (i.e., high
7(q3)), we set the the pseudo-class-label as background 0. On the contrary, for a non-persistent point
(i.e., low 7(q;)) that is deemed as background (i.e., §; = 0) by the current model, we encourage the
scores of all the foreground classes to be as high as possible, so that a foreground proposal can be
generated. We note that while this foreground class label may be wrong, the subsequent refinement
by PointRCNN’s second stage can effectively correct it.

4 Experiments

Datasets. We validate our approach on a single source dataset, the KITTI dataset [8] and two target
datasets: the Lyft Level 5 Perception dataset [11] and the Ithaca-365 dataset [5]. The KITTI dataset
is collected in Karlsruhe, Germany, while the Lyft and Ithaca-365 dataset is collected in Palo Alto
(California) and Ithaca (New York) in the US respectively. Such setup is chosen to simulate large
domain difference [32]. To show good generalizability, we use exactly the same hyper-parameters for
adaptation experiments on these two target datasets.

To the best of our knowledge?, Lyft and Ithaca-365 are the only two publicly available autonomous
driving datasets that have both bounding box annotations and multiple traversals with accurate 6-DoF
localization. We use these two datasets to test out two different adaptation scenarios. The first
scenario is that the detector is trained on data from nearby locations, but not from the roads and
intersections it will be driven on. Thus, following [40], we split the Lyft dataset so that the “train”/test
set are geographically disjoint; we also discard locations with less than 2 traversals in the “train” set.
This results a “train”/test split of 11,873/4,901 point clouds for the Lyft dataset. We use all traversals
available (2-10 in the dataset) to compute PP-score for each scene.

The second adaptation scenario is when the detector uses unlabeled data from the same routes that it
sees at test time. This scenario is highly likely in practice since, as mentioned before, a self-driving
car can leverage data collected by other cars on the same route previously. To test this, we split the
Ithaca-365 dataset based on the data collection date, keeping the same geographical locations in both
train and test. This results in 4445/1644 point clouds. The “train” sets of these two target datasets are
used without labels. We use the roof LiDAR (40/60-beam in Lyft; 128-beam in Ithaca-365), and the
global 6-DoF localization with the calibration matrices directly from the raw data. We do not use the
intensity channel of the LiDAR data due to drastic difference in sensor setups between datasets. We
use 5 traversals to compute PP-score for each scene.

We pre-train the 3D object detection models on the train split (3,712 point clouds) of KITTI datasets
to detect Car, Pedestrian and Cyclist classes, and adapt them to detect the same objects in the Lyft
and Car, Pedestrian in the Ithaca-365 since there too few Cyclist in the dataset to provide reasonable
performance estimate. Since KITTI only provides 3D object labels within frontal view, we focus on
frontal view object detection only during adaption and evaluation.

Evaluation metric. On the Lyft dataset, we follow [39] to evaluate object detection in the bird’s-eye
view (BEV) and in 3D for the mobile objects by KITTI [9] metrics and conventions: we report
average precision (AP) with the intersection over union (IoU) thresholds at 0.7/0.5 for Car and
0.5/0.25 for Pedestrian and Cyclist. We further follow [32] to evaluate the AP at various depth ranges.
Due space constraint, we present APggy at IloU=0.7 for Car and 0.5 for Pedestrian and Cyclist in the
main text and defer the rest of the results to the supplementary materials. On the Ithaca-365 dataset,
the default match criterion is by the minimum distance to ground-truth bounding boxes. We evaluate

3We note that though there are some scenes with multiple traversals in the nuScenes dataset [3] as used in
[39, 40], the localization in z-axis is not accurate (https://www.nuscenes.org/nuscenes#data-format).
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Table 1: Detection performance of KITTI — Lyft adaptation. Given a PointRCNN detector [26]
pre-trained on the KITTI dataset, adaptation strategies improves its detection performance on the
target Lyft dataset. We breakdown their detection APggy by depth ranges. We also show in-domain
performance of the same model (training and testing on the Lyft dataset) as a reference. Please refer
to supplementary material for corresponding APsp results and results under other IoU metrics, where
we observe a similar trend. * ST3D’s adaptation involves 30 epochs of self-training by defaults so for
fair comparison, we show ST3D’s results early-stopped at the 10-th epoch.

Car Pedestrian Cyclist
Method 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80

No Adaptation 57.1 339 90 354 371 216 0.6 19.1 437 82 00 244
ST3D (R10)* 64.8 527 277 492 356 256 00 193 569 150 00 333
ST3D (R30) 664 525 291 502 00 00 00 00 119 25 00 7.1
Rote-DA (Ours) 69.0 58.8 22.6 521 481 408 2.6 287 647 264 00 40.0

SN 754 599 232 545 414 328 1.8 242 397 87 00 224

Table 2: Detection performance of KITTI — Ithaca-365 adaptation. We evaluate the mAP as
described in section 4 by different depth ranges and object types. Please refer to Table 1 for namings.

Car Pedestrian
Method 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80

No Adaptation 543 32.1 1.2 293 521 21.1 00 254
ST3D (R10) 66.2 388 3.8 363 530 239 00 265
ST3D (R30) 654 285 99 333 479 249 00 257
Rote-DA (Ours) 66.9 43.5 15.6 435 53.6 33.0 0.2 312

SN 547 330 2.0 30.0 523 222 0.0 26.0

the mean of AP with match thresholds of {0.5, 1, 2, 4} meters for Car and Pedestrian. We follow
[39] to evaluate only detection in frontal view.

Implementation of PointRCNN. We use the default implementation/configuration of PointR-
CNN [26] from OpenPCDet [19]. For fine-tuning, we fine-tune the model for 10 epochs with
learning rate 1.5 x 103 (pseudo-labels are regenerated and refined after each epoch). All models are
trained/fine-tuned with 4 GPUs (NVIDIA 2080Ti/3090/A6000).

Comparisons. We compare the proposed method against two methods with publicly available
implementation: Statistical Normalization (SN) [32] and ST3D [37]. SN assumes access to mean car
sizes of target domain, and applies object sizes scaling to address the domain gap brought by different
car sizes. Since there is less variability on box sizes among pedestrians and cyclists, we only scale the
car class using the target domain statistics. ST3D achieves adaptation via self-training on the target
data with stronger augmentation and maintaining a memory bank of high quality pseudolabels.

4.1 Adaptation performance on KITTI — Lyft and Ithaca-365

In Table 1 and Table 2 we show the adaptation performance of adapting a KITTI pre-trained
PointRCNN detection model to the Lyft and the Ithaca-365 datasets. We observe that despite
its simplicity, Rote-DA outperforms all baselines on almost all metrics, across both datasets and
across object types, confirming the potent learning signal from multiple traversals. Note that the
hyper-parameters are kept as exactly the same between experiments in these two datasets, showing
the strong generalizability of Rote-DA. While SN is more accurate than Rote-DA for cars on Lyft, it
uses external information about car sizes that is unavailable to the other techniques, and that is not
useful for other classes.



Table 3: Ablation study on different components in Rote-DA. Different from vanilla self-training,
Rote-DA includes two additional components: pseudolabels refinement and Foreground Background
Supervision (FB-S). In particular, the pseudo-labels refinement can be further subdivided into two
subcomponents: FB-F and PO-F. We show detection performance (APggy) of variants of Rote-DA
without either of these two parts. We report performance at R10 for all variants.

Car Pedestrian Cyclist
PO-F FB-F FB-S 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80 0-30 30-50 50-80 0-80
583 383 140 383 227 124 02 107 276 02 00 94

v 68.8 5277 123 46.0 463 309 00 225 663 63 0.0 352

v v 612 40.1 14.6 409 414 297 08 234 475 27 00 233
v v. 684 554 19.6 49.0 417 308 14 218 433 17 00 212
v v 71.6 549 19.1 504 52.0 381 42 294 583 196 0.0 3438
v v v. 69.0 588 22.6 521 48.1 408 26 287 647 264 0.0 40.0

No Adaptation  57.1 339 9.0 354 37.1 216 0.6 191 437 82 00 244

Rote-DA works especially well on the challenging categories of pedestrians and cyclists, almost
doubling the performance on cyclists and even outperforming an in-domain detector in some scenarios
(pedestrians, 0-30 m range). In contrast, prior domain adaptation strategies actually hurt performance
for these categories. For e.g., ST3D through the course of self-training gradually over-fits to cars and
“forgets” pedestrians and cyclists (comparing row ST3D(R10) and ST3D(R30), see also Figure 4).

Interestingly, when Rote-DA has access to unlabeled data from past traversals of the test routes (as on
the Ithaca-365 dataset), the performance gains are even more significant, especially on the mid-to-far
ranges (30-80m), improving accuracy by more than 10x for cars in the 50-80m range.

4.2 Analysis
Unless otherwise stated, we conduct the following study on the Lyft dataset.

Effects of different components. We ablate different components of Rote-DA: pseudo-labels
refinement and Foreground Background Supervision (FB-S) in Table 3. To start, vanilla self-training
without any of the components would only yield marginal improvements to detecting cars whereas
performance of the adapted detectors for the rarer classes (pedestrians, cyclists) degrade significantly
compared to no adaptation. Posterior Filtering (PO-F) is an effective strategy to prevent performance
degradation. Combining Foreground Background Filtering (FB-F) with PO-F would always yield
significant improvements regardless of classes, showing usefulness of using PP-score for filtering and
the efficacy of our filtering pseudo-label refinement strategy. Combining the Foreground Background
Supervision (FB-S) with only PO-F would not be effective always but combining FB-S with the full
pseudo-label refinement procedure would would bring forth significant improvements especially on
cyclist.

Effects of different rounds of iterative fine-tuning. As customary to any iterative approach, we
analyze the effect of the number of rounds of self-training in Figure 2. One conclusion is immediate:
vanilla self-training degrades (even underperforms no adaptation) over more rounds of self-training
potentially due to learning from erroneous pseudo-labels. Rote-DA (and its variants) improves for
the first few rounds of training (before the 10th round), and experience little to no performance
degradation over more rounds of training.

Effect of Foreground Background Supervision (FB-F). FB-F seeks to reduce false negatives by
correcting the foreground predictions by the model. To validate this claim, we plot the precision-recall
curves of various detectors in Figure 3. Comparing Rote-DA and PO-F +FB-F, we observe that
the max recall for Rote-DA is much higher than PO-F +FB-F, suggesting FB-F is encouraging the
detector to produce more meaningful boxes at foreground regions, thus reducing false negatives.

Qualitative visualization. In Figure 4, we visualize the adaptation results of various adaptation
strategies in both Lyft and Ithaca-365 datasets. We observe that, aligning with quantitative results,
ST3D has a good coverage of cars but usually ignores pedestrians and cyclists and generates many
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Figure 2: Performance of various detectors on KITTI — Lyft for different rounds of self-training
(averaged across 3 runs with mean and one standard deviation reported). Van. ST stands for vanilla
self-training without any modification; Dir. Apply stands for direct applying the source detector
without any adaptation. We observe that the performance for vanilla self-training degrades over
more rounds of self-training whereas variants of Rote-DA experience little to no degradation in
performance after 10 rounds of training.
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Figure 3: Precision-recall curves on the KITTI — Lyft with 10 rounds of self-training. We show
the P-R curves of ablated Rote-DA, please refer to Figure 2 for naming. The precision and recall is
calculated under APggy with IoU=0.7 for Cars, 0.5 for Pedestrians and Cyclists.

false positive cars; SN successfully corrects the car size bias, but can hardly improve the recall of the
detection; Rote-DA adapts to the object size bias in the target domain while having a good recall rate
of all three object classes.

Additional results, analyses, qualitative visualization. Please refer to the supplementary material
for evaluation with more metrics, results on a different detection model (PVRCNN [25]) and on a
different adaptation scenario (Waymo Open Dataset [27] to Ithaca-365), and more qualitative results.

5 Discussion

Privacy concerns. As our method relies on collecting unlabeled repeated traversal of the same
routes, there are privacy concerns that have to be addressed before public deployment. This could
be achieved by making data collection an opt-in option for drivers. Also, the collected data should
be properly annoymized, or reduced to random road segments to remove any potential personal
identifiable information.

Limitations. Our method currently focuses on adapting dynamic, i.e. mobile, object detectors to
target domains using multiple traversals. However, Rote-DA could be extended to static objects
easily via selecting the appropriate thresholds for Foreground Background Filtering and Foreground
Background Supervision. We leave this exploration for future work. Also, we assume the source
and target domain share the same object frequency for Posterior Filtering. However, this assumption
could be alleviated via querying local authorities for the object frequency or by estimating the object
frequencies from similar regions (we assume access to the locations of target domain).
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Figure 4: Qualitative visualization of adaptation results. We visualize one example scene
(up:LiDAR, bottom: image (not used in the adaptation)) in the Lyft and Ithaca-365 test split, and plot
the detection results with various adaptation strategies. Ground-truth bounding boxes are shown in
green, detection boxes of no adaptation, ST3D, SN and Rote-DA are shown in yellow, red, orange
and cyan, respectively. Zoom in for details. Best viewed in color.

6 Conclusion

End-user domain adaptation is one of the key challenges towards safe and reliable self-driving
vehicles. In this paper we claim that unlike most domain adaptation settings in machine learning,
the self-driving car setting naturally gives rise to a weak supervision signal that is exceptionally
well-suited to adapt 3D object detector to a new environment. As drivers share roads, unlabeled
LiDAR data automatically comes in the form of multiple traversals of the same routes. We show
that with such data we can iteratively refine a detector to new domains. This is effective because we
prevent it from reinforcing mistakes with three “safe guards™: 1. Posterior Filtering, 2.Foreground
Background Filtering, 3. Foreground Background Supervision. Although the experiments in this
paper already indicate that Rote Domain Adaptation may currently be the most effective approach for
adaptation in the self-driving context, we believe that the true potential of this method may be even
greater than our paper seems to suggest. As cars with driver assist features become common place,
collecting unlabeled data will become easier and cheaper. This could give rise to unlabeled data
sets that are several orders of magnitudes larger than the original source data set, possibly yielding
consistently more accurate detectors than are obtainable with purely hand-labeled training sets.

7 Acknowledgement

This research is supported by grants from the National Science Foundation NSF (IIS-1724282,
TRIPODS-1740822, 11S-2107077, OAC-2118240, OAC-2112606 and IIS-2107161), the Office
of Naval Research DOD (N00014-17-1-2175), the DARPA Learning with Less Labels program
(HRO01118S0044), the Cornell Center for Materials Research with funding from the NSF MRSEC
program (DMR-1719875).

References

[1] Eduardo Arnold, Omar Y Al-Jarrah, Mehrdad Dianati, Saber Fallah, David Oxtoby, and Alex
Mouzakitis. A survey on 3d object detection methods for autonomous driving applications.
IEEFE Transactions on Intelligent Transportation Systems, 20(10):3782-3795, 2019. 4

[2] Dan Barnes, Will Maddern, Geoffrey Pascoe, and Ingmar Posner. Driven to distraction: Self-
supervised distractor learning for robust monocular visual odometry in urban environments. In
ICRA, pages 1894-1900. IEEE, 2018. 2, 3, 4

10



[3] Holger Caesar, Varun Bankiti, Alex H Lang, Sourabh Vora, Venice Erin Liong, Qiang Xu,
Anush Krishnan, Yu Pan, Giancarlo Baldan, and Oscar Beijbom. nuscenes: A multimodal
dataset for autonomous driving. In CVPR, pages 11621-11631, 2020. 6

[4] Zhuang Jie Chong, Baoxing Qin, Tirthankar Bandyopadhyay, Marcelo H Ang, Emilio Frazzoli,
and Daniela Rus. Synthetic 2d lidar for precise vehicle localization in 3d urban environment. In
ICRA, pages 1554-1559. IEEE, 2013. 3

[5] Carlos Andres Diaz, Youya Xia, Yurong You, Jose Nino, Junan Chen, Josephine Monica,
Xiangyu Chen, Katie Z Luo, Yan Wang, Marc Emond, Wei-Lun Chao, Bharath Hariharan,
Kilian Q. Weinberger, and Mark Campbell. Ithaca365: Dataset and driving perception under
repeated and challenging weather conditions. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), June 2022. 2, 6

[6] Duarte Fernandes, Anténio Silva, Rafael Névoa, Claudia Simoes, Dibet Gonzalez, Miguel
Guevara, Paulo Novais, Joao Monteiro, and Pedro Melo-Pinto. Point-cloud based 3d object
detection and classification methods for self-driving applications: A survey and taxonomy.
Information Fusion, 68:161-191, 2021. 4

[7] Kuzman Gancheyv, Joao Graga, Jennifer Gillenwater, and Ben Taskar. Posterior regularization for
structured latent variable models. The Journal of Machine Learning Research, 11:2001-2049,
2010. 5

[8] Andreas Geiger, Philip Lenz, Christoph Stiller, and Raquel Urtasun. Vision meets robotics: The
kitti dataset. The International Journal of Robotics Research, 32(11):1231-1237, 2013. 3, 6

[9] Andreas Geiger, Philip Lenz, and Raquel Urtasun. Are we ready for autonomous driving? the
kitti vision benchmark suite. In CVPR, 2012. 1,2, 6

[10] Judy Hoffman, Eric Tzeng, Taesung Park, Jun-Yan Zhu, Phillip Isola, Kate Saenko, Alexei Efros,
and Trevor Darrell. Cycada: Cycle-consistent adversarial domain adaptation. In International
conference on machine learning, pages 1989—1998. PMLR, 2018. 2

[11] R. Kesten, M. Usman, J. Houston, T. Pandya, K. Nadhamuni, A. Ferreira, M. Yuan, B. Low,
A. Jain, P. Ondruska, S. Omari, S. Shah, A. Kulkarni, A. Kazakova, C. Tao, L. Platinsky,
W. Jiang, and V. Shet. Lyft level 5 av dataset 2019. https://level5.lyft.com/dataset/,
2019.1,2,3,6

[12] Alex H Lang, Sourabh Vora, Holger Caesar, Lubing Zhou, Jiong Yang, and Oscar Beijbom.
Pointpillars: Fast encoders for object detection clouds. In ICCV, pages 12697-12705, 2019. 1

[13] Dong-Hyun Lee et al. Pseudo-label: The simple and efficient semi-supervised learning method
for deep neural networks. In Workshop on challenges in representation learning, ICML,
volume 3, page 896, 2013. 5

[14] Jesse Levinson and Sebastian Thrun. Robust vehicle localization in urban environments using
probabilistic maps. In 2010 IEEFE international conference on robotics and automation, pages
4372-4378. IEEE, 2010. 3

[15] Tsung-Yi Lin, Priya Goyal, Ross Girshick, Kaiming He, and Piotr Dollar. Focal loss for dense
object detection. In Proceedings of the IEEE international conference on computer vision,
pages 2980-2988, 2017. 5

[16] Mingsheng Long, Yue Cao, Jianmin Wang, and Michael Jordan. Learning transferable features
with deep adaptation networks. In International conference on machine learning, pages 97—-105.
PMLR, 2015. 2

[17] Zhipeng Luo, Zhongang Cai, Changqing Zhou, Gongjie Zhang, Haiyu Zhao, Shuai Yi, Shijian
Lu, Hongsheng Li, Shanghang Zhang, and Ziwei Liu. Unsupervised domain adaptive 3d detec-
tion with multi-level consistency. In Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 88668875, 2021. 2, 3

11


https://level5.lyft.com/dataset/

[18] Jiageng Mao, Minzhe Niu, Chenhan Jiang, Hanxue Liang, Jingheng Chen, Xiaodan Liang,
Yamin Li, Chaogiang Ye, Wei Zhang, Zhenguo Li, Jie Yu, Hang Xu, and Chunjing Xu. One
million scenes for autonomous driving: ONCE dataset. In Thirty-fifth Conference on Neural
Information Processing Systems Datasets and Benchmarks Track (Round 1), 2021. 4

[19] Development Team OpenPCDet. Openpcdet: An open-source toolbox for 3d object detection
clouds. https://github. com/open-mmlab/0penPCDet, 2020. 7

[20] Xingchao Peng, Qinxun Bai, Xide Xia, Zijun Huang, Kate Saenko, and Bo Wang. Moment
matching for multi-source domain adaptation. In Proceedings of the IEEE/CVF international
conference on computer vision, pages 1406-1415, 2019. 2

[21] Charles R Qi, Wei Liu, Chenxia Wu, Hao Su, and Leonidas J Guibas. Frustum pointnets for 3d
object detection from rgb-d data. In CVPR, 2018. 1

[22] Rui Qian, Xin Lai, and Xirong Li. 3d object detection for autonomous driving: a survey. arXiv
preprint arXiv:2106.10823, 2021. 4

[23] Kuniaki Saito, Yoshitaka Ushiku, Tatsuya Harada, and Kate Saenko. Strong-weak distribution
alignment for adaptive object detection. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 69566965, 2019. 2

[24] Cristiano Saltori, Stéphane Lathuiliére, Nicu Sebe, Elisa Ricci, and Fabio Galasso. Sf-uda
3d: Source-free unsupervised domain adaptation for lidar-based 3d object detection. In 2020
International Conference on 3D Vision (3DV), pages 771-780. IEEE, 2020. 3, 4

[25] Shaoshuai Shi, Chaoxu Guo, Li Jiang, Zhe Wang, Jianping Shi, Xiaogang Wang, and Hongsheng
Li. Pv-rcnn: Point-voxel feature set abstraction for 3d object detection. In CVPR, pages 10529-
10538, 2020. 1,9

[26] Shaoshuai Shi, Xiaogang Wang, and Hongsheng Li. Pointrcnn: 3d object proposal generation
and detection from point cloud. In CVPR, 2019. 1, 4,7

[27] Pei Sun, Henrik Kretzschmar, Xerxes Dotiwalla, Aurelien Chouard, Vijaysai Patnaik, Paul
Tsui, James Guo, Yin Zhou, Yuning Chai, Benjamin Caine, Vijay Vasudevan, Wei Han, Jiquan
Ngiam, Hang Zhao, Aleksei Timofeev, Scott Ettinger, Maxim Krivokon, Amy Gao, Aditya
Joshi, Yu Zhang, Jonathon Shlens, Zhifeng Chen, and Dragomir Anguelov. Scalability in
perception for autonomous driving: Waymo open dataset. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), June 2020. 9

[28] Antti Tarvainen and Harri Valpola. Mean teachers are better role models: Weight-averaged con-
sistency targets improve semi-supervised deep learning results. Advances in neural information
processing systems, 30, 2017. 2

[29] Eric Tzeng, Judy Hoffman, Kate Saenko, and Trevor Darrell. Adversarial discriminative domain
adaptation. In Proceedings of the IEEE conference on computer vision and pattern recognition,
pages 7167-7176, 2017. 2

[30] Sourabh Vora, Alex H Lang, Bassam Helou, and Oscar Beijbom. Pointpainting: Sequential
fusion for 3d object detection. In Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pages 4604-4612, 2020. 4

[31] Yan Wang, Wei-Lun Chao, Divyansh Garg, Bharath Hariharan, Mark Campbell, and Kilian Q
Weinberger. Pseudo-lidar from visual depth estimation: Bridging the gap in 3d object detection
for autonomous driving. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pages 8445-8453, 2019. 1

[32] Yan Wang, Xiangyu Chen, Yurong You, Li Erran Li, Bharath Hariharan, Mark Campbell,
Kilian Q. Weinberger, and Wei-Lun Chao. Train in germany, test in the usa: Making 3d object
detectors generalize. In CVPR, pages 11713-11723, June 2020. 1, 2, 3,5, 6,7

[33] Xiaopei Wu, Liang Peng, Honghui Yang, Liang Xie, Chenxi Huang, Chengqi Deng, Haifeng

Liu, and Deng Cai. Sparse fuse dense: Towards high quality 3d detection with depth completion.
arXiv preprint arXiv:2203.09780, 2022. 1

12


https://github.com/open-mmlab/OpenPCDet

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

Yutian Wu, Yueyu Wang, Shuwei Zhang, and Harutoshi Ogai. Deep 3d object detection networks
using lidar data: A review. IEEE Sensors Journal, 21(2):1152-1171, 2020. 4

Qiangeng Xu, Yiqi Zhong, and Ulrich Neumann. Behind the curtain: Learning occluded shapes
for 3d object detection. arXiv preprint arXiv:2112.02205, 2021. 1

Qiangeng Xu, Yin Zhou, Weiyue Wang, Charles R Qi, and Dragomir Anguelov. Spg: Unsuper-
vised domain adaptation for 3d object detection via semantic point generation. In Proceedings
of the IEEE/CVF International Conference on Computer Vision, pages 15446-15456, 2021. 1, 3

Jihan Yang, Shaoshuai Shi, Zhe Wang, Hongsheng Li, and Xiaojuan Qi. St3d: Self-training
for unsupervised domain adaptation on 3d object detection. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, 2021. 2, 3,7

Yurong You, Carlos Andres Diaz-Ruiz, Yan Wang, Wei-Lun Chao, Bharath Hariharan, Mark
Campbell, and Kilian Q. Weinberger. Exploiting playbacks in unsupervised domain adaptation
for 3d object detection. In Proceedings of the IEEE International Conference on Robotics and
Automation (ICRA), May 2022. 3, 4,5

Yurong You, Katie Z Luo, Xiangyu Chen, Junan Chen, Wei-Lun Chao, Wen Sun, Bharath
Hariharan, Mark Campbell, and Kilian Q. Weinberger. Hindsight is 20/20: Leveraging past
traversals to aid 3d perception. In Proceedings of the International Conference on Learning
Representations (ICLR), April 2022. 3,4, 6,7

Yurong You, Katie Z Luo, Cheng Perng Phoo, Wei-Lun Chao, Wen Sun, Bharath Hariharan,
Mark Campbell, and Kilian Q. Weinberger. Learning to detect mobile objects from lidar
scans without labels. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), June 2022. 2, 3,4, 6

Wu Zheng, Weiliang Tang, Li Jiang, and Chi-Wing Fu. Se-ssd: Self-ensembling single-stage
object detector from point cloud. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 14494-14503, 2021. 1

Hanqi Zhu, Jiajun Deng, Yu Zhang, Jianmin Ji, Qiuyu Mao, Houqiang Li, and Yanyong Zhang.
Vpfnet: Improving 3d object detection with virtual point based lidar and stereo data fusion.
arXiv preprint arXiv:2111.14382, 2021. 1

ChecKklist

1. For all authors...
(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope? [Yes]
(b) Did you describe the limitations of your work? [Yes]
(c) Did you discuss any potential negative societal impacts of your work? [Yes]
(d) Have you read the ethics review guidelines and ensured that your paper conforms to
them? [Yes]
2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [N/A]
(b) Did you include complete proofs of all theoretical results? [IN/A]
3. If you ran experiments...
(a) Did you include the code, data, and instructions needed to reproduce the main experi-
mental results (either in the supplemental material or as a URL)? [Yes]

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [Yes]

(c) Did you report error bars (e.g., with respect to the random seed after running experi-
ments multiple times)? [Yes]

13



(d) Did you include the total amount of compute and the type of resources used (e.g., type
of GPUs, internal cluster, or cloud provider)? [Yes] We did not count the total amount
of compute but we include the type of resources used.

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes]

(b) Did you mention the license of the assets? [IN/A]

(c) Did you include any new assets either in the supplemental material or as a URL? [N/A]

(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [N/A]

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [N/A]

5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [N/A]

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [N/A]

(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [N/A |

14



