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ABSTRACT

Understanding law of conservation is a critical milestone in human cognitive de-
velopment considered to be supported by the apprehension of quantitative con-
cepts and the reversibility of operations. To assess whether this critical component
of human intelligence has emerged in Vision Language Models, we have curated
the ConserveBench, a battery of 365 cognitive experiments across four dimensions
of physical quantities: volume, solid quantity, length, and number. The former two
involve transformational tasks which require reversibility understanding. The lat-
ter two involve non-transformational tasks which assess quantity understanding.
Surprisingly, we find that while Vision Language Models are generally good at
transformational tasks, they tend to fail at non-transformational tasks. There is
a dissociation between understanding the reversibility of operations and under-
standing the concept of quantity, which both are believed to be the cornerstones
of understanding law of conservation in humans.

1 INTRODUCTION

Conservation is the idea required for understanding that physical quantities do not change in
amount when they undergo spatial transformations (Piaget, |1965; Halford, 2011; |Piaget & In-
helder, |1974; McGarrigle & Donaldsonl1974;|Church & Goldin-Meadow, 1986} |Goldin-Meadow &
Beilock, [2010; [Houdé et al., [2011)). First studied by Jean Piaget, it has been considered a landmark
ability of human cognitive development for it not only signifies the understanding of quantitative
concepts in rudimentary, concrete domains, but also lays the foundation for formal, abstract think-
ing required in advanced cognitive abilities such as mathematical reasoning (Piaget, [1965; 1971}
McGarrigle & Donaldson, |1974). In Piaget’s theory of cognitive development, the acquisition of
conservation marks children’s transition from the pre-operational stage to the concrete operational
stage (Piaget, |1965} Miller, 2016). The pre-operational stage is characterized by children’s reliance
on a single attribute of an object while ignoring others when reasoning about the physical world.
Piaget posits that this is because their mental representations supporting physical attributes are still
isolated and juxtaposed (Piagetl, [1952;|1971}; [Houdé, [1997). As these representations are stabilized
into organized concepts of numerosity, volume, length, and so on, the representations would be-
come supportive of mental operations, which are internalized actions organized by logic structures
and could be manipulated in systematic ways (Piaget, |1950; |[Miller, 2016). Children enter the con-
crete operational stage, as they are able to perform mental operations which allow them to simulate
reversible physical transformations of quantitative objects. In this sense, we say that children have
acquired law of conservation.

Given the highly informative nature of the acquisition of conservation in terms of cognitive abil-
ities and their developmental trajectories, we suggest that it can be applied as a benchmark for
assessing the cognitive functions possessed by large Vision Language Models (VLMs). We have
created the ConserveBench, which contains 365 cognitive experiments designed based on Piaget’s
four classic conservation tasks, to investigate the law of conservation in current Vision Language
Models. We have aligned 5 models for our analysis (Li et al., [2023} [OpenAl; Bai et al., | 2023)). The
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Figure 1: VLMs behaviors on Number, Length, Solid Quanity, and Liquid Volume experiments on
ConserveBench. Transformational Tasks.

tasks are composed of transformational and non-transformational tasks, which the former tasks as-
sess understanding of reversibility, and the latter tasks assess understanding of quantity. Incredibly,
we find that VLMs are able to perform well on transformational tasks and nevertheless fail dramat-
ically on quantity understanding tasks, suggesting that they understand law of conversation without
knowing what’s more-or-less.

2 METHODS

2.1 DATASET

We have curated the ConserveBench to investigate the law of conservation in Vision Language
Models. ConserveBench contains 39 multi-image and 326 single-image cognitive experiments, and
therefore in total 365 cognitive experiments.

2.2 COGNITIVE EXPERIMENTS
2.2.1 TRANSFORMATIONAL TASKS

Following classic Piagetian design 1963};Halford, [2011}; [McGarrigle & Donaldson),[1974}
[Church & Goldin-Meadow), [1986} [Lozada & Carro}, 2016), our cognitive experiments are separated

into four groups, each probing one dimension of physical quantity: number, length, solid quantity,
and liquid volume, as shown in Figure [I] In real-life, the conservation tasks consist of the ex-
perimenter showing the child the process of physical transformation by hands-on manipulating the
objects in front of them. Given that VLMs process visual information on a discrete, frame-by-frame
basis, such demonstration of physical transformation is operationalized into three phase: the Initial
Phase, the Manipulation Phase, and the End Phase, represented by three images that are consec-
utively fed to the models. The prompt of the question provides the information that the series of
images depicts a continued process, which is mandatory in order to prevent VLMs to directly cross-
compare the quantity across images without acknowledging the transformation. Below introduced
the tasks for different dimensions separately in details.

1. Number: Initial Phase depicts two parallel lines of objects aligned perfectly by their posi-
tions on the lines; Manipulation Phase depicts the experimenter’s fingers moving one line
of objects; End Phase depicts the line of the objects moved being more spread out than the
other, whilst the number of coins remains the same. Experiments in virtual setting are also
tested.
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2. Length: Initial Phase depicts two linear objects placed parallel to each other and aligned
perfectly; Manipulation Phase depicts the experimenter’s fingers moving one of the linear
objects; End Phase depicts the linear object moved misaligned with the other straw. Both
virtual and reality settings are tested.

3. Solid Quantity: Initial Phase depicts a round-shaped piece of play dough; Manipulation
Phase depicts the experimenter’s hand rubbing the play dough; End Phase depicts the play
dough appearing notably extended.

4. Liquid Volume: /nitial Phase depicts a tall glass partially filled with colored liquid placed
next to an empty, shorter glass. Manipulation Phase depicts the experimenter’s hand hold-
ing the tall glass, pouring the colored water into the short glass. End Phase depicts the short
glass now partially filled with colored water, while the tall glass next to it is now empty.

2.2.2 NON-TRANSFORMATIONAL TASKS

To probe VLMs’ understanding of quantity and its relationship with conservation, we leverage
a section of ConserveBench, which consists entirely of single-image tasks featuring Number and
Length dimensions (as shown in Figure [@}j3), which each are in the format of the End Phase of
respective conservation tasks as described above. The overall set of cognitive experiments, therefore,
consists of what is henceforth labeled Transformational Tasks and Non-Transformational Tasks.

2.3 MODEL SELECTION AND EXPERIMENT

For a fair comparison, 5 typical VLMs were tested on our dataset using the same prompt under
a zero-shot, open-ended generation task (Figure [Z). In order to analyze the reasoning abilities of
VLMs, we ask the models to explain their answers after they have given the answers.

3 RESULTS
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Figure 2: VLMs Performance on ConserveBench

First of all, we have tested our ConserveBench on 5 typical Vision Language Models. Interest-
ingly, the models achieve a mediocre performance on our ConserveBench (Figure [2). We further
look into their performances in terms of Transformational Tasks and Non-Transformational Tasks
(Figure [3). Interestingly, VLMs achieve good performances across Trasnformational Tasks. This
indicates that VLMs could recognize the reversibility of physical operations. However, intriguingly,
in Non-Transformational Tasks for number and length dimensions, VLMs perform significantly
poorer, exhibiting consistent errors comparable to pre-operational children with extremely limited
understanding of quantity. This indicates that VLMs have difficulties in what requires a rudimentary
conceptual understanding of quantity. Our results agree with recent studies reporting that major lan-
guage models and as well as their corresponding vision models fail at simple counting tasks (Rane
et al.l 2024; Rahmanzadehgervi et al.| 2024)). Notably, however, a particularly surprising finding of
the present study is that among the tasks that ask more-or-less questions (as seen in Figure @} [5] and
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Figure 3: GPT-40 performance on ConserveBench. We observe that GPT-40 achieve very high
performance on Transformational Tasks whereas fail badly on quantity understanding, Number and
Length, Non-Transformational tasks.

[6), VLMs consistently give answers that are opposite to the typical human fallacy. There are 95
tasks from ConserveBench that specifically probe what is known as the length-equals-number fal-
lacy, which is understood to be produced by the heuristics that visually longer or bigger stuff tend to
have more stuff among them (Houdé, [1997} |Viarouge et al.,|2019). Said heuristics remain presented
in older children and adults as a common System-1 strategy used in daily life but can be suppressed
with a reasonable amount of effort when the task at hand requires (Harnishfeger & Bjorklund, 1990
Poirel et al.l 2012). Notably, we observe that every quantity understanding, non-transformational
task among the said 95 tasks that GPT-4o fails is by choosing the choice opposite to what demon-
strates the length-equals-number fallacy. The consistency of this phenomenon reveals a significant
divergence between human and VLM reasoning with respect to quantity understanding.

We further calculate the accuracy scores on all tasks in ConserveBench of GPT-4o0 (Figure
GPT-4o0 is able to achieve 97.44% on Transformation tasks. Nevertheless, it only has
achieved 31.22% on non-transformational single-image tasks in general, and only 22.11% in non-
transformational single-image number tasks. The results really show that VLMs understand conver-
sation yet do not understand more-or-less.

4 DISCUSSIONS

It is surprising that VLMs employ a misleading strategy in number-dimension, non-
transformational task that is entirely opposite to human intuition. This indicates that the numerical
cognition of VLMs may differ from humans at the respective level (i.e., pre-operational children
who fail at the same task) in certain foundational ways. Contrary to the length-equals-number strat-
egy, VLMs’ failure to achieve a rudimentary understanding of quantity seems to be supplemented
by the exploitation of a dense-equals-more strategy, as shown by their tendencies to report that lines
that are more packed have more objects among them.

Further research is required to explain how these VLM strategies emerge, why they diverge from
human intuition, and whether they generalize to other contexts. Importantly, we need to conduct
human experiments on the same ConserveBench to validate these observations and refine our under-
standing of both Al and human cognition at this foundational level.

5 CONCLUSION

Law of conservation has been recognized as a core cognitive ability. Here, we have created
the Conservebench to investigate such abilities in Vision Language Models. Remarkably, although
Vision Language Models generally appear able to perform transformational tasks, that require un-
derstanding of reversibility, they often struggle at non-transformational tasks, which require under-
standing of quantity, that are commonly taken as the foundations for genuinely understanding law
of conservation.
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Appendix

A MORE EXAMPLES

Is the length of the left stripe and the right stripe the same?
Please answer with Yes or No and provide an explanation.

Correct Answer: Yes

GPT4o: "No, the length of the left stripe and the right stripe
is not the same the left stripe is visibly longer than the right
stripe, as can be observed by the amount of space they
occupy vertically on the page

Is the length of the left chopstick and the right chopstick the same?

Please answer with Yes or No and provide an explanation.
Correct Answer: Yes

GPT4o0: "No, the length of the left chopstick and the right
chopstick is not the same the perspective of the image
indicates that they are at different angles and positions, which
can make it challenging to compare their lengths directly
however, from the visible part in the image, the right chopstick
appears longer than the left one

Is the length of the left line and the right line the same?
Please answer with Yes or No and provide an explanation.

Correct Answer: Yes

GPT40: " , the lengths of the two curved lines are the same.
This illusion makes it appear as though the lines are of different
lengths due to their positions and the way they're oriented, but if
you measure them, you'll find they are actually identical in length
this is a classic example of a visual illusion where context affects
perception

Is the length of the left line and the right line the same?
Please answer with Yes or No and provide an explanation.

Correct Answer: Yes

GPT40: " , the length of the left line and the right line is
the same this image is an example of the vertical-horizontal
illusion, where the perceived difference in angles can make
the lines appear unequal in length, but in reality, they are
the same length"

Is the length of the left line and the right line the same?
Please answer with Yes or No and provide an explanation.

Correct Answer: Yes

GPT4o0: "No, the lengths of the two lines are not the same the
line on the left is longer than the line on the right this can be
seen by observing the visible difference in length between the
diagonal line on the left and the vertical line on the right

Is the length of the top line and the bottom line the same?
Please answer with Yes or No and provide an explanation.

Correct Answer: Yes
GPT4o0: "No, the lengths of the two lines are not the same the
top line is shorter than the bottom line the bottom line is a

vertical line that extends further than the top horizontal line this
can be confirmed visually by comparing their lengths directly

Figure 4: VLMs performance on Length experiments in ConserveBench. Non-Transformational

Tasks.

Question: Does the upper row have more trapezoids than the downer row? Please answer with Yes or No and provide an explanation.

Correct Answer: No

Number of trapezoids: 3

GPT40: "' -, the upper row and the lower row
have the same number of trapezoids both rows
contain three trapezoids each.”

Number of trapezoids: 4

GPT4o0: "Yes, the upper row has more trapezoids
than the lower row the upper row contains four
trapezoids, while the lower row has three
trapezoids.”

Number of trapezoids: 5

GPT4o0: " -, the upper row has four trapezoids,
while the lower row has five trapezoids.”

Number of trapezoids: 6

GPT4o0: "'\, the upper row has five trapezoids, and
the lower row also has five trapezoids therefore, both
rows have the same number of trapezoids.”

Number of trapezoids:7

GPT40: "', the upper row does not have more
trapezoids than the lower row. In the image, the
upper row has 6 trapezoids, while the lower row has
7 trapezoids therefore, the lower row has one more
trapezoid than the upper row/"

Number of trapezoids: 8

GPT40: "' -, the upper row does not have more trapezoids
than the lower row. The upper row has 5 trapezoids, while the
lower row has 8 trapezoids.”

Number of trapezoids: 9

GPT40: "' -, the upper row and the lower row both have the
same number of trapezoids there are seven trapezoids in each
row.”

Number of trapezoids: 10

GPT4o0: "Yes, the upper row has more trapezoids than the lower
row the upper row contains 11 trapezoids, while the lower row
contains 10 trapezoids.”

Number of trapezoids: 11

GPT4o0: " -, the upper row does not have more trapezoids than
the lower row both rows have the same number of trapezoids
the upper and lower rows each contain 12 trapezoids.”

Number of trapezoids: 12
GPT4o0: " -, the upper row and the lower row both have the
same number of trapezoids each row contains 13 trapezoids.”

Number of trapezoids: 13

GPT4o0: "/, the upper row does not have more trapezoids than
the lower row both rows contain the same number of trapezoids
the upper row and the lower row each have 11 trapezoids."

Figure 5: VLMs performance on Number experiments in ConserveBench. Non-Transformational

Tasks.
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Question: Does the upper row have more trapezoids than the downer row? Please select from the following choices and provide an explanation.

Yes

A.
(&

No, they are the same ] Correct Answer: B

C.

No, it's the other way around

Number of trapezoids: 3

GPT4o: "C, the upper row has three trapezoids,
while the lower row has four trapezoids therefore,
the lower row has more trapezoids than the upper
row.”

Number of trapezoids: 4

GPT4o: "C, the upper row has four trapezoids, while
the lower row has five trapezoids therefore, the lower
row has more trapezoids than the upper row.”

Number of trapezoids: 5

GPT4o0: “C the upper row has 4 trapezoids, and the
bottom row has 5 trapezoids therefore, the bottom
row has more trapezoids than the upper row.”
Number of trapezoids: 6

GPT4o: "C, explanation: the upper row has 5
trapezoids, and the lower row has 6 trapezoids
therefore, the lower row has more trapezoids than the
upper row.”

Number of trapezoids:7

GPT4o: "C, the upper row has 6 trapezoids, while
the lower row has 7 trapezoids therefore, the lower
row has more trapezoids than the upper row

Number of trapezoids: §

GPT4o: “C, the upper row has 6 trapezoids, while the lower row
has 7 trapezoids so, the lower row has more trapezoids than the
upper row"

Number of trapezoids: 9
GPT4o0: "C, the upper row has seven trapezoids, while the lower
row has eight trapezoids

Number of trapezoids: 10

GPT4o: "C, the upper row has 8 trapezoids, while the lower row
has 10 trapezoids therefore, the lower row has more trapezoids
than the upper row

Number of trapezoids: 11

GPT4o: "C, the upper row has 12 trapezoids, while the lower row
has 14 trapezoids thus, the lower row has more trapezoids than
the upper row.”

Number of trapezoids: 12

GPT4o: ", both the upper and lower rows contain the same
number of trapezoids each row has eight trapezoids.”
Number of trapezoids: 13

GPT4o: " the upper and lower rows each contain the same

number of trapezoids counting them in the image, both rows
consist of ten trapezoids."

Figure 6: VLMs performance on Number experiments in ConserveBench. Non-Transformational

Tasks.
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