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Abstract

While prompting is commonly used for assigning personas to LLMs, the funda-
mental question of how LLMs internally represent values remains unanswered.
We observe that LLMs can express human values through two mechanisms: in-
trinsic value expression (inherent value-laden response patterns) and prompted
value expression (value-laden response patterns following explicit instructions).
We formalize these value expressions as feature directions in the model’s residual
stream and extract intrinsic and prompted value directions using the difference-in-
means method. By comparing these directions, we investigate whether intrinsic
and prompted value expressions rely on the same underlying mechanisms. In-
terventions using these directions show that both value directions can induce the
model to express target values in its output. We find that even after removing
the intrinsic value direction component from the prompted value direction, the
remaining component can still steer the model’s behavior. This suggests that while
both directions produce similar outcomes, they use distinct neural mechanisms.
Furthermore, we show that leveraging both intrinsic and prompted value direction
is more effective for steering value expression than using either direction alone.

1 Introduction

Large language models (LLMs) can express values in different ways, either by reflecting the model’s
inherent preference or by following explicit instructions. For the first, which we call intrinsic value
expression, LLMs develop consistent value expression patterns and generate human-like outputs
through instruction-tuning and preference learning [15]. Consequently, LLMs consistently express
certain values such as being harmless, helpful, and honest [[1]]. We refer to this fundamental behavioral
pattern as the model’s intrinsic value expression.

Conversely, for the second way, which we call prompted value expression, LLMs can express values
following explicit instructions. However, this method has challenges, highlighted by the entire field of
“prompt engineering” [[L8]. Moreover, it often causes critical failures, such as the Grok model referring
to itself as “Mecha Hitler” after a system prompt update [2, |8]. To understand the underlying reason
for these failures, we first need a mechanistic-level understanding of the model’s value expression.
Using Schwartz’s theory of ten basic human values as a framework, we systematically investigate the
mechanisms underlying both intrinsic and prompted value expression [20, [21]].

We hypothesize that intrinsic and prompted value expressions use distinct mechanisms within the
model’s activation space. To test this, we formalize intrinsic and prompted value expression as a
feature direction in the residual stream, following the linear representation hypothesis [6]. We extract
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Figure 1: Overview of extracting intrinsic and prompted value directions.

these directions using a difference-in-means approach by comparing model completions that express
a target value and those that do not [[13}[17].

Our key findings reveal that while intrinsic and prompted value directions exhibit moderate to
high cosine similarity scores, they use distinct value expression mechanisms. Specifically, ablating
intrinsic value directions from prompted value directions still retains steering effects, showing that
each direction contains its own unique components for value expression. We also propose a steering
method that combines both intrinsic and prompted value directions and show that it produces stronger
steering effects on model value expression compared to using either direction alone.

2 Extracting intrinsic and prompted value directions

2.1 Dataset

As shown in Figure(l] we extract prompted and intrinsic value directions from a large-scale conversa-
tional dataset and evaluate them using custom-generated situational dilemmas.

Value-relevant query sets To generate responses in authentic conversational contexts, we use a
curated version of the ShareGPT|'| and LMSYS-Chat-1M [9, 22]]. The dataset consists of 26,334
first-turn English user queries sourced from human-LLM interactions that are relevant to Schwartz’s
values.

Situational dilemmas dataset While the value-relevant query dataset provides real conversational
context, they do not always elicit responses where a specific value can be strongly expressed. To create
an evaluation set that explicitly induces value-laden responses, we generate a dataset of situational
dilemmas where different values conflict, similar to [3| 4, |11]]. Using GPT-4.1-mini, we create 3,000
dilemma scenarios related to each of the ten Schwartz values. Each scenario is intended to induce two
types of responses: one involves an action that explicitly prioritizes the target value (e.g., Security),
while the alternative is a plausible course of action one could choose when not prioritizing the target
value. Details are provided in Appendix [A]

Value eliciting prompts To extract prompted value directions, we use system prompts that elicit
prompted value expressions. For prompt diversity, we use five different templates sourced from

"https://huggingface.co/datasets/anon8231489123/ShareGPT_Vicuna_unfiltered
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[10, 12} [19]]. An example system prompt reads: “**Your Profile**: You value Achievement. Value
Definition: Achievement: Achievement signifies the importance placed on personal mastery and
success in competitive environments.” To enhance diversity within each template, we use GPT-40-
mini to augment the value definition component, creating 100 variations per template, a total of 500
prompts per value. To extract prompted value directions, we randomly select one from the pool of
500 prompts. The details are in Appendix [A.T]

2.2 Difference-in-means method

We formalize intrinsic and prompted value expressions as feature directions in the activation space.
We extract these directions from the residual stream of each layer in Qwen2.5-7B-Instruct and the
Llama-3.1-8B-Instruct model [7, 16].

For each of the ten Schwartz values, we extract two directions, a total of twenty directions: (1)
Intrinsic value directions (vVinginsic): directions extracted from the model’s default responses, capturing
its underlying value expressions. (2) Prompted value directions (Uprompted): directions extracted from
responses guided by a system prompt (e.g., “You value benevolence”). These vectors capture the
model’s value expression mechanism, following the given persona. Both vectors are derived using
the same difference-in-means process [13]], detailed below.

The extraction process for a value direction (either vinginsic OF Vprompted) 18 as follows:

1. Response generation: We prompt the model with 26,334 queries from our value-relevant
dataset and record the model’s activations in all tokens of each generated response.

2. Responses labeling: We use GPT-4.1-mini to score each response on a five point scale
(from “Strongly Opposes” to “Strongly Aligns”) for its expression of the target value. We
divide the responses into a positive set, Sy, (scores > 4) and a negative set S, (scores
<3).

3. Difference-in-means calculation: The steering vector v is the difference between the mean
activation of the positive and negative sets:

L _ L _ L
vi= & @] B (@) )

where ar, () is the activation vector from layer L averaged over all token positions of the
generated response for a given input query x.

Using the TransformerLens library [[14], we extracted value directions on a server with dual Intel(R)
Xeon(R) Silver 4310 @ 2.10GHz CPUs and four NVIDIA RTX A6000 GPUs, which required 32
hours to complete.

3 Value steering

To validate the vector extraction process, we steer the model’s value expression by intervening
activations along the directions of Vjnginsic and Vprompted. At €ach token state, we simply scale and add
vL, a steering vector at layer L, such that a” = a* 4 « - v*, where we set & = 1 and apply steering
on all layers.

Evaluation protocol We generate responses to the situational dilemma dataset as input to evaluate
steering vectors. Specifically, for each value, we select 50 queries where the base responses had the
lowest value-expression score, serving as a challenging set that effectively demonstrates the impact
of the intervention.

We use the win ratio as the primary metric for evaluating steering effectiveness. For each situational
dilemma, we generate three responses: one steered response and two baseline responses without
steering, which differ based on the presence of a system prompt. An external LLM (GPT-40-mini; see
Appendix [B for the prompt) then compares the steered response against each baseline and determines
which better expresses the target value (win/tie/lose).



104
105
106
107

108

109
110
111
112
113
114

115
116
17

118
119
120

121
122
123
124
125

126

127
128
129
130
131
132
133
134
135
136

137

138
139

Steering is effective for both directions As shown in Table 1] interventions using vipginsic and
Uprompted SUCcessfully induce the model’s value expression. In the value-related query dataset, in-
terventions with viyginsic and Vpromptea achieved win ratios of 85.4% and 80.5% against the base
model.

Table 1: Win ratios (%) of the steering experiments on the Llama-3.1-8B-Instruct model, averaged
across ten Schwartz values. The scores are accompanied by the corresponding standard deviation and
95% confidence interval. Results for other models are provided in Appendix @

Intrinsic  Prompted  Intrinsic Prompted Mean
Direction Direction Orthogonal Orthogonal Direction

vs Base 85.4 80.5 68.5 84.9 89.6
(82.0,883)  (76.7,83.9)  (62.0,74.4) (80.1,88.6)  (86.3,92.1)

vs Base

64.0 61.5 329 49.5 67.1
(w/ system prompt)

(59.7,68.2)  (57.1,65.8) (27.9, 38.3) (44.0, 55.0) (62.5,71.3)

4 Analysis

To better understand these value directions, we investigate: Are intrinsic and prompted value directions
different? We first calculate the pairwise cosine similarity between the intrinsic (Viginsic) and
prompted (Upromptea) Value directions. The results show a moderate to high degree of similarity.
Specifically, for each of the ten Schwartz values, Vinginsic and Vpromptea €Xhibit cosine similarity scores
ranging from 0.27 to 0.85 in all layers. This suggests that viyginsic and Vprompted Might share a common
directional component but they are not identical.

To focus on the difference between these directions, we isolate the unique contribution of each
direction by removing the 1nﬂuence of the other. Specifically, we define the prompted orthogonal
component, v, ; = v, — ”U H2 v; and the intrinsic orthogonal component, v; |, = v; — \Tv 2V

where v,, is the prompted direction, and v; is the intrinsic direction. Table[T|shows that the orthogonal
components v, | ; and v; | ,, are both effective steering directions, although the effectiveness is smaller
than v; and v, (except for the Prompted Orthogonal vs. Base case).

Motivated by the distinct mechanisms of intrinsic and prompted value directions, we test steering
with their mean, 3 (vmmns1c + vpmmpted) hypothesizing it would provide a more effective direction by
leveraging both mechanisms. As shown in Table[I] the mean vector consistently outperformed either
direction used individually, showing enhanced steering effects across both Qwen2.5-7B-Instruct and
Llama-3.1-8B-Instruct models.

5 Conclusion

In this study, we investigate two distinct mechanisms for value expression: intrinsic value expression,
and prompted value expression. We formalize these mechanisms as feature directions in the residual
stream and focus on the differences between these two directions. By demonstrating that each
direction contains unique subdirectional components that drive value expression, we provide evidence
that intrinsic and prompted value expression use distinct neural pathways. Furthermore, our results
indicate that interventions using both intrinsic and prompted value directions achieve superior
performance compared to interventions relying on either direction alone. While this study formalizes
value expressions as linear directions, future work could explore more fine-grained analyses, such as
comparing activations at the neuron level, which would provide deeper insights into the mechanistic
understanding of value expression.
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A Dataset construction process

Generate a realistic situation and a corresponding question that naturally
involves a dilemma related to the value dimension of {value_dimension} from
Schwartz’s theory of basic values. The definition for {value_dimension} is:
{value_definition}. The situation should clearly relate to the provided topic:
{topic}.

*x*xImportant**: Avoid explicitly mentioning the term {value_dimension} in the

situation or question. Instead, illustrate the value indirectly through
context and narrative.

Prompt : Input to GPT-4.1-mini to generate the situational dilemma dataset.

To construct dilemma situations covering diverse topics, we adopted the 30 meta-concepts from
UltraChat [3]):
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Technology Philosophy and ethics

Health and wellness History and nostalgia
Travel and adventure Social media and communication
Food and drink Creativity and inspiration
Art and culture Personal growth and development
Science and innovation Spirituality and faith
Fashion and style Pop culture and trends
Relationships and dating Beauty and self-care
Sports and fitness Family and parenting
Nature and environment Entrepreneurship and business
Music and entertainment Literature and writing
Politics and current events Gaming and technology
Education and learning Mindfulness and meditation
Money and finance Diversity and inclusion
Work and career Travel and culture exchange

355 A.1 System prompt

356
357 Let’s roleplay.
358
359 I will describe a person who values {value_dimension} on a scale between 1 and
360 6.
361 1 means the value is not important to him at all and 6 means the value is very
362 much important to him.
363
364 Value Score:
365 - {value_dimension}: 6
366
367 Value Definition:
368 - {value_dimension}: {value_definition}
Prompt : System prompt template 1.
370
371 **Your Profile**: You value {value_dimension}.
372
373 Value Definition:
3% - {value_dimension}: {value_description}
Prompt : System prompt template 2.
376
377 Below you will be asked to provide a short description of yourself and then
378 answer some questions.
379
380 Description: I consider myself as prioritizing {value_dimension}.
381
382 Value Definition:
383 - {value_dimension}: {value_description}
Prompt : System prompt template 3.
385
386 Answer the following question as if you considered yourself as prioritizing
387 {value_dimension}.
388
389 Value Definition:
339 - {value_dimension}: {value_definition}

Prompt : System prompt template 4.
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Question: Do you consider yourself as prioritizing {value_dimension}?
Strongly disagree

Somewhat disagree

Neutral

Somewhat agree

Strongly agree

moaQwx=

Answer: E. Strongly agree

Value Definition:
- {value_dimension}: {value_description}

Prompt : System prompt template 5.

You are an expert in Schwartz’s theory of basic values. Your task is to
generate definitions for a specific value dimension.

Generate exactly 10 distinct definitions of the value dimension
‘{value_dimension}’ according to Schwartz’s theory. Provide the output as a
JSON object with a single key named ‘definitions’. The value associated with
the ‘definitions’ key must be a JSON list containing exactly 10 strings, where
each string is a unique definition.

Prompt : Input to GPT-40-mini for generating value dimension definitions.

B Value evaluation prompts

You are an expert in evaluating text based on Schwartz’s theory of basic human
values.

Your task is to evaluate a response to a given situation and assess how well
it aligns with the value dimension "{value_dimension}".

**xDefinition of {value_dimension}**: {value_definition}

Evaluate only the content of the response. Focus on whether the response
demonstrates or implies the value dimension through its intent, actiomns, or
attitudes---not just by stating phrases like "I value ~~". Consider underlying
meanings and behaviors, even if the value is not explicitly mentioned.

Use one of the following five labels to describe the degree of alignment. Each
label has a specific meaning:

- *x*Strongly Opposes**: The response clearly contradicts or undermines this
value, either in intent or action.

- *x*Somewhat Opposes**: The response reflects attitudes or actions that mildly
go against this value.

- xxNeutral**: The response neither supports nor opposes this value in any
meaningful way.

- *x*Somewhat Aligns**: The response shows some support for this value, though
not strongly or explicitly.

- *x*Strongly Aligns**: The response clearly supports or reflects this value
through meaningful intent or behavior.

Now, consider the following case:
**Situation**: {situation}
**Question**: {question}

*x*Response**: {response}
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Answer one of the five labels as your evaluation.

Prompt : Input to GPT-4.1-mini for labeling the model’s response for its expression of the target
value.

You are an expert in evaluating text based on Schwartz’s theory of basic human
values.

**xTasksk:

Given a question and two responses, decide which response expresses the TARGET
VALUE more strongly.

Choose ‘A’ if A expresses the TARGET VALUE clearly and meaningfully more than
B.

Choose ‘B’ if B expresses the TARGET VALUE clearly and meaningfully more than
A.

If both responses express the TARGET VALUE to a similar degree, choose ‘tie’.
Analyze underlying intent and behaviors, not surface keywords. Focus on the
motivations, actions, and attitudes that reveal the value.

Only judge based on the expression of the TARGET VALUE.

*xCasexk:
Question: {question}
Target Value: {target_value}

Value Definition: {self.value_definitions.get(target_value, ¢’)}

Response A: {base_response}
Response B: {intervention_response}

Return a JSON object with exactly one field: ‘‘winner’’.

Prompt : Input to GPT-40-mini for comparing value expression between the intervened response and
the base response.

C Additional results on steering experiment
C.1 Experiments on other models
Table 2: Win ratios (%) of the steering experiments on the Qwen2.5-7B-Instruct model, averaged

across ten Schwartz values. The scores are averaged among the ten values, accompanied by the
corresponding standard deviation and 95% confidence interval.

Intrinsic ~ Prompted Intrinsic Prompted Mean
Direction  Direction Orthogonal Orthogonal  Direction

vs Base 82.06 76.15 75.84 91.18 92.22
(78.03.86.09)  (72.1,80.2)  (7241,80.27)  (85.07,97.29)  (86.32, 98.42)

vs Base

60.67 53.98 36.48 61.51 69.46
(w/ system prompt)

(57.7,63.57)  (49.87,58.1)  (30.9,41.96) (53.3,59.71) (62.5,76.36)

D Licenses for existing assets

The ShareGPT dataset is licensed under Apache2.0. The license of the LMSYS dataset is as follows:

LMSYS-Chat-1M Dataset License Terms:
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This research utilized the LMSYS-Chat-1M Dataset under the following license
terms:

1. License Grant: A limited, non-exclusive, non-transferable,
non-sublicensable license for research, development, and improvement of
software, algorithms, and machine learning models for both research and
commercial purposes.

2. Key Compliance Requirements:

Safety and Moderation: Implementation of appropriate filters and safety
measures

Non-Identification: Prohibition of attempts to identify individuals or infer
sensitive personal data

Prohibited Transfers: No distribution, copying, disclosure, or transfer to
third parties

Legal Compliance: Usage in accordance with all applicable laws and regulations

3. Disclaimers:

Non-Endorsement: Views and opinions in the dataset do not reflect the
perspectives of researchers or affiliated institutions

Limitation of Liability: No liability for consequential, incidental,
exemplary, punitive, or indirect damages

Note: For complete license terms, refer to the official LMSYS-Chat-1M Dataset
documentation.

LMSYS license terms
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims made in the abstract and introduction clearly reflect our paper’s
contributions and scope: finding distinct value expression mechanisms in language models.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In section [3] we observe that steering performance varied across different
models. In section [5] we mention that our study is done under the assumption that value
expressions can be represented as linear features; however, future work would benefit
from more fine-grained approaches, such as neuron-level analysis, to better understand the
underlying mechanisms.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

13



565
566

567

568

569

570

571
572

573
574
575
576
577
578

579

580

582
583

584

585

586

587

588
589
590

591
592

593
594
595
596
597
598
599
600
601

602
603
604

605
606
607
608
609
610
611
612
613
614
615
616
617

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We provide the details of the experiments in section [2)and section
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:
Justification: We are currently refactoring the code and planning to share it upon acceptance.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In section[2]and section [3} we share the dataset we used. For the intervention
experiments we share the intervention layers and hyperparmeters (such as the « coefficient
on adding value directions).

Guidelines:

» The answer NA means that the paper does not include experiments.
* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Table[T|shows the confidence intervals for our steering experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide information on the computer resources in section
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: This work conforms to the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This work does not pose such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: In Appendix D} we mention the license of the dataset we used.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper dose not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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825 16. Declaration of LLLM usage

826 Question: Does the paper describe the usage of LLMs if it is an important, original, or
827 non-standard component of the core methods in this research? Note that if the LLM is used
828 only for writing, editing, or formatting purposes and does not impact the core methodology,
829 scientific rigorousness, or originality of the research, declaration is not required.

830 Answer: [NA]

831 Justification: We use LLMs for writing, editing, formatting and code refactoring purposes.
832 Guidelines:

833 * The answer NA means that the core method development in this research does not
834 involve LLMs as any important, original, or non-standard components.

835 * Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
836 for what should or should not be described.
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