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Abstract

Despite notable progress in enhancing the capa-
bility of machine learning against distribution
shifts, training data quality remains a bottleneck
for cross-distribution generalization. Recently,
from a data-centric perspective, there have been
considerable efforts to improve model perfor-
mance through refining the preparation of train-
ing data. Inspired by realistic scenarios, this
paper addresses a practical requirement of ac-
quiring training samples from various domains
on a limited budget to facilitate model gener-
alization to target test domain with distribution
shift. Our empirical evidence indicates that the
advance in data acquisition can significantly ben-
efit the model performance on shifted data. Ad-
ditionally, by leveraging unlabeled test domain
data, we introduce a Domain-wise Active Acqui-
sition framework. This framework iteratively op-
timizes the data acquisition strategy as training
samples are accumulated, theoretically ensuring
the effective approximation of test distribution.
Extensive real-world experiments demonstrate
our proposal’s advantages in machine learning
applications. The code is available at https:
//github.com/dongbaili/DAA.

1. Introduction

In the past years, the field of machine learning has wit-
nessed unprecedented growth. Traditional machine learning
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paradigms often assume that training data and test data are
drawn from the same distribution. However, this hypoth-
esis starkly contrasts with the real-world scenarios where
data exhibits significant heterogeneity, leading to changed
distributions across different domains. In addressing the
challenges of deploying machine learning models in real ap-
plications, there is an increasing focus (Koh et al., 2021; Ar-
jovsky et al., 2019; Ben-David et al., 2010; Shen et al., 2021)
on enhancing the model performance when confronted with
the distribution shift.

In order to facilitate model generalization to target test
domain, domain adaptation methods propose to align the
source and target domains in terms of population distribu-
tion (Li & Zhang, 2019), data representation (Hoffman et al.,
2017), and model parameters (Motiian et al., 2017), respec-
tively. In the scenarios where only unlabeled data from
the test domain is available, the solutions of unsupervised
domain adaptation include mitigating distribution discrepan-
cies by sample reweighting (Zhang et al., 2018), generating
pseudo labels via self-supervised learning (French et al.,
2018). However, these methods suppose the training sam-
ples are predetermined, thereby their model performance
closely depends on the training data quality.

Recently, data-centric machine learning has been receiving
increasing attention. By refining the data preparation pro-
cess (Chen et al., 2023; Mazumder et al., 2024; Schmarje
etal., 2022), they have successfully employed more effective
training samples to breakthrough the bottlenecks in model
performance. To address the distribution shift in test domain,
Fu et al. (2021); Xie et al. (2022) propose to select and la-
bel the most representative samples from the unlabeled test
data, enabling efficient access to test domain information.
However, in many real-world applications, sample labels
cannot be provided by a third party. For instance, manu-
ally determining if an individual has public health insurance
based on profile features is difficult without self-disclosure.

In this paper, we consider a new problem setting for learning
under distribution shift from a data-centric perspective. It is
noteworthy that in many applications, not only the annota-
tions but also the unlabeled data point are difficult to obtain.
Therefore, it is limited that we can at most acquire 7" pairs
of both training data and corresponding label as the budget.
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It means that there is no predefined large data pool for ac-
quiring label in this problem, which is in distinction with
the practice of traditional active learning. Due to the high
dimensional property and complex relationship in data fea-
ture, it is unfeasible to directly control the data acquisition
at the sample-wise level. Fortunately, we usually can access
to the meta-information of the data population. Based on the
meta-information, the potential acquired data can be divided
into several domains. Instead, we can control the domain in
which the data is acquired. Assuming the number of data
domains is (), our problem becomes how to allocate the
sample budget 1" to the () domains for better generalization
to the test domain. Our empirical evidence indicates that an
advanced data acquisition can enhance model performance
on shifted data significantly. This emphasizes the pivotal
role of raising the training data quality in overcoming the
distribution shift.

To tackle the proposed problem, we further put forward
a Domain-wise Active Acquisition (DAA) framework, as
illustrated in Figure 1. Our approach splits the budget 7" into
K portions, acquiring T'/ K samples in each round. Starting
with a uniform acquisition from ) domains in the initial
round, DAA utilizes the previously accumulated (7" * (k —
1))/ K samples along with unlabeled test data to calculate
the domain-wise acquisition weights W. These weights,
designed to reduce the distribution distance between training
and test data, guide the data acquisition process in the k*"
round. By iteratively optimizing data acquisition strategy
through K rounds, our framework theoretically guarantees
an effective approaching toward test distribution. Extensive
real-world experiments validates the superiority of ours in
improving model performance under distribution shift.

In summary, our contributions are highlighted as follows:

1. We investigate to improve model performance under
distribution shift from a data-centric perspective, and
introduce a practical challenge of pursuit of advanced
data acquisition from diverse domains to enhance
model generalization towards target test domain.

2. To address the problem, we propose a Domain-wise Ac-
tive Acquisition (DAA) framework. By iteratively opti-
mizing the data acquisition strategy as training samples
are accumulated, it theoretically ensures the effective
approximation of test distribution.

3. Extensive real-world experiments demonstrates the sig-
nificance of training data acquisition in the context of
distribution shift, and the advantages of our approach
in data acquisition for better model performance.

2. Related Works

Domain Adaptation To generalize a model to the target
domain with shifted data, instance-based domain adaptation
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Figure 1. The framework of Domain-wise Active Acquisition. It it-
eratively optimizes the data acquisition strategy as training samples
are accumulated, pursuing the approximation of test distribution.

methods (Jiang & Zhai, 2007; Dai et al., 2007) reweight
or select representative training samples to mirror the test
distribution; feature-based methods (Tzeng et al., 2014; Sun
& Saenko, 2016) align or transfer features between training
and test distributions; model-based methods (Motiian et al.,
2017; Ganin et al., 2016) develop models either robust to do-
main shifts or customized for the test domain. Additionally,
unsupervised domain adaptation is proposed to address the
challenge of unlabeled test domain data. Typically, Zhang
et al. (2018); Courty et al. (2017) transfer the distribution
from source to target domains through sample reweighting.
Self-supervised techniques (French et al., 2018; Deng et al.,
2019) generate pseudo-labels for unlabeled data to expand
the usable dataset. Another strategies (Taigman et al., 2017;
Tzeng et al., 2017) involve using generative models to pro-
duce samples for the target domain, utilizing adversarial
training to extract features aligned between the source and
target domains, and etc. However, these approaches always
suppose a predetermined training dataset, leading to their
effectiveness heavily relying on the quality of training data.

Data-centric Methodologies Data-centric machine learn-
ing (Johnson & Khoshgoftaar, 2023; Patel et al., 2022;
Mazumder et al., 2024; Schmarje et al., 2022) focuses on
enhancing the quality of dataset and the way data is pro-
cessed, rather than primarily optimizing the algorithm or
model architecture. It improves the model performance in a
sustainable and often more cost-effective manner, garnering
increasing attention in recent years. Among data-centric
methodologies, data acquisition (Chen et al., 2023; Agar-
wal et al., 2019) aims to obtain training data within limited
budget to achieve more accurate and robust prediction per-
formance. Yet, the utility of data acquisition in the context
of distribution shifts remains underexplored. Addressing



Domain-wise Data Acquisition to Improve Performance under Distribution Shift

such shifts, active domain adaptation (Fu et al., 2021; Xie
et al., 2023) selects highly representative samples from the
test domain for annotation, boosting the model generaliza-
tion ability. However, in real-world settings, labeling can be
problematic and not always feasible through external anno-
tators. To meet practical demands, this paper introduces a
novel protocol designed to optimize training data acquisi-
tion to improve model performance in the test domain with
distribution shift.

3. Preliminaries

Notations Throughout the paper, we use upper-case letters
X,Y to denote random variables or vectors, lower-case
letters x, y to denote their realizations/observations, bold
capital letters X,Y to denote the sets containing all the
observations of X, Y.

3.1. Problem Statement

In this paper, we explore the impact of the collected training
data on model generalization ability. Concretely, we inves-
tigate how to effectively attain the distribution of training
data from multiple domains and thereby determine the data
acquisition size of different domains to improve the model
performance on the test data with distribution shift. The
formal definition is shown in Problem 3.1.

Problem 3.1 (Domain-wise Data Acquisition). Given )
available training domains with underlying data distribu-
tions {P}"(X,Y)}1<j<q and the total sample budget 7,
we aim to determine the data acqulsmon size between train-
ing domains {nq,ng, ..., ng} with ZZ . n; =T, so that
the trained prediction model from the acquired data can
perform well on the test domain. The test domain is rep-
resented by unlabeled samples Xyes; = {2}, drawn
marginally from the distribution P*(X,Y).

Remark 3.2. To be clarified, we can decide only the data
acquisition size for each domain, and the samples of each
domain are sampled independently from the corresponding
distribution in random. This is in distinction with the setting
of traditional active learning.

Since the data heterogeneity widely presents in the real
world, the data distributions differ among training domains
{P}"(X,Y)}1<j<q and test domain P**(X,Y). To ensure
the model trained from training domains being able to gen-
eralize to the test domain, we take studies in the scenarios
that adhere the covariate shift assumption here.
Assumption 3.3 (Covariate Shift). The test domain dif-
fers from the training domains in the covariate distribu-
tion, which means V1 < j < Q,P/"(X) # P"“(X).
In contrast, the conditional distribution of label P(Y|X)
keeps consitent among all the domains, formally V1 < j <
Q. P"(Y|X) = P*(Y|X).

3.2. Preliminary Studies
3.2.1. EMPIRICAL RISK MINIMIZATION

In the context under traditional IID hypothesis, Empirical
Risk Minimization (ERM) aims to minimize the average
empirical errors of training samples {(z;,y;)}}.,. Given a
loss function in form of £(z,y;6) (e.g. (8 "z — y)? used in
least square regression) where 6 denotes the parameter set,
ERM minimizes the following objective:

rrbinEpm-[ﬂ(X Y;0)) L(x;,y:;0 )

HMZ

3.2.2. SAMPLE REWEIGHTING

Under the distribution shift, sample reweighting based meth-
ods are proposed to align the distributions of training and
test domain. The importance sampling weights (Farahani
et al., 2020) of training samples are defined as w(x,y) =

ggizg . A typical approach called density ratio estimation

determines the sample weights by learning the probability of
a sample belonging to either the test or training distributions
in a framework of binary classification. After obtaining the
sample weights, it can approximate the expectation of test
risk using the weighted empirical errors of training data,
then minimizes the following objective:

P (z,y) .
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3.2.3. SELF-SUPERVISED LEARNING

To utilize the unlabeled data X;. from test domain for
training, self-supervised learning methods aim to generate
pseudo-labels with the model automatically. After learning
a prediction model from the training data (X, Yy,.), self-
supervised learning employs this model to impute pseudo-
labels for unlabeled data. The labeled samples are then
incorporated into the training process to fine-tune the model
in turn. Through iterative optimization of imputed pseudo-
label and prediction model, self-supervised learning en-
hances the model’s adaptability to the test domain. Suppose
Yte is the pseudo label of X, in one iteration, it minimizes
the following objective to finetune the prediction model,
where 1) is a hyper-parameter to balance the prediction loss
of training data and imputed test data.
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Figure 2. The performance of model in test domain when it learns from different training data. We take 30, 60, 120, 150 degree rotations
as the training domain candidates, 90 degree rotation as the test domain. The training data has a great influence on the model performance.

3.2.4. MOTIVATION

To investigate the impact of training data acquisition on
model performance under distribution shift, we conduct ex-
perimental analyses on the Rotated MNIST dataset (Ghifary
et al., 2015). This dataset builds upon the original MNIST
dataset (LeCun et al., 1998), which contains the handwritten
digits ranging from O to 9, by introducing a modification:
the images of digits are rotated by various angles. It sim-
ulates a real-world phenomenon where the orientation of
objects varies from training to test phases.

In our study, we establish rotation angles of 30, 60, 120,
and 150 degrees as the training domains, reserving the 90
degree rotation as the test domain. In different experiments,
we uniformly acquire 600 or 1800 training samples from
distinct combinations of domains among [30, 60, 120, 150]
degrees, and get 100 unlabeled samples from 90 degree
domain additionally. Subsequently, we employ the ERM,
sample reweighting, and self-supervised learning methods
based on MNIST_CNN! in Gulrajani & Lopez-Paz (2021)
independently. In the test phase, we evaluate the prediction
models using 600 samples from the 90-degree domain.

From the results in Figure 2, we find that:

1. The same model exhibits notably performance varia-
tions when trained in different domain combinations,
indicating that acquiring distinct training samples sub-
stantially impacts the model performance under distri-
bution shift.

"https://github.com/facebookresearch/DomainBed

2. The advanced model can enhance generalization ability,
but cannot fully mitigate the difference in performance
caused by training data acquisition. For instance, ERM
model trained with the best domain combination [60,
120] exhibits better performance than self-supervised
learning model trained with the second-best combina-
tion [30, 60, 120].

3. A lower data acquisition budget leads to a greater in-
fluence of training data on model performance, high-
lighting the necessity for advanced data acquisition.

Empirical evidence suggests that training data acquisition
is closely concerned to model generalization performance,
underscoring its importance in the context of distribution
shift.

4. Algorithm

To achieve optimal data acquisition for test data with dis-
tribution shift, this paper proposes an algorithm, called
Domain-wise Active Acquisition (DAA), that iteratively
optimizes the data acquisition strategy from heterogeneous
training domains under limited sample budget.

4.1. Domain-wise Active Acquisition

Since we do not have prior knowledge about the data distri-
bution of each training domain at the initial stage, we split
the whole data acquisition procedure into K rounds and
approximate the distribution empirically with the collected
data in the previous rounds.
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Algorithm 1 Domain-wise Active Acquisition (DAA)

Input: @ available training domains, unlabeled test samples X;.:, the total acquisition volume 7', and the acquisition

count K.

First Iteration: Uniformly collect 7'/ K samples from the training data domains, obtaining 7'/ (K x Q) samples from

4" domain, denoted as X
for C =2to K do

Calculate the average value {@}KJSQ using the collected samples of the corresponding training domains

{ULCZE1 X'}i<j<q » and the average value ¢t of test domain using Xyest-
Learn the domain weight W = (w;)1<;j<¢ based on {¢, }1<;<¢ and ¢'* according to Equation (7).
Collect T/ K samples from the training data domains following W, obtaining (7" x w;)/K samples from ;" domain,

denoted as XJC.
end for
return: 7 training samples {|J= X’ }Hi<j<q-

In the first round of data collection, we uniformly collect
n' = T/K samples from the training data domains, ob-
taining initial training samples {X}}1<;<¢ because of the
absence of knowledge about data distribution. Specifically,
it means that the domain-specific acquisition size satisfies
n} =T/(K x Q) for each domain j € {1,2,3, ..., Q}.

For the following rounds, we also equally assign total acqui-
sition size n® = T/K,Vi € {2,3,4,...K}, which is same
to the first round. However, since we have obtained the dis-
tribution information manifested by the collected samples
before, we can adaptively determine the acquisition size of
each domain for non-trivial performance improvement. In-
spired by the motivation of sample reweighting technologies,
we decide to reduce the distribution discrepancy between
the acquired samples and test samples as our criteria for
determining the domain-specific acquisition size.

To achieve this, we try to learn the domain weights W =
(wi)1<i<q so that the weighted combination of training
domain distribution P} = 2?11 wj - P{" is close to the
test domain distribution P*. By collecting samples with
the domain-specific acquisition sizes n; proportional to the
learned weight w;, we can obtain a collection of samples
resembling the test domain, which can lead the resulting
trained model to perform better on test domain. Formally,
our target for learning domain weights can be described as
following:

W = argmin Dist(PL, P'¢), €))
w
Q
sty wi=1,W=>0 (5)
j=1

To instantiate this strategy, we choose Maximum Mean
Discrepancy (MMD) distance (Iyer et al., 2014) between
the average covariate vector X in this paper. It minimizes

the following objective:

2
G

W = argv{/nin ||Eqnper[0(2)] — By pre [()]]

The feature map ¢ : X — H is defined with the embedding
space H of a reproducing kernel Hilbert space (RKHS)
function.

In practice, we can empirically estimate the distribution
distance in Equation 6 based on the previously acquired
samples and learn the optimal domain weights for the cur-
rent round. Specifically, with the collected samples of each
training domain {Uzc=1 X:}hi<j<q (X is the set of samples
acquired in the 5" training domain at the 7*" round) after C
rounds, we learn W that minimizes the following function:

Q
W:argminHZwa%j—@

2
FAwlls (@)
w = 2

where 53‘ and ¢t are respectively the average embedding
of the collected samples in the j*" training domain and test
domain.

After calculating domain weights W, we acquire n¢+! =

L samples for the (C' + 1)** round from training do-

K

mains with the domain-specific acquisition size njCH pro-
portional to the domain weight w;. With the samples
drawn randomly from the distribution of each training do-

main, we obtain the new samples of the current round

{X§C+1)}§2:1, where the sample sizes satisfy the condi-
tion \X§C+1)| Do |Xégc+1)| =w : - : wg. However,

sampling bias in finite samples can easily lead to estimation
errors for w. As a result, we iteratively optimize sampling
strategies and acquire data until the total budget 7' is ex-
hausted. The framework of our method can be found in
Figure 1. And we also list the pseudo code of algorithm in
Algorithm 1.
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After the whole training data {{J;_, X’ }1<;<q are col-
lected, we can learn the prediction models that can general-
ize to the test domain.

4.2. Theoretical Analysis

Due to the sampling error induced by finite samples, the
estimated domain weights W differ from the ideal counter-
part W*, which may degrade the performance of the trained
model on the test domain. In this section, we theoretically
analyze that as the number of acquired samples increases,
this error of the estimated domain weights W diminish.

For the ease of elaboration, we denote the expected value
of covariate embedding in the ¢'" training domain and test
domain as 7, and 7 respectively. Formally, it can be formu-
lated by

Mg =Ex~prr)[0(X)], n=Ex pex)[¢(X)].

Therefore, the ideal domain weights W* satisfies:
Q

> wing =n,
q=1

However, due to sampling limitation, we can only use
by = (nq)_1 Eiqu #(X;) to empirically approximate 7,
(Z, is the index set of the collected samples in ¢*" train-
ing domain). Correspondingly, the actual learned domain
weight W satisfies the following conditions:

Q Q
quqﬁq:n, quzl.
q=1 q=1

Intuitively, more samples in one domain indicate that the
empirically estimated q—Sq is a more accurate estimation of
the embedding estimate of n,. Consequently, our estimated
domain weights W will be more closer to the ideal weights
W*. This is theoretically proved in the following theorem.

Theorem 4.1. Denote W = (w1, ...,wq)" and W* =
(wi,...,wH)T, and || - || is any norm. We assume A and
AA as the coefficient matrix and the perturbation of the
matrix respectively as follows:

o 1’}1 772 ’/]Q
A‘[1 1o 1]’

_ <131—771 <52—n2 QZQ—UQ
AA_[ 0 0o .. o |

When [|A=1]] - [AA]] < 1, Vy = varx.pp(x)[9(X)] <
00, we have

A iw*@
L= [[A7T][- [|AA] %

q=1

W =W <

—1q)

Furthermore, when ming n, — 0o,

Q . J Q (w;)2
;wq(qsqfnq)a/v 0,y nq v, ).

q=1

Remark 4.2. When the sampling noise is homogeneous, i.e.
Vq =V, then the asymptotic variance Z?Zl (wp)?/ngV >
V/n, when ng/n = w; obtain the optimal asymptotic
variance. When the sampling noise is heterogeneous, for
any unit vector e, we have that eT(fo:1 (wp)?/ngVq)e >
(ZQQ:1 wi+/eTVge)? /n, when ng o wh/eTV e obtain
the optimal asymptotic variance. The optimal direction de-
pends on the direction e, but they have the same coefficient
Wq.

According to Theorem 4.1, we find that:

* As training samples accumulated per domain increases,
the sampling error in each domain diminishes, resulting
in a more accurate estimation of the optimal W*.

* The closer the proportion of samples collected from
each environment already is to the optimal W*, the
more accurate the following estimation of the optimal
W* will become.
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Figure 4. The experimental results in ACS PUMS dataset. The first row (a-e) and the second row (f-j) presents the results upon 1000
sample volume, and 2000 sample volume, respectively. DAA achieves the best results in almost all cases.

Therefore, after acquiring T x (C' — 1)/ K samples through
(C — 1) rounds, our approach can effectively obtain the
data acquisition strategy manifested by the domain weights
WC at the C*" round. Consequently, the proportion of
accumulated samples after C' rounds approaches W, closer,
thereby enabling a better data acquisition strategy W (¢+1)
at the (C'+ 1) round, which correspondingly more closely
approximates the optimal W,. As a result, our proposed
DAA approach can effectively approach the optimal data
collection through iteratively optimizing the data acquisition
strategy with domain weights W and acquiring training
samples.

5. Experiments

In this section, we validate the effectiveness of our proposal
towards better data acquisition under distribution shift.

Baselines Given a total budget 7" and () training domains,
the traditional data acquisition approach involves uniformly
collecting T samples across the Q domains (i.e., % sam-
ples per domain). We refer to this as uniform acquisition.
Further, an optimized approach initially collects partial data
uniformly from () domains, and then utilizing unlabeled test
domain data to calculate the distribution distance between
training and test domains. Thereby, the closest Top-/C train-
ing domains are selected to uniformly collect the remaining
samples. On the other hand, our approach DAA achieves
optimal data acquisition through iterative optimization of

acquiring strategy towards the test domain. Once the data ac-

quisition process finishes, we obtain the prediction model by
employing ERM, sample reweighting, and self-supervised
learning methods, respectively. We report the prediction
accuracy of the model in the test domain.

5.1. Rotated MNIST
5.1.1. EXPERIMENTAL RESULT

Following the experimental setting in Section 3.2.4, we
evaluate our method with in 600 and 1800 training data
volume, respectively. From the results in Figure 3(a) and
3(b), we can see that:

* Without exhaustive searching, our method can effec-
tively select appropriate domains for sample acquisi-
tion, significantly enhancing the model’s performance
on test domain compared to uniform acquisition.

* Compared to the best domain combination [60, 120] in
Figure 2, our method can even achieve further improve-
ments, benefiting from our strategic data acquisition
across different domains.

5.1.2. CONVERGENCE PROCESS

Figure 3(c) shows the variation in MMD distance between
accumulated training data and test data throughout the data
acquisition process. As shown, their distance decreases
gradually as the number of data acquisition rounds increases
until convergence, indicating that our method can effectively
mirror the test domain.
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Figure 5. The model analysis upon ACS PUMS dataset, in terms of different distance measures and acquisition rounds.

5.2. US-Wide ACS PUMS Data
5.2.1. EXPERIMENTAL SETTING

Ding et al. (2021) 2 creates a new tabular dataset from US
Census sources to enhance research on algorithmic fairness,
as well as distribution shift problems. It introduces five
prediction tasks based on the American Community Survey
(ACS) Public Use Microdata Sample (PUMS) Data. More
details of five tasks are provided in Appendices.

ACS PUMS Data comes from US 50 states. In each task, we
randomly choose one state as the test domain, and take other
states as the training domains. We conduct experiments with
total training data volume of 1000 and 2000, respectively,
and get 100 unlabeled samples from test domain. In the test
phase, we use 6000 samples from test domain to verify the
model performance.

5.2.2. EXPERIMENTAL RESULT

From the results in Figure 4, we can observe that:

* The impact of dataset quality on model performance
varies across various tasks and test domains, yet it
consistently holds the critical importance. The crude
uniform acquisition method often results in the worst
outcomes, especially when the acquisition budget is
small.

* The Top-K approach is sensitive to the number of do-
main selections. It can pinpoint the beneficial training
domains, thus generally surpassing the uniform acqui-
sition method. However, it may sometimes perform
much worse due to its lack of consideration for the syn-
ergistic effects of multi-domains, potentially leading to
a biased selection.

¢ In contrast, our method, by effectively approximating
the test domains through active acquiring, can signifi-
cantly improve the model’s test performance in almost
all cases.

*https://github.com/zykls/folktables

* Optimizations at the model level can improve the
model’s generalization capability, but they fall short
of compensating for the impact of discrepancies in the
training data. Moreover, the ERM model can achieve
exceptionally high performance when the training data
is of adequate quality.

5.2.3. IMPACT OF ACQUIRING ROUNDS

Figure 5(a) exhibits the model performances when training
samples are acquired over different numbers of rounds given
fixed total acquisition volume T'. If the rounds are few, the
uniform acquisition in the first round comprises large pro-
portion and may hinder the model performance; Conversely,
excessive rounds result in few samples at each round, and
potentially introduce the uncertainty deteriorating the do-
main weight learning.

5.2.4. COMPARISON OF DISTANCE METRICS

In addition to MMD distance, we explore the effect of var-
ious distances on data acquisition, including mean square
error (MSE) distance and cosine similarity between average
covariate vector. As shown in Figure 5(b) and 5(c), the per-
formance of MMD and cosine are competitive, with a slight
improvement over MSE. A solid distance metric might bet-
ter assist our method in approaching the test domain.

5.3. Functional Map of the World (FMOW) Dataset
5.3.1. EXPERIMENTAL SETTING

Christie et al. (2018) compiles satellite images to promote
research on addressing the dynamic nature of satellite data
shaped by environmental changes. Each image is catego-
rized by building or land use type, with its domain indicating
the capture year and geographical region. In experiments,
we consider the setting where the shift appears in regions.
We use 19 countries® covering 4 continents as the training

3countries include: USA RUS CHN ITA BRA GBR JPN AUS
TUR DEU ESP UKR CAN ARG CHL IND MEX NLD PHL.
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Table 1. The experimental results in FMOW dataset. E, R, S denote ERM, Reweighting and Self-supervised learning model, respectively.

Method | 2000 sample volume |

4000 sample volume |

6000 sample volume

| E R S | E R S | E R S
Uniform | 83.08% 84.49% 83.96% | 85.23% 84.56% 86.28% | 86.51% 87.66% 87.47%
Top-10 | 84.31% 84.82% 84.64% | 86.01% 85.28% 86.74% | 86.84% 87.98% 88.09%
Top-3 | 8433% 8290% 84.46% | 86.39% 85.67% 86.82% | 86.69% 87.00% 87.35%
DAA | 84.85% 85.10% 85.28% | 86.84% 86.25% 87.35% | 87.51% 88.25% 88.11%

Table 2. Important domains selected by approaches upon 4000
sample volume. Each country’s data size locates in ().

Uniform ‘ Each of 19 countries (210)

USA (362) RUS (362) ITA (362) AUS (362)
TUR (362) UKR (362) CAN (362) CHL (362)
NLD (362) PHL (362) Other country (42)

ITA (1110) CHL (1110) NLD (1110)
Other country (42)

USA (116) RUS (106) CHN (60) ITA (1539)
BRA (95) GBR (87) JPN (45) AUS (43)
TUR (149) DEU (74) ESP (76) UKR (136)
CAN (43) ARG (613) CHL (44) IND (169)
MEX (44) NLD (241) PHL (320)

Top-10

Top-3

DAA

domains, and take France as the test domain. In the training
phase, we acquire 2000, 4000 or 6000 samples from train-
ing domains, respectively, and get 100 unlabeled samples
from test domain. In the test phase, we use 12000 test sam-
ples to examine the models under region shift. We utilize
ResNet-50 as the backbone of prediction models.

5.3.2. EXPERIMENTAL RESULT

Table 1 reports the model performance upon different data
acquisition approaches. Strategic data acquisition, as op-
posed to uniform acquisition, brings about a noticeable
enhancement in performance. Our method intuitively iden-
tifies key data acquisition domains and their combinations,
optimally aiding in improving the model generalization per-
formance. leading to its consistent superior results.

5.3.3. INTERPRETABILITY

Furthermore, we show the important domains selected by
different approaches in Table 2. Compared to others, our
approach not only concerns countries across Europe but
also focuses more on Italy, which is most closely related to
France. Moreover, it is capable of uncovering relevant coun-
tries in other continents, such as Argentina, which features

many buildings of French architectural style.

6. Conclusion

In this paper, we highlight the crucial challenge of em-
ploying advanced data acquisition from diverse domains
to improve model performance under distribution shift. To
tackle this issue, we present the Domain-wise Active Acqui-
sition (DAA) framework, a novel approach that iteratively
refines the data acquisition strategy to theoretically enable a
model to more accurately mirror the test distribution. Our
extensive real-world experiments demonstrate the critical
role of developing data acquisition methodology to copy
with the distribution shift and the superiority of our proposal
in enhancing model generalization to target test domain.
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Appendices

A. Proof of Theorem 4.1

Proof. Denote W = (wy, ..., wq)" and W* = (wi,...,w5)T, and || - || is any norm. When [|AA|| is small, satisfying
[|[A7Y| - ||AA]| < 1, then [|[A7YAA|| < ||[A7Y| - ||]AA|| < 1. Therefore, I + A1AA is full rank, then A + AA =
A(I + A=*AA) has full rank. Therefore,

W =W = [|(7 + A7 A4) LA~ (AAW™)|
S |
= -1
= [[A=T] - [JAA]

< la wiww
ST fAT Ay A e

|lAA-wE|

When minn, — o0, since V; < 0o, by central limit theorem,

VTig(bg —1g) & N (0. V),

then we have that

Q
Z — 1) i>/\/<

B. Description of ACS PUMS Data
The descriptions of 5 tasks predefined in ACS PUMS Data (Ding et al., 2021) # are follows.

¢ ACSIncome Task: The outcome variable is whether an individual’s income is above 50, 000, and each sample contains
features in form of 10 dimensional vector.

* ACSPublicCoverage Task: The outcome variable is whether an individual is covered by public health insurance, and
each sample contains features in form of 20 dimensional vector.

* ACSMobility Task: The outcome variable is whether an individual had the same residential address one year ago, and
each sample contains features in form of 21 dimensional vector.

* ACSEmployment Task: The outcome variable is whether an individual is employed, and each sample contains features
in form of 16 dimensional vector.

* ACSTravelTime Task: The outcome variable is whether an individual has a commute to work that is longer than 20
minutes, and each sample contains features in form of 16 dimensional vector.

*https://github.com/zykls/folktables
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