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Abstract

Explainable artificial intelligence (XAI) is concerned with
producing explanations indicating the inner workings of mod-
els. For a Rashomon set of similarly performing models,
explanations provide a way of disambiguating the behav-
ior of individual models, helping select models for deploy-
ment. However explanations themselves can vary depend-
ing on the explainer used, and need to be evaluated. In
the paper “Evaluating Model Explanations without Ground
Truth”, we proposed three principles of explanation evalu-
ation and a new method “AXE” to evaluate the quality of
feature-importance explanations. We go on to illustrate how
evaluation metrics that rely on comparing model explana-
tions against ideal ground truth explanations obscure behav-
ioral differences within a Rashomon set. Explanation evalu-
ation aligned with our proposed principles would highlight
these differences instead, helping select models from the
Rashomon set. The selection of alternate models from the
Rashomon set can maintain identical predictions but mis-
lead explainers into generating false explanations, and mis-
lead evaluation methods into considering the false explana-
tions to be of high quality. AXE, our proposed explanation
evaluation method, can detect this adversarial fairwashing of
explanations with a 100% success rate. Unlike prior explana-
tion evaluation strategies such as those based on model sensi-
tivity or ground truth comparison, AXE can determine when
protected attributes are used to make predictions.

Previously Reviewed Extended Version —
https://dl.acm.org/doi/10.1145/3715275.3732219

Code and Datasets —
https://github.com/KaiRawal/Evaluating-Model-
Explanations-without-Ground- Truth

Introduction

Models that make similar predictions on a given domain
of input datapoints form a Rashomon set of models. These
models can differ in their internal decision-making mech-
anisms, causing differences in critical aspects such as fair-
ness towards protected groups or the use of protected in-
put features. A set of models forming a Rashomon set
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might have similar predictions in a certain input manifold,
but have divergent behavior in a different region of input
datapoints. With the increasingly complex and opaque in-
ner workings of artificial intelligence systems, the internal
mechanisms underlying models often need to be discovered
through dedicated explainable artificial intelligence (XAI)
techniques. Explainability techniques can help disambiguate
models from a Rashomon set with otherwise indistinguish-
able outputs, and aid in model selection by operationalizing
criteria beyond model accuracy.

While there are many competing explanation types, data
modalities, and evaluation desiderata, (Liao and Varsh-
ney 2021), this paper focuses exclusively on local feature-
importance explanations for models operating on tabular
datasets, such as LIME (Ribeiro, Singh, and Guestrin 2016)
or SHAP (Lundberg and Lee 2017). These can operate on
any model type and explain individual predictions rather
than describing global model behavior, producing feature
importances as output: a signed vector indicating the relative
contribution of each input feature to the model prediction.

explainer

explanation vector
(signed importances)

input vector

Figure 1: Explanation generation: Explainer £ produces
an explanation vector e of signed feature importances using
datapoint x, model m and prediction m(x).

Even in this restricted setting, different explanation meth-
ods (explainers) often provide contradictory explanations,
such as in figure 2. The selection of incorrect or intentionally
misleading explanations can misinform users and regulators,
reinforcing systemic biases, and eroding public trust in Al
systems (Barr et al. 2023; Mhasawade et al. 2024; Marx,
Calmon, and Ustun 2020). Evaluating the quality of gen-
erated explanations is therefore a critically important prob-
lem. This is often done anecdotally — of approximately 300
papers proposing new model explanation methods (explain-
ers), one in three papers evaluated explanations anecdotally
(Nauta et al. 2023). Without consensus on the essential prop-
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itive) and Blood Pressure (negative) are important.

Figure 2: Different Explainers Yield Different Explanations: A neural network predicts diabetes on the “Pima Indians”
dataset (Chang et al. 2022). A single positive (diabetic) prediction is explained using four explainers. Each feature-importance
explanation varies, but consists of a signed vector indicating the relative contribution of each input to the model output.

erties that explanations should possess and robust frame-
works to numerically evaluate them, progress in the field
remains slow, with fragmented benchmarks.

In this paper we do not propose a new XAI method but in-
stead develop three general principles: local contextualiza-
tion, model relativism, and on-manifold evaluation to guide
the evaluation of feature-importance explanations. When
seeking to disambiguate the behavior of competing models
from a Rashomon set, explanations should seek to highlight
model differences rather than obscure them. This is opera-
tionalized through the model relativism principle, which pro-
motes explanations being dependent on the specific model
used, rather than aligning towards an ideal value common to
the entire Rashomon set. Conversely, explanations for mod-
els in a Rashomon set should be the same whenever the in-
ternal decision making mechanisms are the same. The on-
manifold evaluation principle requires explanations to de-
pend only on on-manifold model behavior, discounting off-
manifold behavior and promoting similar explanations for
genuinely similar models.
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Figure 3: Explanation evaluation: AXE evaluates the qual-
ity ¢ of explanation e by measuring how accurately predic-
tion m(x) can be recovered from dataset X

We use these principles to propose AXE, a new feature
sensitivity and ground-truth Agnostic eXplanation Evalu-
ation framework that considers a good explanation to be one
that correctly identifies the features most predictive of model
outputs. AXE is inspired by user research which indicates

useful explanations are those that help users emulate and
predict model behavior (Colin et al. 2022). AXE satisfies the
model relativism principle, and can be used to distinguish
models from a Rashomon set that make different predic-
tions. It also simultaneously satisfies the on-manifold eval-
uation principle, ascribing the same explanation to models
in a Rashomon set if they do use the same internal decision
mechanisms. Adversarial attacks have been proposed to ex-
ploit this latter vulnerability, where a discriminatory model’s
behavior is masked using another model that mimics dis-
criminatory predictions (thus forming part of a Rashomon
set), but varies in off-manifold behavior to mislead explain-
ers into masking its discriminatory behavior. AXE is invul-
nerable to this attack and is able to identify the correct ex-
planation despite the adversarial manipulation.

Our notation: For ease of exposition we specify our no-
tation from figures 1 and 3: input vector x, model m, and
explanation e. We use these to define an explanation “qual-
ity” metric ¢ and an evaluation framework () here, and in
algorithm 1 we implement such a framework using AXE.

- Input Vector: The input feature vector for any arbitrary
datapoint is defined as: x = [v1,22,...,2y5] € RV,
where N is the number of features, and each x; is a real-
valued feature.

- Model and Prediction: The model m is a mapping from
the feature space to a binary output: m : RY — {0, 1},
and the prediction for input x is given by: m(x) =
Ypred S {07 ]-}

- Explanation: A local feature importance explanation is
denoted e. It is a function of the input x and model m
(implicitly model prediction m(x) too). For an explainer
E,e = &(x,m), where e € RV, and each component e;
represents the (signed) contribution or importance of the
feature x; to the prediction m(x).



- Explanation Quality Metric: For dataset X, the expla-
nation quality metric ¢ € [0, 1] evaluates the quality of
explanation e for a specific input x and model m. As a
function, ¢ = gx (x, m, e) where 0 < g < 1 (greater q is
better). Previous work often refers to quality scores as fi-
delity or explanation faithfulness (Carvalho, Pereira, and
Cardoso 2019; Liu et al. 2021; Gilpin et al. 2018).

An explanation evaluation framework is a

(X,m,&,Q), where:

o X € R"*N s the dataset of inputs with N features and
v datapoints, X = {x1,X2,...,X,}.

e m:RY — {0,1} is the model being explained.

e £ :RY — RY is the explanation method that generates
explanation e € R for each datapoint x € R,

e @ is the aggregate quality score over the dataset com-
puted as an average of explanation quality ¢:

Q(Xamvg) = %Zq(xiamag(th)?)()'
i=1

tuple

Three Principles for Evaluating Explanations

Variations in explanations occur for many reasons. For ex-
ample: (a) different input datapoints x; #* xo typically
have different explanations; (b) different prediction models
m1 # meo typically have different explanations; and (c) as
seen in figure 2, explanations from different explainers can
have different explanations due to varying off-manifold in-
put sensitivity of the model m in the neighborhood of x. An
evaluation framework that cannot distinguish between ex-
planations from these varying scenarios and always scores
diverse explanations the same is not helpful. We characterize
these situations respectively with the following principles:

1. Local Contextualization: Explanations should depend
on the datapoint being explained. For local explanations,
when the datapoint x changes, the evaluation metric ¢
should not always prefer that the corresponding explana-
tion e remain unchanged. Model behavior is not always
identical across the data distribution.

2. Model Relativism: Explanations should depend on the
model being explained. When selecting a different model
m from the Rashomon set that makes similar predictions
but uses a different internal mechanism, the evaluation
metric ¢ should promote corresponding changes in the
explanation e. Explanations should not hide, but surface
behavioral differences across models in a Rashomon set.

3. On-manifold Evaluation: Explanations on-manifold
should not depend on changes in off-manifold model be-
havior. When off-manifold model predictions m(x + 0x)
change, the evaluation metric g should remain unchanged
for explanation e. Different models from a Rashomon set
have the same behavior on the data manifold, but might
vary in the predictions made “off-manifold”. Explana-
tions should be similar for such models, and evaluation
metrics should consequently be independent of model
behavior in “explanation manifolds”.

The on-manifold evaluation principle is motivated by
the observation that many explanation methods are variants
of sensitivity analysis that capture how much synthetically
varying a particular feature alters model outputs (Ivanovs,
Kadikis, and Ozols 2021; Qiu et al. 2022; Fel et al. 2024).
Ideally, an explanation for model behavior on datapoint x
should not depend on model behavior on a different data-
point X = x + Jdx. Further, evaluation frameworks that
capture the fidelity of explanations with respect to synthetic

Table 1: Explanation Evaluation Metrics: Definitions for ground-truth based explanation evaluation metrics (for explanation
e and ground truth e*): FA, RA, SA, SRA, RC and PRA (Krishna et al. 2024; Agarwal et al. 2024); sensitivity based metrics
PGI and PGU (Agarwal et al. 2024; Dai et al. 2022; Pawelczyk, Broelemann, and Kasneci 2020); and AXE. We list whether
the metric satisfies each principle: Local Contextualization (P1), Model Relativism (P2), and On-Manifold Evaluation (P3).

eXplanation Evaluation

model output. Defined in algorithm 1.

Metric Definition P1 P2 P3
_FA: Feature Agreement Fraction of top-n features common between eand e”. XX . Y.
RA: Rank Agreement Fraction of top-n featur.es common between e and e* with the X X v
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, same position in respective rank orders. T T 7
SA: Sign Agreement Fracthn of top-n features common between e and e* with the X X v
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, S S .
SRA: Signed Rank Agreement Fracthn of top-n features common between e and e* with the X X v
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, samesignandrank.
RC: Rank Correlation zlzleﬁrrgfn s rank correlation coefficient for feature rankings from X X v
PRA: Pairwise Rank Agreement :;r:csggi of feature pairs for which relative ordering in e and e* is X X v
~ PGI: Prediction-Gap on Important  Mean absolute change in model output upon perturbing top-n  , ,

) . . v v X
Feature Perturbation mostimportantinputs.
PGU*: Prediction-Gap on Mean absolute change in model output upon perturbing top-n
Uni . . } v v X
,,,,, nimportant Feature Perturbation most unimportant inputs. 0T
AXE: (ground-truth) Agnostic Predictiveness of the top-n most important inputs in recovering v v v




neighborhoods around real points, are simply encoding a
particular choice of sensitivity analysis without meaning-
fully evaluating the explanation quality.

Broadly, prior explanation evaluation metrics can be clas-
sified into two types:

1. Ground-truth based metrics compare the generated ex-
planations e with ground-truth annotations e*, either col-
lected by humans or inferred using a different proxy (Pet-
siuk, Das, and Saenko 2018; Fong and Vedaldi 2017;
Fong, Patrick, and Vedaldi 2019; Selvaraju et al. 2017).
These include Feature Agreement (FA), Sign Agreement
(SA), Rank Agreement (RA), Signed Rank Agreement
(SRA), Rank Correlation (RC) and Pairwise Rank Agree-
ment (PRA) (Krishna et al. 2024).

2. Sensitivity based metrics verify model sensitivity to the
inputs declared important by an explanation (Petsiuk,
Das, and Saenko 2018; Fel et al. 2024; Samek et al.
2017; Kapishnikov et al. 2019). These have been sum-
marized as Prediction Gap on Important Feature Pertur-
bation (PGI) and Prediction Gap on Unimportant Feature
Perturbation (PGU) (Dai et al. 2022; Pawelczyk, Broele-
mann, and Kasneci 2020; Agarwal et al. 2024).

Sensitivity based metrics overindex on particular expla-
nation methods. For instance, by defining the perturbation
method appropriately, PGI can be made to emulate SHAP or
LIME exactly, thus scoring particular explainers perfectly.
For ground-truth based metrics, there can be similar varia-
tions in the notion of “ground-truth”. Proposals include one
“ground-truth” per datapoint x, unintentionally introducing
independence from m (Zhang et al. 2018; Adebayo et al.
2018) violating the model relativism principle. Consider a
datapoint « such that all models in a Rashomon set m; € M
produce an identical prediction. By having an immutable
“ground-truth” e* to compare diverse explanations e with,
the evaluation metric incentivizes explainers to output the
same explanation regardless of the particular model m;.

With images especially, an explanation is often consid-
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ered good if it selects the “correct” region as important in an
image — regardless of whether the model used those features
(Zhang et al. 2018; Adebayo et al. 2018; Fresz, Lorcher, and
Huber 2024). This leads to egregious violations of the model
relativism principle, as many models m; detecting the same
object in an image (but due to different pixels) can form a
Rashomon set M (Adebayo et al. 2018; Zhang et al. 2018;
Fresz, Lorcher, and Huber 2024). AXE is inspired by meth-
ods proposed to evaluate such explanations (Hooker et al.
2018; Fresz, Lorcher, and Huber 2024).

Ground-truth Metrics promote the same
Explanation Across Models in a Rashomon Set

Real world situations lack access to an oracle to provide
ground-truth explanations e* (Zhou et al. 2021; Molnar,
Casalicchio, and Bischl 2020). For linear models, a com-
mon resolution adopts the model coefficients as the “ground-
truth” for all datapoints x € X in a dataset (Krishna et al.
2024; Agarwal et al. 2024). Figure 4 depicts such an exam-
ple, showcasing a violation of the model relativism principle.

Consider a model m with two input features, X; and Xo,
which makes predictions y, parameterized y = By + 51 X1 +
B2X5. A related model m/ is part of the same Rashomon set
{m,m'} C M, has slightly different decision boundaries
but makes similar predictions y = y' = 3 + 81 X1 + 55 Xo.
For datapoint x and model m feature importances are de-
noted ¢; and i, with explanation e = [i1,43]. FA, RA, SA,
SRA, RC, and PRA measure explanation quality by compar-
ing with ground-truth explanation e* = [f81, 2] (Krishna
et al. 2024). This comparison takes many forms, with def-
initions provided in table 1. For example, our N = 2 fea-
ture setup implies that for the top n features: FA,,—o = 0,
FA,—1 € {0,0.5,1.0}, and FA,,—> = 1, and that FA,,_; =
RA, —2 = PRA,,_5, while RC is undefined.

Plotting evaluation metric ¢ for all possible explanations
e = [i1,i2], model m with 5; = 0.7 and B2 = 0.3 (so
B1 > B2 > 0), we see that regardless of the specific value

X, importance: i
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Figure 4: Explanation Quality is Invariant to Model Selection within the Rashomon Set: Plots showing explanation quality
g (color) across i1 and i values for explanation € = (i1,42). Model m(x) = Sy + $1X1 + B2X2 has ground-truth e* =
(81, B2) = (0.7,0.3). Consider model m’ (x) = 5, + 51 X1 + 85 X2 that makes “mostly” similar predictions and belongs to the
same Rashomon set {m,m’'} C M.If 5] > 5 > 0, then these explanation quality measurements remain unchanged (despite
changes in ground-truth e* against which explanation e will be compared). This violates the model relativism principle.



of e, there are regions where the resulting RA,,—o is the
same (figure 4 a). Similarly, the S A, is the same across
i1,1o regions (figure 4 b) and SRA,—» too (figure 4 c).
Concretely, any explanation e = (i1,145) such that 1 > 0,
io > 0, and i1 > 1o (region labeled 1 in figure 4 c) is guar-
anteed to have the same FA, RA, SA, SRA, RC, and PRA.

Any model m’ € M with similar predictions such that
m # m’ with the same explanation quality evaluations as
model m from figure 4 would violate the model relativism
principle. Upon observation, all models m’ such that 5] >
B4 > 0 satisfy this condition. The relative importance of X
with respect to X, can range from 1 to oo in the limit, but the
ground-truth based explanation quality metrics FA, RA, SA,
SRA, RC, and PRA would be unchanged. For instance if m/’
has similar predictions on the test set to m with 8] = 0.5 and
B4 = 0.3, then the models belong to the same Rashomon set
but the evaluation promotes the exact same explanation for
both models, despite the relative importance of the features
being different.

This example demonstrates local contextualization viola-
tions too. The presence of entire regions (as opposed to indi-
vidual points) in figure 4 with a common explanation quality
value ¢ indicates that different possible explanations € map
to the same quality of 1, 0.5, or 0. Since the comparison is
always with a fixed vector e* which does not change with
datapoint x, explanations for different datapoints are incen-
tivized to be identical, promoting a single “global” explana-
tion over per-datapoint “local” explanations.

A Sensitivity and Ground-Truth Agnostic
Explanation Evaluation Framework

Inspired by desiderata from user studies (Colin et al. 2022;
Algaraawi et al. 2020; Buginca et al. 2020; Chandrasekaran
et al. 2018; Hase and Bansal 2020; Poursabzi-Sangdeh et al.
2021), and seeking to alleviate common problems with
ground-truth based evaluation, we consider a simple alter-
native to sensitivity-driven methods of XAl evaluation: the
important features in any explanation should be more predic-
tive of the model output than the unimportant features. AXE
adopts classifier accuracy (Hooker et al. 2018) to measure
the predictiveness of the top-n important features. This “top-
n” style formulation, just like prior metrics from table 1, is
considered intuitive for practitioners (Agarwal et al. 2024).

For datapoint x and explanation e, the top-n most impor-
tant features are the importances with the largest absolute
values. To measure explanation quality ¢, AXE uses pre-
dictiveness — the accuracy of a k-Nearest Neighbors (k-NN)
model M* in recovering the model prediction m(x) using
only the subset of the the top-n most important features. The
k-NN M mimics the prediction m(x) of model m by aver-
aging over the predictions from the k neighbors nearest to x
(Fix and Hodges 1989; Cover and Hart 1967).

Algorithm 1 defines our framework for evaluating expla-
nations. We denote the target variable Y, predicted from the
input dataset X consisting of v datapoints and N features.
The model m makes predictions Ypreas = m(X), for which
a set of feature-importance explanations ¥ can be computed
such that Je; € EVx; € X'. AXE fits multiple k-NN models

Algorithm 1: Evaluating Explanation Quality with AXEfL

Require: Number of Features n, Number of Neighbors &
Dataset X = {x;}/_, Predictions Ypreas = {vi}i_1.
and Explanations F = {e;}?_;

1: Initialize an empty list: Y « []

2: for each datapoint x; and explanation e; in (X, E) do

3:  Find the n most important input features: finp, <
ImpFeatures(e;, n)

: Create Xy with subset of features fi,, from X

5. Train K-NN model M} with inputs X' + and target
}/preds

6:  Obtain prediction g; from MF for datapoint x;

7:  Append gy; to Y

8: end for R

9: Return performance measure: Accuracy (Y, Ypreds)

M f to predict model outputs Ypreqs, not data labels Y. AXE
has two hyperparameters: n for the “top-n” number of im-
portant features to use and k, for the number of neighbors to
use in the k-NN model M*; denoted AXEF .

It is essential not to use the same k-NN model for all pre-
dictions — AXE does not build a global k-NN surrogate to
measure explanation quality. For each datapoint x;, we use
a unique k-NN model that considers the top-n most impor-
tant features for that particular explanation e;. This insight is
critical to ensure that AXE does not just report the accuracy
of an arbitrary k-NN model over the entire dataset. Conse-
quently, AXE satisfies the local contextualization principle
by using a different set of neighbors for each datapoint x.
Each datapoint has its own nearest-neighbors model MF,
unique to each prediction y; for x;. It further satisfies the
model relativism principle by training model MF to predict
the classifier response Ypreqs, rather than the target feature
Y, making the quality metric ¢ dependent on the model m.
Finally, AXE satisfies the on-manifold evaluation principle
because the k~-NN models are explicitly limited to the exist-
ing data manifold and do not rely on new datapoints x ¢ X,
avoiding feature sensitivity measures.

Detecting Explanations Fairwashed Using
Different Models from a Rashomon Set

We simulate a state-of-the-art adversarial attack (Slack et al.
2019) on explanations in a real-world setting where ground-
truths remain unknown. The attack modifies a model m,
known to be discriminatory, creating new models mg or mp,
that respectively fool SHAP and LIME into generating ex-
planations e that show the discriminatory feature as unim-
portant. The discriminatory decision procedure employed
internally by model m remains unchanged in models mg
and mp, and the three models make similar predictions. The
models m, mg, and m, therefore form a Rashomon set of
models that make similar predictions.

This attack fairwashes model explanations by hiding dis-
criminatory model behavior. Imagine explanations for the
diabetes prediction model figure 2 showing that the model



Table 2: Detecting explanation fairwashing: We replicate an adversarial fairwashing attack (Slack et al. 2019) and generate
spurious explanations, which we try to then detect using quality metrics ¢ that do not need ground-truths: AXE, PGI, and PGU.
E, is a set of explanations that correctly denote that the most important model input feature is X ,. Ey and I, are explanations
where the most important feature is X or X,. We are explaining model m,. which uses the same internal mechanism as model
m for all datapoint in the data input manifold, ie {m, m.} C M and both use feature X, to make predictions. A good evaluation
metric ¢ should distinguish manipulated explanations from correct explanations: (i) G(E,) > q(Ey) and (i) §(E,) > G(Ey);
where G(E) = ). q(e)/|E|. AXE always scores the correct explanation better than other explanations.

Eval. Evaluating explanations with a single important attribute: d(E,) > q(Ey)
Dataset Adversarial Metricq  protected Foil 1 Foil 2 Other and
Model (n=1) a(E,) d(Eg) G(Ey) G(E.) 4(Ep) > q(Ey)
— PGI 0.032 0.143 na 0018 <
| (pGU -0.486 -0.536 na -0.483 v
German (LIME, 1 foil) AXE 1.000 0.680 na 0.617 v
Credit o m51 77777777777777777777777 PGI 0.037 o na 0.037] vV
| (pPGU L0475 -0.529 na -0.478 v
(SHAP, 1 foil) AXE 0.990 0.690 na 0.622 v
777777777777;{; 7777777777 PGI 0006 0  na 0067 v
| opcu -0.481 0479 na 0431 X
(OMEAOD ] Vaxe 0992 0739 a 0534 v
i PGI 0.006 0.035 na 0.009 X
| opcu -0.091 0,077 na -0.090 X
compas ARLOD ] UAxe 096 0761 ma 0527 v
i PGI 0.006 0 0.001 0.075 v
| opcu -0.520 0520 0-0524 -0.464 X
(VB2 | Vaxe 0990 0739 0735 053 v
s PGI 0.005 0.039 0,041 0.010 X
| opcu -0.104 -0.090 -0.092 -0.106 X
o onAR2RI | axe 0956« 0.746 0731 0531 v
- PGI 0.103 0 na 0.029 v
1
| pcU -0.479 -0.460 na -0.481 X
(LIME, 1 foil) AXE 1.000 0.765 na 0.793 v
o ms 777777777777777777777777 PGI 0.089 0.006 na 0.005 vV
1
| pcU -0.446 -0.429 na -0.448 X
Communities ~ OHAP 1 foil) AXE 0.985 0.765 na 0.790 v
and Crime 777;7;77777774777PGT777776.71(71 777777 0.001 0.001 0.034 v
2
| prcu -0.534 -0.536 -0.536 -0.535 v
(LIME, 2 foils) | *“ s v 0.995 0.760 0.760 0.792 v
o mS 777777777777777777777777 PGI 0.094 0.006 0.005 0.008 vV
2
| pcu -0.479 -0.470 -0.479 -0.479 X
(SHAP, 2 foils) | =~y v 0.955 0.760 0.755 0.781 v

used benign inputs to make its prediction, when the model
actually made predictions using protected attributes that are
medically irrelevant. Like m, mg and mj too make deci-
sions using only the “protected” feature (X,), but they fool
explainers SHAP and LIME respectively into generating ex-
planations showing spurious “foil” features (X4, X) as the
most important (Slack et al. 2019). A good evaluation met-
ric would identify the same explanation to be of high quality
for all three models. This explanation would ideally be the
“correct” one indicating that a protected feature (X,) was
important to the model prediction. Models mg and mj, are
manipulated such that other explanations (showing features
Xg4or Xy, as important) get generated, but a good explana-

tion evaluation metric ¢ should identify these manipulated
explanations by scoring them poorly.

Formally, given a data manifold D and model m that
uses a “protected” input feature X, (eg. race or gender) to
make predictions, the attack enumerates models m, in the
Rashomon set of the model {m,m.} C M such that they
make the same predictions using the same protected input
feature on the data manifold, that is m.(x) ~ m(x)vx € D.
The model m. might differ from m off-manifold, and in the
case of mg and my, is explicitly designed such that the be-
havior outside of data manifold D, in the explanation man-
ifold of SHAP or LIME, presents spurious “foil” input fea-
tures X4 or X, as most important.



Model behavior differs only for datapoints that lie off the
data manifold x ¢ D. If we were considering these data-
points, where models genuinely used different features (eg.
X4 vs Xy), then model relativism would require explana-
tions to differ: explaining m should indicate protected input
feature X, as important, while explaining m, should ascribe
importance to X4 or X,,. However, when considering data-
points on-manifold x € D, on-manifold evaluation requires
feature importance explanations for m,. to correctly identify
the protected attribute X, as important. Recall that for these
datapoints, both m and m, use the same internal mecha-
nism, making identical predictions using the protected fea-
ture X ,.

We use the same datasets and models as the original
adversarial attack (Slack et al. 2019): the German Credit
dataset from lending (Hofmann 1994) and the COMPAS
(Larson et al. 2016) dataset and the Communities and Crime
dataset (Redmond 2002) from criminal justice. We then
manually construct competing feature-importance explana-
tions: £, is the set of all explanations where the protected
feature X, is the most important feature. £y and E, are
the explanation sets where the foil feature X, or X, is
the most important, respectively. Finally, E,, is the set of
all other explanations, where the most important feature is
neither protected nor a foil feature. The credit model is ad-
versarially modified to deliberately favor men over others,
and the criminal justice models are modified to favor white
people over others. Explanations that reveal this (£,) are
correct. Explanations that mask this (£, E,;) are spurious.
Evaluation metrics ¢ should identify this by the condition
4(E,) > 4(Ey) and G(E,) > G(Ey); where § is the average
quality g(E) = Y,  a(e)/|E|

We test AXE against PGI and (-)PGU (PGU values
flipped negative so that higher scores are better like PGI and
AXE) by scoring various explanations for models m.. We
use the German Credit (Hofmann 1994) dataset from lend-
ing and the COMPAS (Larson et al. 2016) and Communities
and Crime (Redmond 2002) datasets from criminal justice.
We assume the adversary is interested in deploying binary
classifier m that makes predictions using protected charac-
teristics X, race or gender. We consider 4 kinds models in
the Rashomon set: designed to fool explainers SHAP and
LIME, and with 1 or 2 spurious foil features respectively,
giving us M = {mg1, mg2, mr1, mr2}. We then score
competing explanations for each of these models, check-
ing that explanations identifying the protected feature X,
as most important receive the highest scores.

Table 2 we summarizes our results. To test explanations
constructed to consider one feature as important and all oth-
ers as unimportant, we use AXE ,,—;, PGI,,—; and PGU,,—;.
The last column 2 shows PGU failing to discern correct ex-
planations E, from spurious ones Ey,, I, 7 out of 10 times,
and PGI failing 3 out of 10 times. The overall error rate for
PGI and PGU is 50%, while AXE has no failures yielding
an error-rate of 0%. Off-manifold manipulation by models
m. from the Rashomon set of the model m € M, designed
to mislead explainers SHAP and LIME, also misleads sensi-
tivity based evaluation metrics PGI and PGU.

Conclusion

In this paper we have focused on two important aspects
of XAI as they relate to the Rashomon effect. If mod-
els make similar predictions but through different internal
mechanisms, explanations should seek to highlight these dif-
ferences (model relativism). Figure 4 presents an example
case where prior ground-truth based metrics fail this simple
test, and promote a single explanation across models in a
Rashomon set. Conversely, if models in a Rashomon set use
the same internal mechanism to make a prediction, differing
only off-manifold, then explanations on-manifold should be
the same for all models (on-manifold evaluation). For mod-
els from a Rashomon set that have the exact same internal
mechanisms, if explanations generated are different due to
adversarial fairwashing then this should be detected when
evaluating them. Our experiment in table 2 shows that unlike
prior metrics, our proposed metric AXE can detect adversar-
ial fairwashing because it follows the three principles of ex-
planation evaluation. While this abridged paper highlights
connections between explanation evaluation and predictive
multiplicity caused by the Rashomon effect, additional ex-
periments and theory situating AXE in the Al explainabil-
ity literature can be found in the original paper “Evaluating
Model Explanations without Ground-truth”.
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