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ABSTRACT

Electroencephalogram (EEG) classification has gained prominence due to its ap-
plications in medical diagnostics and brain-computer interfaces. However, EEG
data is known to have a low signal-to-noise ratio, resulting in high variance in pre-
dictions across similar instances. To overcome this issue, we introduce RoGra, a
novel approach leveraging residual graph convolutional networks for robust EEG
classification. Our model incorporates dynamic time warping (DTW) to align tem-
poral information and capture meaningful neighborhood relationships, enhancing
robustness against artifacts. Experiments on three well-established EEG datasets
demonstrate that RoGra outperforms baseline methods by up to 25%, marking the
largest improvement in EEG classification accuracy since the introduction of the
seminal EEGNet. Our code is publically available1.

1 INTRODUCTION

Electroencephalogram (EEG) classification is a key task in time-series analysis, both from a theo-
retical and practical perspective, due to its inherent complexity and significant challenges (Parbat &
Chakraborty, 2021; Pan et al., 2022). One of the main problems is that the EEG sequences are often
contaminated by various artifacts, such as eye blinks, eye movements, and muscle activity (Kotte
& Dabbakuti, 2020; Delorme, 2023), which can significantly degrade the quality of the recorded
data. These artifacts, which originate from sources other than brain activity, obscure relevant neural
signals and reduce the signal-to-noise ratio (Johnson, 2006), thereby impairing the performance of
downstream applications such as classification and clinical analysis.

Existing EEG classification approaches typically focus on denoising as a preprocessing step, aiming
to remove specific types of artifacts, as demonstrated in (Pan et al., 2022). However, the optimal
denoising strategy remains an open question. Recent findings by Delorme (2023) suggest that au-
tomated denoising can, in fact, reduce classification performance, or at best, have no significant
impact, raising concerns about the efficacy of such preprocessing steps.

In this work, we model EEG sequences as a graph, where edges represent the relationships be-
tween different EEG instances, transforming the EEG classification task into a node classification
problem. We introduce a neural architecture for EEG classification, built on graph neural networks
(GNNs) (Scarselli et al., 2008; Bresson & Laurent, 2017; Kipf & Welling, 2022). Leveraging the
inherent denoising capabilities of GNNs, due to the smoothness properties of graph-based archi-
tectures (Ma et al., 2021), we demonstrate that our approach is resilient to noise and enhances
classification accuracy. Our method, termed Robust EEG classification via Graph Neural Networks
(RoGra), integrates an InceptionTime (Ismail Fawaz et al., 2020) module to capture high-level tem-
poral features, which are further refined through a residual GNN layer (Bresson & Laurent, 2017;
Liu et al., 2021). This layer processes information from neighboring nodes using a similarity-based
adjacency matrix (Zha et al., 2022), treating each edge as a functional dependency between con-
nected nodes. To account for time shifts between different time series, we compute similarities of
data points with the help of Dynamic Time Warping (DTW) (Sakoe & Chiba, 1978). We argue that
the similarity-based adjacency matrix introduces a beneficial inductive bias, improving classifica-
tion performance for EEG data. Our method achieves a significant improvement of approximately
25% across various EEG datasets while maintaining stable performance. These results indicate that

1Git link redacted for double-blind review. Please check the .zip file in the supplementary materials.
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GNNs can effectively mitigate the impact of diverse artifacts without compromising the integrity of
the underlying neural signals.

Our contributions in this work are the following:

1. We introduce Robust EEG Classification via Graph Neural Networks, (RoGra), which
exploits similarity-based graph neural networks within the context of EEG classification.

2. We formulate the EEG classification task as an inductive node classification problem, where
weighted edges are constructed from the data matrix with the help of dynamic time warp-
ing.

3. We demonstrate the effectiveness of RoGra on both EEG classification and general time-
series classification tasks. Our model achieves up to a 25% improvement in accuracy across
three benchmark EEG datasets, representing the largest performance gain in EEG classifi-
cation since the introduction of EEGNet! Additionally, RoGra proves to be generalizable,
outperforming state-of-the-art time-series classification models by approximately 2% on
four multivariate non-EEG time-series datasets.

4. We empirically show that RoGra is especially robust to noise. By adding successively more
and more noise to the data, we show that RoGra is able to classify in highly noisy settings,
where RoGra is able to maintain its performance.

2 RELATED WORK

In the EEG literature, most models integrate various types of convolutions (spatial, temporal, and
hybrid), along with normalization, pooling, and a final linear layer. Some pioneering models include
EEGNet (Lawhern et al., 2018) and ShallowConvNet (Schirrmeister et al., 2017), both of which
employ temporal convolutions and convolutional blocks. SCCNet (Wei et al., 2019) extends this
by incorporating spatiotemporal convolution to learn spectral filtering. FBCNet (Mane et al., 2021)
follows a similar approach to EEG-TCNet but incorporates spectral filtering in the initial stage.
EEG-TCNet (Ingolfsson et al., 2020) utilizes causal convolutions, while TCNet-Fusion (Musallam
et al., 2021) enhances this and concatenates the outputs of the first and second layers before the
final classification step. MBEEGSE (Altuwaijri et al., 2022) is one of the first transformers and uses
EEG blocks (Riyad et al., 2020) in combination with SE attention blocks (Altuwaijri & Muhammad,
2022). MAtt (Pan et al., 2022) introduces a novel approach by utilizing manifold attention layers in
Riemann space instead of the standard Euclidean space. Furthermore, Burchert et al. (2024) propose
ResNet (Kachuee et al., 2018) and Inception (Ismail Fawaz et al., 2020) as robust baselines, along
with a different training protocol for joint subject training. One of the main challenges in EEG
classification literature is the large variance observed when training models on different subjects for
the same task. Additionally, model performance is highly dependent on the choice of architecture
and hyperparameters, leading to high standard deviations. As a result, it becomes difficult to identify
the most suitable models for a given task, as many results lack statistical significance.

Signals in EEG datasets inherently contain brain activity alongside various sources of noise and ar-
tifacts (Zhang et al., 2021). Numerous studies have addressed these noise issues, originating from
sources such as ocular movements (Croft & Barry, 2000; Chan et al., 2010) and muscle activity (Mc-
Menamin et al., 2010; Nekrasova et al., 2022). Traditional denoising techniques, such as regression
and linear filtering methods, have been widely used to mitigate noise in EEG signals (Lai et al.,
2018; Grobbelaar et al., 2022). However, these approaches often risk removing or distorting im-
portant physiological information, thereby reducing classification performance (Lai et al., 2018).
Advanced methods, including blind source separation (Taha & Abdel-Raheem, 2022) and empirical
mode decomposition (Soler et al., 2020), have also been explored but struggle with non-linear or
overlapping artifacts. Furthermore, signal decomposition methods like Wavelet Transform (Borse,
2015; Alyasseri et al., 2019) have gained popularity, though they rely heavily on the selection of an
appropriate wavelet basis and thresholding, which can be challenging and may lead to the loss of
significant signal components (Lai et al., 2018; Grobbelaar et al., 2022). Therefore, mitigating the
impact of diverse noise sources without compromising the integrity of the neural signals remains an
open question.

Graph neural networks (GNNs) capture dependencies in a graph by facilitating information ex-
change between nodes (Zhou et al., 2020). The problem of time series classification can be ap-
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proached from two distinct perspectives: as a graph classification task, referred to as Series-as-
Graph, or as a node classification task, referred to as Series-as-Node (Jin et al., 2024). In the Series-
as-Graph approach, time series classification was first explored by Time2Graph (Cheng et al., 2020),
which extracts time-aware shapelets to build a shapelet-based graph for classification. This was ex-
tended to Time2Graph+ (Cheng et al., 2021), introducing time-level attention to capture shapelet
evolution. MTS2Graph (Younis et al., 2024) combines CNNs and clustering to extract patterns and
build graphs for classification, while TodyNet (Liu et al., 2024) avoids predefined graphs, using tem-
poral graph pooling to capture spatio-temporal dependencies. From the Series-as-Node perspective,
SimTSC (Zha et al., 2022) represents each time series as a node in a graph, with edges weighted by
similarity. GNN operations generate node embeddings, which are then classified. In this work, we
formulate EEG classification task from a Series-as-Node perspective as in (Zha et al., 2022) where
edges are constructed from the data matrix.

GNNs have recently gained attention for EEG classification, with various GNN architectures being
tailored to specific EEG tasks (Klepl et al., 2024) such as emotion recognition (Song et al., 2018;
Zhou et al., 2023), epilepsy diagnosis (Wang et al., 2023), seizure detection (Ho & Armanfard,
2023; Tang et al., 2021), sleep staging (Eldele et al., 2021), and motor imagery (Jin et al., 2021).
Many state-of-the-art GNN-based approaches leverage pre-defined structural connectivity to repre-
sent the physical connections between EEG sensors (Zhong et al., 2020; Lin et al., 2021), and rely
on feature extraction techniques involving convolutional neural networks (CNNs) (Jia et al., 2021),
long short-term memory (LSTM) (Hou et al., 2020), or multi-layer perceptrons (MLPs) (Sun et al.,
2022). These features are then fed into different GNN variants, such as simplified Graph Neural
Networks (GCNs) (Klepl et al., 2022), first-order ChebConv (Raeisi et al., 2022), and Graph Atten-
tion Networks (GATs) (Priyasad et al., 2022). However, current state-of-the-art graph-based EEG
classification methods have several limitations. First, they are only tailored to specific tasks, lack-
ing a generalizable framework for diverse EEG classification problems. Additionally, these models
typically construct graphs based on the physical locations of EEG sensors, which fails to capture
the functional dependencies between EEG signals. Furthermore, like other EEG-based approaches,
these models often show only moderate performance, as they struggle to fully leverage the complex
information inherent in EEG signals.

3 PRELIMINARIES

3.1 PROBLEM SETTING: EEG TIME SERIES CLASSIFICATION

Given a set of EEG recordings from a subject and their classification into distinct categories (e.g.,
by an expert), the objective is to classify new EEG recordings from this subject into these categories
based on patterns in the signals. Each EEG recording is represented by a time series X ∈ RC×T ,
where C is the number of EEG channels (electrodes) and T the length of the recording in time steps,
each class label by a number y ∈ {1, . . . ,K}. Given N such labeled EEG recordings, i.e., pairs
(X1, y1), . . . , (XN , yN ) from an unknown distribution p (e.g., representing a subject), the task is to
find a model ŷ that maps EEG signals X to the correct class (where X and its ground truth class y are
from the same distribution p). Correctness is measured simply by a loss function, typically accuracy
or for problems with imbalanced class distribution area under the curve (AUC; see Appendix A.2).
To achieve this goal, the model has to capture both spatial (across channels C) and temporal (across
time points T ) patterns.

We focus on the standard inductive problem setting, where the model must make predictions for
each test instance independently, without access to the features of other test instances. In contrast,
in the transductive setting, models have access to all test features collectively, providing additional
information. We emphasize this distinction to differentiate our work from transductive approaches
in the literature.

3.2 EEG TIME SERIES CLASSIFICATION AS NODE CLASSIFICATION

We represent EEG data as a graph from a novel perspective. Instead of using channels as nodes
and treating EEG time series classification as a graph classification task, we construct a graph
G = (V,E) where each node vi ∈ V corresponds to a full EEG sequence Xi. Edges E denote
relationships between these time series, based on a similarity matrix A. Each EEG sequence Xi has

3
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Residual GNN PredictionSimilarity
Measure
(DTW)

Figure 1: Our proposed model RoGra

a label yi ∈ {1, 2, . . . ,K}, where K is the number of distinct classes representing different brain
states or conditions. The objective is to predict these labels y = (y1, y2, . . . , yN ) for all nodes in
the graph.

4 METHODOLOGY

While the vast majority of recent EEG classification models follow one common architecture, deep
convolutional neural networks, with many different layers and choices in detail (see sec. 2), we are
interested in a model than can leverage both, a rich encoder of the EEG recording and a distance
measure d between such EEG recordings in an end-to-end learnable way in a graph neural network.
Here, the graph neural network is build not over a single instance, e.g., over the different channels,
but each EEG instance is a node. Let us have in the following a sequence of EEG training series
X = (X1, . . . , XN ) ∈ (RC×T )N . RoGra contains the steps we discuss in the following. It is
depicted in Figure 1 and the training procedure is described in Algorithm 1.

1. DTW Distance and Graph Construction The EEG sequences X1, . . . , Xn denote the nodes
and the adjacency matrix (and therefore the edges) is constructed as follows. We are using dynamic
time warping (DTW; Sakoe & Chiba 1978) to measure distances between two EEG recordings,
allowing to re-align patterns that slightly shifted in time between different instances:

dDTW(Xm, Xn) := min{
|w|∑
i=1

d(Xm,wi,1
, Xn,wi,2

) | w ∈ ({1, . . . , T}2)∗ warping path}

where a sequence w of index pairs is called a warping path if it starts at (1, 1), ends at (T, T ) and in
each step each index increases by 1 or stays at its previous value. We convert distances into similarity
values used for edge weights in a weighted adjacency matrix A via an exponential decay (Zha et al.,
2022):

Am,n := exp(−α · dDTW(Xm, Xn)), m, n ∈ {1, . . . , N} (1)
where α ≥ 0 controls how quickly the weights decay with increasing DTW distance; in all our
experiments we used α := 0.3. We sparsify the weighted adjacency matrix A by keeping only the
largest J values in every row and setting all others to zero, in effect dropping the edges between
these nodes.

2. Instance Encoding. We utilize InceptionTime (Ismail Fawaz et al., 2020) to extract temporal
features from each EEG recording Xn. It employs multi-scale convolutional layers with various
filter sizes k ∈ {1, 3, 5} to capture temporal patterns at different resolutions and then concatenates
all of them to an initial latent representation:

Z0
n := inception(Xn; θ

enc) ∈ RF (2)
where F ∈ N is the latent feature dimension and θenc are the parameters of the inception encoder
(e.g., its kernel matrices). Z0

n now represents the initial latent embedding of instance Xn.

4
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3. Information Fusion with Residual Graph Neural Networks. Once the temporal features
Z0 are extracted, we use Residual Graph Neural Networks (ResGNN; Bresson & Laurent 2017;
Liu et al. 2021) to fuse the two types of information: the distance information in the graph G,
esp. its weighted adjacency matrix A, and the initial encodings Z0

n of the EEG recordings, used
as node features in the first GNN layer. Each layer performs one step of message passing between
neighboring nodes, transforming the N × dl matrix Zl of all node features to a N × dl+1 matrix
Zl+1

Zl+1 := ϕ(A′ZlWl) + ZlW ′
l (3)

if the latent dimension changes (dl+1 ̸= dl), and just with a residual link otherwise:

Zl+1 := ϕ(A′ZlWl) + Zl (4)

where Wl,W
′
l are trainable weight matrices. Here A′ = D− 1

2AD− 1
2 denotes the normalized adja-

cency matrix, where D is the weighted degree matrix, the diagonal matrix containing the row sums
of A, and ϕ an activation function. The output of the last, L-th layer we denote as

ResGNN(A,Z0; θGNN) := ZL (5)

with parameters θGNN := (Wl,W
′
l )l=0:L−1.

4. Node Classification Head. We choose the number of classes as last embedding dimension
(dL := K) and finally apply softmax on the output of the last GNN layer (on top of its activation
function), to predict class probabilities:

ŷn := RoGra(X; θ)n := softmax(ZL
n ) (6)

with parameters θ := (θenc, θGNN).

5. Loss and Training Procedure. During training time, we infer the predicted labels with RoGra
and train with cross-entropy:

ℓ(θ;X, y) :=
1

N

N∑
n=1

cross-entropy(yn, ŷn) with ŷ := RoGra(X; θ) (7)

6. Inference for Test Examples. At inference, RoGra will build a separate graph for each test
instance Xqu. This is done by building a graph having the training examples and the particular
test example as nodes. We then apply RoGra, i.e., step 1 to 4 to (X1, . . . , XN , Xqu) and use the
predictions for the test instance:

ŷ(Xqu) := RoGra((X1, . . . , XN , Xqu); θ)N+1

Equipped with this inference procedure RoGra is a fully inductive model that can predict each in-
stance separately. For performance reasons, we batch the training examples and compute the simi-
larity matrix only in the batch and apply RoGra batch wise. For inferring a test example, we sample
a batch of training instances X1, ..., XB and compute RoGra((X1, . . . , XB , X

qu)).

7. Delineation from SimTSC and Kernel-based Methods. While RoGra shares some conceptual
similarities with SimTSC (Zha et al., 2022) in constructing the adjacency matrix, it introduces key
distinctions that set it apart. RoGra leverages an InceptionTime encoder to process time series data
or EEG recordings. It utilizes a ResGNN architecture to dynamically update node representations.
Unlike approaches that build a graph over channels, separately for each instance, RoGra constructs
a graph over all training instances and the test instance being predicted. For each test instance Xqu,
a graph G(Xqu) is formed with nodes V (Xqu) := {X1, . . . , XN , Xqu}, and edges are created based
on nearest neighbors according to the distance measure d. This setup differs from the transductive
inference approach used in SimTSC, where a single graph is built over both the training and several
test instances. It also contrasts with kernel-based models, as RoGra constructs its graph using only
the training predictors Xn, without incorporating the class labels yn.

5
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Algorithm 1 RoGra Training

Require: Training datasetDtrain = {(X1, y1), . . . , (XN , yN )}, scaling factor α, batch size B ≤ N ,
number of epochs I

1: Initialize θenc, θGNN randomly
2: for epoch i = 1 to I do
3: Partition data Dtrain in batches {(X(j)

b , y
(j)
b )b=1:B | j = 1, . . . , ⌈N/B⌉}

4: for each batch (X
(j)
b , y

(j)
b )b=1:B do

5: Aab ← ComputeSimilarity(X(j)
a , X

(j)
b ) ∀a, b ∈ {1, . . . , B} ▷ Equation (1)

6: Z0
b ← inception(X(j)

b ; θenc) ∀b ∈ {1, . . . , B} ▷ Equation (2)
7: ZL ← ResGNN(A,Z0; θGNN) ▷ Equation (5)
8: ŷb ← softmax(ZL

b ) ∀b ∈ {1, . . . , B} ▷ Equation (6)
9: L ← 1

B

∑B
b=1 cross-entropy(ŷ(j)b , y

(j)
b ) ▷ Equation (7)

10: Update parameters: θenc, θGNN based on ∇θL
return θenc, θGNN

5 EXPERIMENTS

We compare our model RoGra in two settings, EEG classification and time-series classification
(TSC). For the application domain of EEG, we evaluate our method with the current state-of-the-art
models for EEG Classification including Inception and InceptionJoint (Burchert et al., 2024), MAtt
(Pan et al., 2022), MBEEGSE (Altuwaijri et al., 2022), FBCNet (Mane et al., 2021), TCNet-Fusion
(Musallam et al., 2021), EEG-TCNet (Ingolfsson et al., 2020), SCCNet (Wei et al., 2019), EEGNet
(Lawhern et al., 2018), and ShallowConvNet (Schirrmeister et al., 2017). Additionally, we analyze
RoGra in the broader context of TSC on five multivariate UCR (Dau et al., 2019) datasets. Here we
compare against SimTSC(Zha et al., 2022), HIVE-COTE2 (Middlehurst et al., 2021), Hydra-MR
(Tan et al., 2022), and H-InceptionTime (Ismail-Fawaz et al., 2022).

5.1 DATASETS

For EEG classification, we experiment on the following three datasets representing three different
classification targets, motor imagery, visual stimuli, and error recognition, respectively.

MI – Motor Imagery (Brunner et al., 2008). Originally released for the BCI Competition IV in
2008 as dataset BCIC-IV-2a, it is widely used in EEG-based studies and consists of recordings from
9 subjects. The EEG signals were collected using 22 Ag/AgCl electrodes placed over central and
surrounding scalp regions, with a sampling rate of 250 Hz. The motor imagery task in this dataset
includes four classes, where subjects were asked to imagine one of four movements: right hand,
left hand, feet, or tongue. Standard preprocessing procedures were applied to the 22-channel data,
which involved down-sampling the signals from 256 Hz to 128 Hz, followed by band-pass filtering
to retain frequencies between 4 Hz and 38 Hz. The signals were then segmented, beginning 0.5
seconds after the onset of the cue and continuing for 4 seconds, resulting in segments containing
438 time points.

SSVEP – Steady-State Visual Evoked Potentials (Nikolopoulos, 2021). Released 2016 by the
MAMEM project as dataset II, it includes EEG recordings from 11 subjects, using an EGI 300
Geodesic EEG System (GES 300). During the task, subjects focused on one of five visual stim-
uli flickering at specific frequencies (6.66, 7.50, 8.57, 10.00, and 12.00 Hz) for a duration of five
seconds. Preprocessing of the EEG signals involved applying a band-pass filter between 1 Hz and
50 Hz. Eight channels, located in the occipital region of the brain (PO7, PO3, PO, PO4, PO8, O1,
Oz, and O2), where the visual cortex is situated, were selected for analysis. Each trial was divided
into four 1-second segments, starting 1 second after the cue onset and continuing for the next four
seconds. This produced a total of 500 trials of 1-second, 8-channel SSVEP signals for each subject,
with each segment consisting of 125 time points.

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2025

Table 1: Performance comparison for the datasets BCIC-IV-2a (MI), MAMEM EEG SSVEP
(SSVEP) and the BCI challenge error-related negativity (ERN). We report the average accuracy
for MI and SSVEP and the AUC for ERN over 5 runs respectively. The best result is highlighted
in bold and the second best is underlined. Overall we achieve an average relative increase in perfor-
mance of 18.78% over the current state-of-the-art.

Model MI SSVEP ERN
ShallowConvNet 61.84±6.39 56.93±6.97 71.86±2.64
EEGNet 57.43±6.25 53.72±7.23 74.28±2.47
SCCNet 71.95±5.05 62.11±7.70 70.93±2.31
EEG-TCNet 67.09±4.66 55.45±7.66 77.05±2.46
TCNet-Fusion 56.52±3.07 45.00±6.45 70.46±2.94
FBCNet 71.45±4.45 53.09±5.67 60.47±3.06
MBEEGSE 64.58±6.07 56.45±7.27 75.46±2.34
MAtt 74.71±5.01 65.50±8.20 76.01±2.28
Inception 62.85±3.21 62.71±2.95 73.55±5.08
InceptionJoint 61.38±1.57 66.00±0.36 76.13±0.95
RoGra (ours) 92.09±1.45 71.33±1.79 96.29±1.57

Increase in % 23.27 8.08 24.98

ERN – Error-Related Negativity (Margaux et al., 2012). Released 2015 as part of the BCI Chal-
lenge NER 20152, it captures EEG data from 16 subjects from 56 Ag/AgCl electrodes. Subjects are
performing a P300-based BCI spelling task, a binary classification challenge, with an inherent class
imbalance due to more frequent correct inputs. Preprocessing involved down-sampling the signals
from 600 Hz to 128 Hz and applying a band-pass filter between 1 Hz and 40 Hz. After processing,
each trial was composed of 56 channels, with 160 time points per trial.

5.2 EXPERIMENTAL SETUP

We compare our model RoGra against the EEG Classification baselines for these three datasets. For
the MI and SSVEP datasets, accuracy is used as the performance metric, while AUC is employed
for ERN due to class imbalance. We split the data 80/20 uniform at random for training and testing
respectively. The baselines use a slightly different split, where for MI there is a fixed train/test split
by instances, and SSVEP as well as ERN are split time-wise by sessions. There is no significant
difference between the two protocols for model performance. We show this for SSVEP in the ap-
pendix in Table 9, where we apply our split for MAtt. We train RoGra for 500 epochs and we repeat
the training 5 times. For our model, we did no additional hyperparameter optimization for any of
the three datasets and used a learning rate of 1e−4, weight-decay of 4e−3, and dropout of 0.5 in the
inception backbone for all experiments. Additionally, we set the scaling factor α to 0.3 and assigned
each node 3 neighbors (J = 3). We use two layers of ResGNN in all of our experiments for fair
comparison. The results for the baselines were aggregated from (Burchert et al., 2024) and (Pan
et al., 2022).

5.3 EEG CLASSIFICATION RESULTS

In Table 1, we show the performance of RoGra compared to state-of-the-art EEG classification
methods. On the first dataset, MI, we achieve a significant 23.27% lift over the second-best model,
MAtt, as shown in Table 2. For the second dataset, SSVEP, we also observe a performance increase
of 8.08% compared to the InceptionJoint model. However, this model employs a different evalua-
tion protocol, training all subjects jointly. We further compare performance for individual subjects
directly in Table 3. Notably, RoGra demonstrates consistent performance for challenging subjects;
for instance, in the case of subjects 4,5 and 8, where all other models are incapable of learning useful
patterns and default to random performance. For the last dataset, ERN, we again achieve a signifi-
cant lift of 24.98% over the second-best model, EEG-TCNet. The results for individual subjects for
ERN can be found in the Appendix in Table 8

2https://www.kaggle.com/c/inria-bci-challenge
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Table 2: Performance comparison for the MI dataset. The best result is highlighted in bold and the
second best is underlined. Overall we achieve an average increase in performance of 23.3% over the
current state-of-the-art for EEG classification models.

Subject Inception MAtt RoGra
1 78.96 ± 1.82 86.94 ± 1.36 94.83 ± 2.18
2 41.25 ± 2.63 56.00 ± 3.27 77.06 ± 1.02
3 82.09 ± 3.05 88.33 ± 1.17 98.28 ± 1.41
4 52.43 ± 2.40 67.85 ± 3.42 91.38 ± 1.02
5 38.75 ± 3.74 61.32 ± 1.07 92.81 ± 1.82
6 48.61 ± 1.78 67.00 ± 2.54 85.06 ± 2.38
7 75.99 ± 4.51 91.18 ± 0.89 98.28 ± 0.86
8 74.31 ± 3.28 83.06 ± 2.01 96.29 ± 1.08
9 73.26 ± 2.14 81.18 ± 1.06 94.83 ± 1.28

Table 3: Performance comparison for the SSVEP dataset. The best result is highlighted in bold and
the second best is underlined. Overall we achieve an average increase in performance of 8.08% over
the current state-of-the-art for EEG classification models.

Subject Inception MAtt RoGra
1 80.40 ± 2.06 81.60 ± 2.87 68.01 ± 1.52
2 86.60 ± 1.62 89.40 ± 1.36 71.05 ± 1.74
3 61.60 ± 3.07 58.20 ± 5.64 67.01 ± 0.64
4 25.00 ± 4.00 20.60 ± 3.88 66.12 ± 2.15
5 25.00 ± 6.72 26.40 ± 4.80 62.34 ± 3.51
6 79.20 ± 1.72 79.00 ± 2.68 81.24 ± 1.63
7 69.20 ± 1.72 66.00 ± 2.19 69.94 ± 1.36
8 23.60 ± 1.74 23.80 ± 2.71 61.28 ± 1.28
9 79.40 ± 2.58 88.20 ± 2.04 74.62 ± 1.78
10 68.60 ± 3.72 70.60 ± 4.54 71.36 ± 2.46
11 91.20 ± 2.48 90.20 ± 1.47 91.74 ± 1.67

Overall RoGra performs 18.78% better on average than its competitors while also exhibiting strong
robustness. We use the same set of hyperparameters across all datasets, whereas the other methods
are highly susceptible to the choice of the hyperparameter search space. Furthermore, RoGra also
has a lower standard deviation compared to the other EEG classification models. A notable exception
is InceptionJoint, which employs a subject-conditional evaluation protocol. However, even with
the additional training data and static features containing subject information, our model performs
significantly better across all datasets.

5.4 TIME SERIES CLASSIFICATION RESULTS

Additionally, we evaluate RoGra in the broader domain of Time Series Classification on five mul-
tivariate UCR (Dau et al., 2019) datasets against five TSC baselines: SimTSC (Zha et al., 2022),
HIVE-COTE2 (Middlehurst et al., 2021), Hydra-MR (Tan et al., 2022), and H-InceptionTime
(Ismail-Fawaz et al., 2022). Our model, RoGra, also outperforms all other baselines in four out of
the five datasets as shown in Table 4. The improvements are statistically significant for the ECG5000
and Handwriting datasets, as determined by a t-test. While we achieve an average performance in-
crease of approximately 2%, the gains are much lower compared to the EEG datasets. Although
the addition of the DTW and residual GCN compared to the vanilla H-InceptionTime represents an
improvement, the encoding with DTW is especially valuable for noisy datasets, such as those in the
application of EEG.

5.5 RoGra: EMPIRICAL ANALYSIS

To further analyze the performance of RoGra, we conducted a series of experiements: (I) we inves-
tigated the impact of individual model components on overall performance, (II) we examined the

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

Table 4: Performance comparison for multivariate TSC datasets. The best result is highlighted in
bold and the second best is underlined. Overall we achieve an average increase in performance of
2% over the current state-of-the-art for time series classification models.

Datasets ECG5000 ElectricDevices CharTraj Handwriting PhonemeSpectra

SimTSC 94.13 ± 0.2 70.33 ± 1.2 98.89 ± 0.1 56.65 ± 1.3 30.54 ± 0.6
HIVE-COTE2 94.58 ± 0.2 74.70 ± 0.7 99.28 ± 0.1 57.56 ± 0.6 31.46 ± 1.1
Hydra-MR 94.60 ± 0.1 73.93 ± 0.5 99.19 ± 0.2 56.09 ± 0.9 31.93 ± 0.9
H-InceptionTime 94.09 ± 0.2 71.74 ± 1.0 98.95 ± 0.2 56.50 ± 1.9 32.01 ± 1.0
RoGra (ours) 95.26 ±0.3 75.08 ± 0.7 99.09 ± 0.2 58.49 ± 0.6 32.72 ± 0.7

Table 5: Ablation study for different similarity measures, backbones, and GNNs and their relative
impact on accuracy on the MI dataset.

Similarity Backbone GNN (MI) Performance Impact
DTW + Inception + ResGCN 92.09 ± 1.45 RoGra
Euclidean + Inception + ResGCN 63.51± 7.53 -31.06%
Euclidean + Inception + GCN 52.36± 8.46 -43.14%

DTW + ResNet + ResGCN 91.54± 2.81 -0.60%
DTW + ResNet + GCN 88.17± 2.87 -4.25%

DTW + 1NN + None 22.41± 9.34 -75.67%
None + Inception + None 65.56± 5.12 -28.81%

robustness of RoGra compared to MAtt under noisy input conditions, and (III) we demonstrated the
denoising effect of the Graph Neural Network (GNN) through output smoothing.

For the first study, we compared the full RoGra architecture by systematically replacing its com-
ponents, including the similarity measure, backbone, and GNN. Our findings, reported in Table 5,
indicate that the primary factor driving performance improvement is the use of the DTW similarity
measure. The model’s predictive capability significantly diminishes when this measure is replaced
with Euclidean distance. However, DTW alone is insufficient for accurate prediction, as demon-
strated by replacing the backbone and GCN with a simple 1-Nearest-Neighbor approach, which
causes accuracy to drop to near-random levels. DTW, when combined with ResNet and the GCN,
resembles the SimTSC architecture but uses the entire training set. However, we managed to outper-
form that with more than 4%. When comparing ResNet with Inception, the latter performs better in
EEG classification tasks but, when used alone without additional components, also shows a decline
in model accuracy.

Table 6: Impact of noise on RoGra and MAtt for the MI Dataset. Below each model, we list the
degradation of performance in percent.

Model no Noise γ = 0.05 γ = 0.1 γ = 0.25 γ = 0.5

RoGra (ours) 92.09 ± 1.45 92.33 ± 1.30 91.73 ± 1.31 91.64 ± 1.37 91.39 ± 1.52
- -0.26% 0.39% 0.49% 0.76%

MAtt 74.71 ± 5.01 73.29 ± 4.95 70.92 ± 5.34 66.82 ± 5.73 61.79 ± 15.30
- 1.90% 5.07% 10.56% 17.29%

Secondly, we demonstrate the robustness of RoGra. In this ablation, we evaluate the model’s per-
formance under varying levels of noise in the MI dataset and analyze the resulting degradation. We
have plotted the EEG sequences with the noise levels in Figure 2 and for higher values of γ in Fig-
ure 3 in the Appendix. The noise is drawn from the following distribution and applied to the full
dataset in an additive fashion:

noise = N (0, 1)std(Dtrain)γ

Where std(Dtrain) represents the standard deviation of the training data, and γ denotes the noise
level. The mean of the added noise is zero, simulating the behavior of EEG data, which typically

9
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Figure 2: In this figure we show the effect of the additive noise on the EEG sequence for the first
channel of MI. We also show the moving average with a window size of 10 in red to highlight the
trend. The figure is best viewed in color.

Table 7: Ablation study for Kullback–Leibler divergence (KL) metric between instances within
same class in MI dataset in comparison to the best-performing baseline MAtt.

Model Class I Class II Class III Class IV
MAtt 0.0468 0.0994 0.0366 0.0246
RoGra 0.0011 0.0010 0.0016 0.0008

has a mean of zero and oscillates around this point. For MI, the oscillation ranges approximately
from −50 to 50, with a standard deviation of 6. Thus, we modify the magnitude of the oscillations
and peaks in the data with additive noise. For a value of γ = 0.5 the trend of the data is identifiable,
therefore a model should be able to extract meaningful features. As shown in Table 6, our model,
RoGra, is an order of magnitude less sensitive to noisy data compared to MAtt, which performance
degrades significantly. This demonstrates that RoGra is still able to extract meaningful patterns even
when the peaks and valleys in the data are distorted. For EEG classification tasks, this high resistance
to noise is particularly valuable, as the data is inherently noisy due to ocular and myogenic artifacts,
as well as misaligned EEG sensors.

Lastly, we demonstrate that RoGra also generalizes effectively in the output space, as shown by the
Kullback–Leibler (KL) divergence analysis on the MI dataset. For this experiment, we compute the
KL divergence between the output distributions of instances within the same class, using the softmax
of the final model output. In Table 7, we compare the KL divergence values for each class between
RoGra and the best performing baseline, MAtt. RoGra exhibits significantly lower KL divergence
across all classes compared to MAtt. This lower divergence indicates that the output distributions
produced by RoGra are much more similar within the same class, suggesting that the model achieves
more consistent and well-regularized predictions. As a result, the decision boundaries between
different classes are better defined, leading to improved classification performance on EEG data in
the MI dataset. Furthermore, we also compute the Shannon Divergence for the output distributions,
which can be found in Appendix (Table 12). These results further support that RoGra effectively
minimizes uncertainty in its predictions, enhancing its robustness for EEG classification tasks.

6 CONCLUSION

In this paper, we introduce a novel approach to EEG classification by representing EEG sequences
as a graph, transforming the task into a node classification problem. Our proposed method, RoGra,
leverages the denoising capabilities of GNNs to improve classification accuracy and robustness in
noisy environments. By integrating an InceptionTime module for high-level temporal feature ex-
traction and refining these features through a residual GNN layer with a similarity-based adjacency
matrix, RoGra captures functional dependencies between EEG instances. This design introduces
a valuable inductive bias, enabling the model to perform consistently across various EEG datasets,
achieving up to a notable 25% performance improvement. Additionally, our method demonstrates
strong resilience to noise, maintaining classification accuracy even when the data contains signifi-
cant noise levels. These results underscore the potential of GNNs in enhancing EEG classification,
particularly in challenging real-world conditions where noise is prevalent.
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7 REPRODUCIBILITY STATEMENT

We are committed to ensuring the reproducibility of our model, RoGra. To support this, we provide
the source code, including pre-processing steps, model architecture, and training scripts, in the sup-
plementary material. Upon publication, the code will also be made publicly available on GitHub,
along with detailed documentation to guide experiment setup and execution. The datasets used in
our experiments are publicly available, and we additionally provide a link to the preprocessed data in
a cloud service for easy access. All hyperparameters and model configurations are detailed in both
the paper and the code repository to ensure easy replication. The computing environment, including
hardware specifications, software dependencies, and package versions, is fully documented, with a
“requirements.txt” file provided to facilitate seamless environment setup.

8 ETHICS STATEMENT

We are committed to contributing positively to society and human well-being, while respecting
the privacy of the subjects involved in our evaluation. Our experiments utilize three established
EEG datasets: MI, SSVEP, and ERN, which involve data from human subjects. These datasets are
fully anonymized and do not contain any personally identifiable information. Additionally, they are
publicly available and widely used within the machine learning community.
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A APPENDIX

A.1 INCEPTIONTIME

As our backbone for RoGra, we use the InceptionTime (Ismail Fawaz et al., 2020) model, which
consists of multiple stacked InceptionTimeBlocks. In Algorithm 2, we show the layout of such a
block. Here, 1D convolutions are used with different kernel sizes to extract features and produce
latent embeddings at different resolutions. Afterwards, BatchNorm and ReLU, as non-linear ac-
tivation functions, are applied. Additionally, in C4, InceptionTime applies MaxPooling to further
regularize the embeddings. In the final step of the InceptionTimeBlock, the latent embeddings are
concatenated and returned.

Algorithm 2 InceptionTime Block

1: Input: Input time series data X ∈ RC×T ▷ C: number of channels, T : sequence length
2: Output: Output feature map Z0

3:
4: procedure INCEPTIONTIMEBLOCK(X)
5: C1 ← ReLU(BatchNorm(Conv1D(X))) ▷ Convolution with kernel size 1
6: C2 ← ReLU(BatchNorm(Conv1D(X))) ▷ Done twice with kernel size 1 and 3
7: C3 ← ReLU(BatchNorm(Conv1D(X))) ▷ Done twice with kernel size 1 and 5
8: C4 ← ReLU(BatchNorm(Conv1D(MaxPool(X)))) ▷ Convolution with kernel size 1
9: Z0 ← Concatenate([C1, C2, C3, C4], axis=-1)

10: return Z0

A.2 EVALUATION METRICS

In addition to accuracy for the first two datasets, MI and SSVEP, we use Area Under the Curve
(AUC) as the evaluation metric for the last dataset, ERN. This particular dataset is unbalanced, with
a ratio of 70/30 for the positive and negative classes, respectively, which makes accuracy unsuitable;
therefore, AUC is applied. AUC measures how well a binary classification model can distinguish
between two classes. Ranging from 0 to 1, a higher AUC indicates better performance, with 0.5 rep-
resenting random guessing and 1 indicating perfect classification. The exact calculation is described
in the equation below.

AUC =

∫ 1

x=0

TPR(x) d(FPR(x))

where TPR(x) is the True Positive Rate (sensitivity) at a given false positive rate FPR(x).

A.3 ADDITIONAL RESULTS AND ABLATION STUDIES

Here we have compiled additional experimental results and further evidence for the ablation studies.
For the main results of this paper, we have included the performance for the ERN dataset in Table 8.
Here, our model, RoGra, achieves an impressive lift of 24.98% compared to the next best baseline.
We achieve very high performance for all subjects, with no noticeable decreases.

Furthermore, we compare two different splitting methods for the train and test data. Here, Inception
and MAtt split the dataset timewise, where the first 300 timesteps are used for training, the next 100
for validation, and the final 100 for testing. We adopt a different protocol by splitting not time-wise
by session, but instead using a split by instances. This protocol is utilized by MAtt Inst. and RoGra.
The results for this ablation are shown in Table 9, where there is no significant difference in the
performance of the two protocols. MAtt Inst. shows a higher standard deviation for some subjects,
but this is caused by a lower number of runs for this protocol. The original MAtt has 8 runs, while
we used 3 as an approximation for this study.

We also test the resilience of RoGra and MAtt against noisy input data, which is common in the
domain of EEG classification. In Figure 3, we show the EEG sequences and the corresponding
factor γ for the additive noise. For simplicity, we only plot the first channel of the EEG sequences as
a representative sample of the data. We also show the moving average with a sliding window of 10
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Table 8: Performance comparison for the ERN dataset. The best result is highlighted in bold and
the second best is underlined. Overall we achieve an average increase in performance of 24.98%
over the current state-of-the-art for EEG classification models.

Subject Inception MAtt RoGra

2 74.03±3.37 81.86±2.56 97.64 ± 1.34
6 88.40±2.67 68.34±1.76 94.58 ± 1.08
7 85.45±7.05 69.28±10.90 98.76 ± 1.12
11 55.27±9.19 70.50±2.66 95.44 ± 2.54
12 68.62±9.92 60.62±4.70 98.04 ± 1.52
13 51.15±4.16 62.92±3.65 96.14 ± 2.13
14 75.22±3.17 70.42±4.80 97.46 ± 1.89
16 50.53±3.54 55.71±2.56 95.84 ± 2.28
17 75.93±4.20 80.60±5.52 97.17 ± 1.64
18 72.30±1.39 75.11±1.42 97.67 ± 1.73
20 59.97±2.56 57.60±8.12 92.51 ± 2.25
21 67.95±7.76 62.43±9.56 97.05 ± 1.84
22 95.09±0.89 89.33±4.28 98.53 ± 1.06
23 61.66±2.38 70.03±5.40 96.91 ± 2.02
24 70.88±4.60 73.71±2.99 97.81 ± 1.24
26 54.03±4.66 60.08±1.92 95.52 ± 1.25

Table 9: Performance comparison for the SSVEP dataset. The best result is highlighted in bold and
the second best is underlined. Overall, we achieve an average increase in performance of 8.08% over
the current state-of-the-art for EEG classification models. Here, MAtt Inst. is using our train/test
split of splitting by instances instead of time.

Subject Inception MAtt MAtt Inst. RoGra

1 80.40 ± 2.06 81.60 ± 2.87 75.00 ± 7.35 68.01 ± 1.52
2 86.60 ± 1.62 89.40 ± 1.36 89.00 ± 2.10 71.05 ± 1.74
3 61.60 ± 3.07 58.20 ± 5.64 52.00 ± 5.90 67.01 ± 0.64
4 25.00 ± 4.00 20.60 ± 3.88 26.40 ± 5.57 66.12± 2.15
5 25.00 ± 6.72 26.40 ± 4.80 27.20 ± 4.79 62.34 ± 3.51
6 79.20 ± 1.72 79.00 ± 2.68 85.80 ± 2.48 81.24 ± 1.63
7 69.20 ± 1.72 66.00 ± 2.19 73.60 ± 7.39 69.94 ± 1.36
8 23.60 ± 1.74 23.80 ± 2.71 22.20 ± 3.19 61.28 ± 1.28
9 79.40 ± 2.58 88.20 ± 2.04 90.60 ± 4.96 74.62 ± 1.78
10 68.60 ± 3.72 70.60 ± 4.54 68.20 ± 4.58 71.36 ± 2.46
11 91.20 ± 2.48 90.20 ± 1.47 84.40 ± 6.83 91.74 ± 1.67

Summary 62.71 63.09 63.13 71.34

in red to better visualize the trends in the data. For a noise level ranging from 0 to 0.5, the patterns,
while distorted, remain clearly identifiable, with the peaks and valleys largely unchanged. When
applying a γ ≥ 1, the signal begins to deteriorate until it is mostly noise in the case of γ = 100.

Additionally, we present the impact of noise on the performance of each individual subject for MAtt
in Table 10 and RoGra in Table 11. Here, the same trend of monotonically decreasing performance
for larger values of the noise-scaling factor γ can be observed.

For the study of the output distribution of the softmax on the final latent representation of the model,
we also use the Jensen-Shannon Divergence. This metric is also based on the KL divergence which
takes the following form for two input distributions P and Q:

KL(P ||Q) =
∑
x

P (x) log(
P (x)

Q(x)
)

The Jensen-Shannon Divergence is defined as:

JS(P ||Q) =
1

2
KL(P || (P +Q)

2
) +

1

2
KL(Q|| (P +Q)

2
)

In Table 12 we show the Jensen-Shannon Divergence for each class for RoGra and MAtt respectively.
Like in the case of the KL divergence the Jensen-Shannon similarity measure shows that RoGra is
well regularized for the output space.
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Figure 3: In this figure we show the effect of the additive noise on the EEG sequence for the first
channel of MI. We also show the moving average with a window size of 10 in red to highlight the
trend. The figure is best viewed in color.

Table 10: Impact of noise on MAtt
Subject γ = 0.05 γ = 0.1 γ = 0.25 γ = 0.5

1 86.17 ± 1.67 83.45 ± 2.20 77.31 ± 1.07 70.02 ± 0.91
2 57.81 ± 2.45 55.67 ± 1.07 52.08 ± 3.69 44.68 ± 13.10
3 86.57 ± 1.00 80.67 ± 0.16 78.59 ± 1.61 76.62 ± 2.95
4 67.01 ± 1.01 65.16 ± 3.38 57.87 ± 0.71 51.50 ± 2.09
5 57.52 ± 1.93 50.93 ± 2.36 51.39 ± 0.57 49.19 ± 5.23
6 52.89 ± 1.56 49.07 ± 0.43 47.11 ± 2.57 45.14 ± 0.98
7 88.77 ± 1.93 87.85 ± 1.77 79.17 ± 2.55 68.98 ± 4.05
8 82.06 ± 1.18 83.91 ± 0.71 79.17 ± 1.24 73.38 ± 1.18
9 80.79 ± 1.56 81.60 ± 1.30 78.70 ± 0.16 76.62 ± 1.56

Summary 73.29 ± 4.95 70.92 ± 5.34 66.82 ± 5.73 61.79 ± 15.30

Table 11: Impact of noise on RoGra
Subject γ = 0.05 γ = 0.1 γ = 0.25 γ = 0.5

1 94.56 ± 1.82 94.24 ± 1.93 94.21 ± 1.86 93.13 ± 2.11
2 77.03 ± 1.17 76.91 ± 1.08 76.73 ± 1.14 76.33 ± 1.44
3 98.13 ± 1.47 98.02 ± 1.57 97.93 ± 1.45 97.67 ± 1.38
4 91.22 ± 1.31 91.04 ± 1.17 91.01 ± 1.23 90.89 ± 1.34
5 92.51 ± 1.09 92.64 ± 1.81 92.46 ± 1.21 92.33 ± 1.48
6 84.92 ± 1.86 84.53 ± 2.13 84.51 ± 2.19 84.47 ± 2.52
7 97.91 ± 0.72 97.82 ± 0.78 97.71 ± 0.83 97.59 ± 1.04
8 96.15 ± 1.06 96.01 ± 1.12 95.92 ± 1.15 95.84 ± 1.12
9 94.66 ± 1.23 94.37 ± 1.31 94.31 ± 1.34 94.28 ± 1.29

Summary 92.33 ± 1.30 91.73 ± 1.31 91.64 ± 1.37 91.39 ± 1.52

Table 12: Ablation study for Shannon Divergence metric between instances within the same class in
MI dataset in comparison to the best-performing baseline MAtt.

Model Class I Class II Class III Class IV

MAtt 0.0221 0.0176 0.0113 0.0163
RoGra 0.0062 0.0033 0.0042 0.0044
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