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Abstract

Large language models (LLMs) are power-
ful but require massive memory to cache the
key/value vectors (KV cache) for efficient in-
ference. To reduce the memory burden, we
propose MAT, a novel KV cache eviction strat-
egy tailored to heterogeneous attention patterns
observed in shallow and deep layers of LLMs.
Through a detailed analysis of attention pat-
terns in LLMs, we observe that, for deeper
layers, the anchor tokens, which consistently
receive high attention logits from subsequent
tokens, exhibit notably low attention logits be-
tween one another. These observations mo-
tivate us to prioritize retaining anchor tokens
based on their attention logits to the first to-
ken for deep layers. For shallow layers, we
retain the first few tokens of inputs as well as a
sliding window to preserve local context. Ex-
tensive experiments conducted on end-to-end,
language modeling, and open-ended generation
tasks demonstrate that MAT achieves superior
performance compared with existing methods
when using the same memory budgets.

1 Introduction

Large Language Models (LLMs) have achieved
great success in various domains, e.g., text gener-
ation, machine translation, and question answer-
ing (Touvron et al., 2023a,b; Achiam et al., 2023).
Despite their effectiveness, they require substantial
computational resources to recompute the key and
value vectors (KV) for all previous tokens at every
generation step. To avoid redundant computation,
KV cache technique (Pope et al., 2023) stores pre-
vious key/value vectors in the memory and thus
speeds up the decoding efficiency. However, the
additional memory required by KV cache grows lin-
early with the length of the input prompt (Fu, 2024),
causing a heavy burden for memory-sensitive de-
vices like smartphones or laptops.

To reduce memory usage during generation
progress, many KV cache compression methods, in-

cluding KV cache quantization (Sheng et al., 2023;
Liu et al., 2024b; Hooper et al., 2024) and KV
cache eviction (Xiao et al., 2024; Zhang et al.,
2023; Han et al., 2023; Cai et al., 2024), have been
proposed. Cache quantization methods reduce the
bit-width used for each key and value stored in the
memory, but still require a large cache size. This
work focuses on the KV cache eviction technique.

Cache eviction methods retain important tokens
and evict redundant tokens in the decoding process
to reduce the memory footprint of storing key/value
vectors. For example, the recent state-of-the-art
StreaminglLLM (Xiao et al., 2024), identifies the
first few tokens as important tokens (called sink
tokens), which, together with the tokens in the
sliding window, are retained in the cache. How-
ever, intermediate tokens can also be important
in the generation progress (Sun et al., 2024a),
evicting them leads to performance degradation
in StreamingLLM. A crucial question in KV cache
eviction is how to identify the important intermedi-
ate tokens to be retained.

We start with a property (Xiao et al., 2024;
Zhang et al., 2023) in various LLMs where atten-
tion is consistently concentrated on a few tokens for
deeper layers. These tokens, called anchor tokens
in this work, consistently receive significant atten-
tion scores from the subsequent tokens. Building
on this, we further analyze the attention patterns
and reach two key observations.

(1) Attention logits between anchor tokens are low.
We empirically find that the attention logits from
anchor tokens to other anchor tokens are signifi-
cantly lower than the attention logits from normal
tokens to anchor tokens. This property is useful
for seeking intermediate anchor tokens based on
existing anchor tokens.

(i1) Attention shows diffused patterns for shallow
layers. The attention logits in shallow layers are
relatively sparse and diffused; that is, no few tokens
dominate the attention scores. This observation




aligns with recent findings (Chen et al., 2024) that
LLM:s need to gather diverse information in shallow
layers.

Using the above observations, we propose a
novel method called MAT to unlock the KV cache
efficiency via Managing Anchor Tokens. We di-
vide the KV cache into two parts: an anchor cache
to store anchor tokens and a window cache to store
tokens within the sliding window. For deep layers,
to identify the anchor tokens, based on the above
Observation (i), we select the tokens with low at-
tention logits to the first token (which is definitely
an anchor token). For shallow layers, since no in-
termediate token has a dominant influence on the
layer’s output, the anchor cache stores the first few
tokens of inputs.

Extensive experiments conducted on various
tasks, including end-to-end generation, language
modeling, and open-ended generation, demonstrate
that MAT consistently achieves state-of-the-art per-
formance for different models. Specifically, MAT
outperforms StreamingLLM (Xiao et al., 2024) by
a large margin of 1.93% on the average accuracy of
eight zero-shot tasks, while maintaining the same
throughput and retaining only 30% of the cache in
LLaMA-2 (7B) (Touvron et al., 2023b). Moreover,
MAT performs comparably to LLM with full cache
within less than 70% cache budgets, validating the
effectiveness of caching anchor tokens.

Our contributions are summarized as follows:

* We empirically delve into the attention pat-
terns of LL.Ms, revealing an important prop-
erty that the attention logits between anchor
tokens are relatively smaller compared with
those between anchor tokens and normal to-
kens. To the best of our knowledge, we are
the first to observe this property and leverage
it to improve the KV cache efficiency.

* Building on this property, we propose a novel
method called MAT to manage the KV cache
by seeking and retaining anchor tokens while
evicting redundant tokens.

* Extensive experimental results on various
tasks for different models demonstrate that
MAT is effective in preserving performance
while reducing memory usage of KV cache.

2 Related Work

Interpretation of Attention Patterns. LLMs have
achieved great success in natural language pro-

cessing based on attention mechanisms (Vaswani,
2017). Many prior works (Chen et al., 2025; Xiao
et al., 2024; Zhang et al., 2023) have shown that
attention matrices in LLMs are typically sparse, fo-
cusing disproportionately on a few special tokens.
For instance, Xiao et al. (2024) and Zhao et al.
(2023) show that LLMs assign most of the atten-
tion to the starting word token. Some works (Clark,
2019; Kovaleva, 2019; Bondarenko et al., 2021) dis-
cover that attention in BERT (Devlin, 2018) tends
to focus on “separate” tokens. Ge et al. (2023) finds
that high attention scores are usually allocated to-
wards a set of fixed tokens. To explore the reason
behind sparsity attention, Sun et al. (2024a) iden-
tifies the “massive activation" phenomenon to pro-
vide an in-depth analysis. Different from these ex-
isting findings, we concentrate on the relationships
between tokens that are consistent with massive
attention logit values.

KV Cache Compression. Many recent efforts
have been devoted to reducing the running-time
memory of LLM by compressing the KV cache.
They can mainly be classified into two categories:
(i) Reducing memory requirement for storing each
KV embedding and (ii) Introducing sparsity to dis-
card redundant tokens during the decoding process.

To reduce the memory footprint of KV embed-
dings, Cache Quantization (Sheng et al., 2023; Liu
et al., 2024b; Hooper et al., 2024) converts higher-
precision representations (such as 32-bit floating-
point) of cache to lower-precision ones (such as
8-bit integers). For example, FlexGen (Sheng et al.,
2023) and KIVI (Liu et al., 2024b) propose to quan-
tize keys per channel and values per token. More-
over, Chang et al. (2024) reduces inference-time
memory usage by low-rank techniques.

For the second category, recent works like
Streamingl.LLM (Xiao et al., 2024) and LM-Infinite
(Han et al., 2023) propose to retain initial tokens as
“sink tokens”, suggesting the removal of KV caches
for intermediate tokens. H20 (Zhang et al., 2023)
and Scissorhands (Liu et al., 2024a) identify the im-
portant tokens based on high passed attention score
and remove the lowest one for each step. In addi-
tion to selecting which tokens to be evicted, Pyra-
midKV (Cai et al., 2024) allocates different KV
cache budgets across different layers. CaM (Zhang
et al., 2024b) merges the to-be-evicted caches into
the remaining ones. Our proposed MAT falls into
the second category. However, unlike existing ap-
proaches, we introduce a novel method for evicting
tokens based on the behavior of anchor tokens.
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Figure 1: Attention patterns for different layers in LLaMA-2(7B).

3 Observations

To gain a deeper understanding of the attention
mechanism in large language models (LLMs), we
study the attention patterns they exhibit. Figure 1
visualizes the attention logits (i.e., the raw scores
before the application of softmax) of LLaMA2-7B
for an illustrative input example from the ARC-
Challenge dataset (Clark et al., 2018): “Ques-
tion: Plants and animals need food for growth.
What happens to most of the food that plants pro-
duceN\nAnswer:". Due to the page limit, additional
visualizations of attention logits for diverse inputs
are provided in Appendix A.

Figure 1(b) and Figure 1(a) show the attention
logits in two deeper layers, i.e., layer 8 and layer 24,
respectively. As shown, we can observe a similar
phenomenon as mentioned in (Zhang et al., 2023;
Xiao et al., 2024) that most queries have a much
higher attention logit on a small set of specific to-
kens than on other tokens. For example, O-th and
10-th tokens consistently attract significant atten-
tion logits for all subsequent queries. We define the
type of tokens that consistently receive massive at-
tention logits from the subsequent tokens as anchor
tokens. Figure 2 compares the testing accuracy be-
tween LLaMA2-7B and versions without random
tokens and anchor tokens. We can see that the per-
formance significantly drops when anchor tokens
are removed, demonstrating that these tokens play
an important role in shaping the generation of the
final output. Moreover, Figure 7 in Appendix A
shows the attention patterns of different prompts,
we find that the first token is consistently an an-
chor token. Then, we introduce two interesting
observations for these anchor tokens.

3.1 Attention Logits Between Anchor Tokens
are Low

We observe that the attention logits from anchor to-

kens to other anchor tokens are significantly lower

[ LLaMA2-7B [ w.o. Random Tokens  [ZZ] w.o. Anchor Tokens

Accuracy (%)

g
Q

Figure 2: Performance comparison between the
LLaMAZ2-7B model with full KV cache, the model w.o.
random tokens and the model w.o. anchor tokens.

Table 1: Average attention logits between anchor tokens
and other tokens. Rows correspond to queries, while
columns correspond to keys. The values are average at-
tention logits from the query (row) to the key (column).

Anchor token 1 ~ Anchor token 2
Anchor token 1 0.4266 -
Anchor token 2 1.3677 0.0792
Other Tokens 2.3608 1.2246

than the attention logits from normal tokens to an-
chor tokens. For example, consider an anchor token
(column 0) in Figures 1(b) and 1(a). The attention
logits from query O-th and 10-th tokens are consis-
tently lower than those from other tokens across
different layers. To further validate this observa-
tion, for each sample in ARC-C dataset, we extract
two anchor tokens sorted by their indices. Then,
we compute two types of attention logits including
(i) anchor tokens to anchor tokens, and (ii) other
tokens to anchor tokens. These attention logits are
averaged for all the samples and reported in Table 1.
As shown, the attention logits from anchor tokens
(first two rows) are significantly lower than those
from other tokens (last row).

Our observation reveals the relationship between
anchor tokens and provides a potential to find other
anchor tokens based on the existing anchor tokens.
This observation will motivate us to design a KV
cache management strategy in Section 4.



3.2 Attention Shows Diffused Patterns for
Shallow Layers

While anchor tokens play a crucial role in gen-
eration within deep layers, we observe that they
are less influential in shallow layers. Figure. 1(c)
shows the attention patterns for different heads in
layer 0. Additional experiments for the other shal-
low layer (i.e. layer 1) can be found in Figure 8
in the Appendix. As can be seen, the attention
logits appear relatively sparse and diffused, with
no clear dominant focus. This indicates that the
model broadly attends to a wide range of tokens
without strong preferences. Interestingly, differ-
ent heads demonstrate subtle but distinct patterns.
For instance, head 8 displays weak diagonal struc-
tures, indicating a slight preference for attending
to nearby tokens, which reflects a focus on local
context. In contrast, head 16 exhibits a more dis-
tributed attention pattern, with attention spread
across a wider range of tokens. This may indi-
cate an early attempt to capture broader semantic
relationships within the input. Overall, the diffuse
attention patterns observed in layer O align with
the model’s need to gather diverse contextual infor-
mation during the initial stages of processing (Sun
et al., 2024a; Cai et al., 2024).

These attributes are also supported by other mod-
els (i.e., LLaMA-1 (Touvron et al., 2023a), Mis-
tral (Jiang et al., 2023) ), the details can be found
in the Appendix A.

4 Methodology

Building on the insights discussed above, we pro-
pose MAT, a novel method to unlock KV cache effi-
ciency via Managing Anchor Tokens. An overview
is illustrated in Figure 3. We formally introduce
the problem of KV cache eviction in Section 4.1
and present MAT in Section 4.2.

4.1 Problem Formulation

For simplicity of presentation, we focus on one
attention head with weight matrices W € R%*4,
Wi € R%%d and Wy, € R%*? where d; and d
are the input and hidden dimension, respectively.
At each decoding step ¢, the LLM generates the
next token based on the current KV cache stored in
the memory. Specifically, an input x; € R% of the
attention module is mapped into query, key, and
value vectors respectively by:

qQ = ngukt = WIT(Xt, Vi = W‘Ixt. (1)

Let K € R™™ and V € R%™ be the current
cached key and value matrices, where n is the cache
size. During inference, the cache size may exceed
the memory limit c either in the pre-filling stage
or during autoregressive generation. To tackle this
problem, many KV cache methods (Xiao et al.,
2024; Zhang et al., 2023; Liu et al., 2024a) have
been proposed to update the KV cache by inserting
the latest token and evicting redundantly cached
tokens, whose update rule generally follows:

K < update(K, k¢), V < update(V,vy). (2)

Evicting redundant tokens ensures that the key
and value caches remain within the memory limit.
Based on the updated KV cache, the attention score
a; € R" between the query vector q; and the key

¢
matrix K is computed as a; = softmax (q\t/?>,

while the corresponding attention output o; =
a/ V € R% The output o; is expected to approx-
imate the output when using the full KV cache.
Hence, the keys and values of tokens that contribute
to higher attention scores for future tokens should
be retained, while those with lower attention scores
should be evicted. Since future tokens are inher-
ently unavailable when performing KV cache at
step ¢, determining which tokens are irrelevant for
future generations remains a challenging problem.

4.2 Managing Anchor Tokens

In this section, we propose a novel method called
MAT to unlock KV cache efficiency via Managing
Anchor Tokens. The goal is to manage the KV
cache by identifying and retaining tokens that sig-
nificantly influence the model’s output during the
generation process while evicting redundant ones.

In our proposed MAT, the KV cache consists
of two parts: an anchor cache contains 3 anchor
tokens which receive massive attention logits from
the subsequent tokens, and a window cache that
contains the tokens within the sliding window. As
discussed in Section 3, the performance of LLM
drops significantly when removing the anchor to-
kens. Hence, retaining these tokens in the cache
is crucial for preserving the original capabilities
of LLMs. As the first token of any input always
receives high attention logits from all the following
tokens, it is an anchor token and is always kept in
the anchor cache.

To seek other anchor tokens in the cache, we use
the property discovered in Section 3.1: attention
logits between anchor tokens are particularly low.
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Figure 3: Illustration of the proposed MAT method. (a) For deep layers, we retain the tokens with Bottom-/3
attention logits (here, 5 = 2) to the first token as anchor tokens, and a sliding window keeps the last ¢ — (3 token
in the cache. (b) For shallow layers, the KV cache includes the initial s (here, s = 2) tokens as sink tokens and a

sliding window with size ¢ — s (here, ¢ = 5).

Let q; be the query value of the i-th token in the
AT

cacheand m; = & X0 be the attention logit between
the i-th token and the first token. We define an

attention logit cache A as:

A={m:i=1,...

,n}. 3)

Since the first token is an anchor token and atten-
tion logits between anchor tokens are relatively
lower, tokens in the cache with lower attention log-
its to the first token (i.e., lower value in A) are
more likely to be anchor tokens. In other words,
tokens with higher attention logits to the first token
are less important. Hence, we update the KV cache
by selecting and evicting the token with the highest
value in A when the cache exceeds memory limit:

-
r=arg %lzagxﬂ m, A+ A_, U {qt ko/\/g} )

K + [K:,fmkt]y \ A [V:’,T,Vt], (4)

where A_,. means removing the r-th element from
A, and K_, (resp. V_,.) means the matrix K (resp.
V) with the ¢-th column vector removed. The r-th
token has the highest attention logit to ko, making
it less likely to serve as an anchor token. Hence,
removing this token has a minor impact on over-
all performance. As the first token is an anchor
token that exhibits low attention logits to itself, it
is always retained. Due to the strong local depen-
dencies and interactions of language tasks, tokens
within the sliding window are always retained in
the cache. Selecting the r-th tokens is computa-
tionally efficient as storing the attention logits from
cached tokens to the first token is very cheap.
According to Observation (ii) in Section 3.2, at-
tention logits in the shallow layers of LLMs tend to

Algorithm 1 MAT.

Require: KV cache K, V, #shallow layers L,
attention logits cache A, attention weight ma-
trices Wq, W, Wy, anchor cache size f,
sink cache size s, input prompt x;;

1: compute the key vector of the first token k;
2: Q= ngt, k; = W}r(Xt, Vi = ngt;
a/ k
+ KO

3 L A Au{m

4: if t < c then

50 K+ Kk, V< [V,v];

6: else if [ is a deep layer (i.e., [ > L) then
7

8

9

DTy =

select index r = arg maxi<;<g m;,;

o K+ [K. k| ,V[V. ., vi], A A_,;
. else if [ is a shallow layer (i.e., [ < L) then
100 K+ [K. 5. k], V[V, _5,v¢], A A_;.

11: end if

be relatively sparse and diffused. No single token
consistently exhibits large attention logits across all
subsequent tokens, meaning no token has a dom-
inant influence on the layer’s output. Hence, in-
termediate anchor tokens are unavailable for the
shallow layers. Following StreaminglLLM (Xiao
et al., 2024), we retain the first s tokens of inputs
in the cache, as these initial tokens remain accessi-
ble to all subsequent tokens and thus are important.
When exceeding the memory limit, we update the
KV cache for the shallow layers by moving the
sliding window:

K — [K:,—S)kt]7 V — [V:,—Savt]) (5)

When the KV cache has not exceeded the mem-
ory limits (i.e., n < c), we add the current key and
value vector to the cache as: K < [K, k|, V «



ARC-Easy, LLaMA2-7B

ARC-Challenge, LLaMA2-7B

CommonsenseQA, LLaMA2-7B

PubMedQa, LLaMA2-7B

44

75 E = 34| _a—3
32
70 40 70
Ses 8 g 268
oo s S Se6
S S S S
<55 <32 < <64
--- Full Cache --- Full Cache 24| ——- Full Cache --- Full Cache
50 Stream LLM Stream LLM 22 Stream LLM 62 Stream LLM
45| ™ MAT (Ours) 28| —+— MAT (Ours) —+— MAT (Ours) —+— MAT (Ours)
20
100 90 80 70 60 50 40 30 20 100 90 80 70 60 50 40 30 20 100 90 80 70 60 50 40 30 20 100 90 80 70 60 50 40 30 20
KV Cache Budget (%) KV Cache Budget (%) KV Cache Budget (%) KV Cache Budget (%)
Winogrande, LLaMA2-7B 2 MathQA, LLaMA2-7B COPA, LLaMA2-7B PiQA, LLaMA2-7B
A . 78
68 28
85
27 76
g 64 g 26 g 80 g
> > > >74
g2
360 3 375 S
E g2 ¢ in
56| ~== Full Cache 23| --- Full Cache --- Full Cache --- Full Cache
Stream LLM 22 Stream LLM 70 Stream LLM 70 Stream LLM
—*— MAT (Ours) —+— MAT (Ours) —+— MAT (Ours) —+— MAT (Ours)
52
100 90 80 70 60 50 40 30 20 100 90 80 70 60 50 40 30 20 100 90 80 70 60 50 40 30 20 100 90 80 70 60 50 40 30 20
KV Cache Budget (%) KV Cache Budget (%) KV Cache Budget (%) KV Cache Budget (%)
ARC-Easy, LLaMA1-7B ARC-Challenge, LLaMA1-7B CommonsenseQA, LLaMA1-7B PubMedQA, LLaMA1-7B
75 25| A A | A~
70 40 7a
24
Zes 236 2 g
3 3 52 3
£ 60 g g g7
3 332 322 3
<55 < < <68
--- Full Cache --- Full Cache Prl i Full Cache 66| " Full Cache
50 Stream LLM 28 Stream LLM Stream LLM Stream LLM
45| ™ MAT (Ours) —*— MAT (Ours) 20 —*— MAT (Ours) 64 | —— MAT (Ours)
100 90 80 70 60 50 40 30 20 100 90 80 70 60 50 40 30 20 100 90 80 70 60 50 40 30 20 100 90 80 70 60 50 40 30 20
KV Cache Budget (%) KV Cache Budget (%) KV Cache Budget (%) KV Cache Budget (%)
Winogrande, LLaMA1-7B MathQA, LLaMA1-7B COPA, LLaMA1-7B PiQA, LLaMA1-7B
27| T~ -
8 85 78
26
- - - ~76
Lo g2s g% g
> > > >
g2 g7 gra
3 60 3 3 3
S 023 o o
< < <70 <72
--- Full Cache 22| =" Full Cache --- Full Cache --- Full Cache
56 Stream LLM Stream LLM 65 Stream LLM 7 Stream LLM
—=*— MAT (Ours) 21| —*— MAT (Ours) —*— MAT (Ours) —#*— MAT (Ours)

100 90 80 70 60 50 40 30 20
KV Cache Budget (%)

100 90 80 70 60 50 40 30 20
KV Cache Budget (%)

100 90 80 70 60 50 40 30 20
KV Cache Budget (%)

100 90 80 70 60 50 40 30 20
KV Cache Budget (%)

Figure 4: Performance comparison between full KV cache memory, Streaming LLLM, and our proposed MAT for
compressing KV cache of mainstream LLMs on multiple language tasks.

[V, v{], The overall update pipeline of MAT at step
t for layer [ is provided in Algorithm 1.

5 Experiments

5.1 End-to-End Tasks

Setup. Following (Zhang et al., 2023, 2024b), we
evaluate MAT on the LLaMA family of models,
i.e., LLaMA-1 (7B) (Touvron et al., 2023a) and
LLaMA-2 (7B) (Touvron et al., 2023b). The evalu-
ation is conducted on eight end-to-end tasks from
the popular evaluation framework Im-eval-harness
(Gao et al., 2024), including: ARC-Easy/Challenge
(Clark et al., 2018), CommensenseQA (Talmor
etal., 2019), PubMedQA (Jin et al., 2019), Wino-
grande (Sakaguchi et al., 2021), MathQA (Amini
etal., 2019), COPA (Roemmele et al., 2011), PiQA
(Bisk et al., 2020). We compare MAT with (i)
Full Cache, which has no limit on cache size, (ii)
StreaminglLLM (Xiao et al., 2024), which caches

the sink tokens together with the tokens within the
sliding window. For a specific KV cache budget
of ¢, we use a grid search to determine the optimal
size (3 of the anchor cache, and the size of the slid-
ing window is ¢— 3. All experiments are conducted
on an NVIDIA DGX A100 (80G) GPUs.

Results. Figure 4 shows the testing accuracy
when compressing KV cache memory at ratios
ranging from 20% to 100%. As can be seen,
MAT consistently achieves higher accuracies than
StreaminglLLLM for different tasks, models, and KV
cache budgets. Moreover, with less than 70% KV
cache budget, MAT performs comparably to the
full KV cache. With 90% KV cache budget, MAT
can outperform full KV cache for all the tasks,
demonstrating that removing some redundant to-
kens can improve the model generalization ability.

Table 2 shows the testing accuracy for MAT and
StreamingL.LLLM under a constrained 30% KV cache



Table 2: Accuracy (%) on eight zero-shot tasks under 30% KV cache budget. The best is in bold.

Model Method ARC-E ARC-C C.QA PM.QA Winogrande MathQA COPA PiQA | AVG
LLaMA-1 (7B) StreamingLLM | 60.40 31.83 2056  69.80 58.41 22.04 74.00 72.80 | 51.23
MAT 63.30 3319 2170  69.00 58.72 22.45 78.00 74.59 | 52.62

LLaMA-2 (7B) StreaminglL.LM | 61.57 3225  20.80 65.40 59.12 22.01 74.00 71.70 | 50.86
a MAT 65.74 3532 2170  66.80 59.43 22.14 77.00 74.16 | 52.79

budget. As can be seen, MAT consistently out-
performs StreaminglL.LM across nearly all evalu-
ated zero-shot tasks for both LLaMA-1 (7B) and
LLaMA-2 (7B) models. For LLaMA-1 (7B), MAT
achieves superior performance on 7 out of 8 tasks,
with only PubMedQA showing a slight decrease (-
0.8%) compared to StreamingL.LM. Overall, MAT
improves the average accuracy by 1.39% (from
51.23% to 52.62%). For LLaMA-2 (7B), the per-
formance gains are even more substantial, with
MAT outperforming StreamingLLLM on all eight
tasks and achieving an average improvement of
1.93% (from 50.86% to 52.79%). The most sig-
nificant improvements are observed on ARC-Easy
(+4.17%) and ARC-Challenge (+3.07%) tasks, sug-
gesting that MAT’s anchor token management strat-
egy is especially effective for complex reasoning
tasks. These consistent improvements across dif-
ferent model architectures and diverse task types
demonstrate the effectiveness of MAT’s approach
to KV cache management, which intelligently pri-
oritizes anchor tokens based on their attention pat-
terns.

5.2 Language Modeling Task

Setup. Following (Zhang et al., 2023), we con-
duct language modeling experiments on WikiText-
2 (Merity et al., 2016) to evaluate the perplexity per-
formance of MAT. Since the pre-training window
size for LLaMA-2 models is 4096, we report the
average perplexity for both in-window sequences
(input sequence length equals 4096) and out-of-
window sequences (input sequence length equals
10,000). To handle infinite-length inputs, follow-
ing Streamingl.LLM (Xiao et al., 2024), we adopt
position rolling for the updated KV cache. MAT
is compared with Full Cache and Streamingl.LLM
under cache limit of 256 and 512.

Results. Table 3 shows the average perplexity for
LLaMA-2 (7B) model. As can be seen, MAT con-
sistently outperforms StreamingLLM in both in-
window and out-of-window settings. For example,
when ¢ = 256, MAT achieves a perplexity improve-
ment of 0.35 and 0.08 for input sequence lengths

Table 3: Average perplexity on the WikiText-2 dataset
for LLaMA-2(7B) under in-window (PPL-4096) and
out-of-window (PPL-10000) settings.

Cache Size (c) Method PPL-4096 PPL-10000
Full Cache 5.05 230.76
256 StreamingLLM 6.60 6.33
MAT 6.25 6.25
512 StreamingLLM 5.89 5.64
MAT 5.74 5.53

of 4096 and 10000, respectively. Note that the Full
Cache performs poorly in the out-of-window set-
ting due to the constraint of the pretraining window
size. Compared with Full Cache, MAT significantly
reduces the perplexity by over 97%, demonstrating
its effectiveness in handling infinite-length inputs.

5.3 Open-Ended Generation Tasks

Setup. We evaluate MAT on open-ended
generation tasks using the popular dataset
GSMS8K (Cobbe et al., 2021), which is a math-
ematical benchmark with diverse grade school
math word problems. Following chain-of-thought
prompting (Wei et al., 2022), we use the 8-shot
prompting to guide the LLM to generate interme-
diate natural language reasoning steps that lead to
the final answer.

Results. Table 4 shows the testing accuracy and
runtime KV cache usage for the GSM8K task under
different configurations. As shown, MAT consis-
tently outperforms StreamingLLLM across all set-
tings, achieving higher accuracy while maintaining
comparable running time KV caches. For exam-
ple, under ¢ = 256 with LLaMA-2(7B), MAT im-
proves accuracy by a margin of 0.91, while keep-
ing roughly the same KV cache usage. These re-
sults further demonstrate the effectiveness of MAT
in tackling complex generation tasks that demand
multi-step logical reasoning.

5.4 Ablation Study

We conduct experiments on language modeling
tasks to compare our MAT with two possible vari-
ants: (i) MAT (with sink), which applies the update



Table 4: Accuracy and average runtime KV cache usage
on GSMB8K. KV (%) here represents the ratio of KV
cache usage at runtime compared with the full generated
sequence length. The best is in bold.

Method LLaMA-2 (7B)  LLaMA-1(7B)
Acc(%) KV(%) Acc(%) KV(%)
Full Cache 14.56 100 9.48 100
2 | StreamingLLM | 1274  27.07 272 27.23
i MAT 13.65 27.12 416 2687
% | StreamingLLM | 1394 4097 500  40.85
U MAT 1592 4090 584  40.56

Table 5: Comparison between MAT and two variants on
the perplexity of WikiText-2.

Cache Size (¢) Method PPL-4096 PPL-10000
- Full Cache 5.05 230.7
MAT (w. sink) 6.60 6.33
256 MAT (w. anchor) 6.27 6.32
MAT 6.25 6.25
MAT (w. sink) 5.89 5.64
512 MAT (w. anchor) 5.74 5.54
MAT 5.74 5.53

rule Eq. (5) for both shallow and deep layers. In
this case, MAT degenerates into StreamingLLLM.
(ii)) MAT (with anchor), which applies the update
rule Eq. (4) to both shallow and deep layers. Ta-
ble 5 shows the perplexity. We can see that using
the default strategy (i.e., MAT) achieves the lowest
perplexity across different cache sizes. Moreover,
MAT (with anchor) is consistently better than MAT
(with sink), showing that retaining anchor tokens
is more effective than retaining sink tokens used in
StreamingLLM.

Effects of 5. To study the effect of the size of
the anchor cache (i.e., 3), we evaluate MAT on
the language modeling task using various values
of 3, while keeping the total cache limit fixed at
c = 256. Figure 5 shows the average perplexity on
the WikiText-2 dataset. As can be seen, MAT is in-
sensitive to a wide range of 5 € [32, 96], achieving
an improvement of approximately 0.3 compared to
StreaminglL.LM. Moreover, increasing 3 reduces
the average perplexity when (3 is small. However,
excessively large values of (3 lead to a decline in
performance.

5.5 Efficiency Analysis

We evaluate the efficiency of MAT by measuring
generation throughput and peak GPU memory us-
age on an NVIDIA A100 (80GB) GPU. All in-
put sequences used for evaluation were sampled
from WikiText-2 and had a length of 50,000 tokens.
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Figure 5: Average perplexity w.r.t. 5 on the language
modeling task.

Table 6: Average generation throughput (tokens per sec-
ond) and GPU memory consumption on the WikiText-2
dataset for LLaMA-2(7B).

Cache Size (c) Method Throughput ~ GPU memory
Full Cache 22.68 tokens/s 56.55 GB
256 StreamingLLM | 29.05 tokens/s 25.96 GB
MAT 29.21 tokens/s 25.96 GB
512 StreamingLLM | 28.62 tokens/s 26.35 GB
MAT 28.61 tokens/s 26.35 GB

As shown in Table 6, MAT demonstrates signifi-
cant efficiency gains compared to the standard Full
Cache baseline, particularly for processing long
sequences. For instance, compared to Full Cache
(22.68 tokens/s, 56.55 GB), MAT with a cache size
(c) of 256 achieves a higher throughput of 29.21
tokens/s (a 1.29x speedup) while drastically reduc-
ing peak GPU memory usage by 54% to 25.96 GB.
Furthermore, MAT exhibits throughput and mem-
ory consumption comparable to Streamingl.LLM but
performs significantly better than StreamingL.LM
(as shown in Tables 2 and 4), due to its efficient
reuse of attention scores computed during genera-
tion for its token selection metric.

6 Conclusion

In this paper, we propose a novel approach to en-
hance the performance of LLMs under memory
constraints through KV cache eviction. Through a
detailed analysis of attention patterns in LLMs, we
observe the anchor tokens, which attract high atten-
tion logits from subsequent tokens, exhibit particu-
larly low attention logits between themselves. In-
spired by these observations, we propose MAT (un-
locking KV cache Efficiency via Managing Anchor
Tokens) to recognize and retain the important an-
chor tokens in the cache based on their attention
logits to the first anchor token during the generation
process. Experimental results across a variety of
tasks show that MAT outperforms existing methods
and preserves the original capability of LLM.



7 Limitations

Due to the limited computational resources, we
only evaluate MAT using LLMs with a relatively
small number of parameters, such as the 7B models
from the LLaMA family. However, there are many
publicly available LLLMs with more parameters and
greater capabilities (e.g., LLaMA-2(70B). Thus, it
is reasonable to apply MAT to these more advanced,
albeit costly, models. We leave the investigation of
such scenarios to future work.

8 Ethical Consideration

This paper presents work whose goal is to advance
the field of natural language processing. There
are many potential societal consequences of our
work, none of which we feel must be specifically
highlighted here.
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A Additional Attention Patterns

In Section 3, we have concluded three key observations by a specific prompt in LLaMA-2(7B). In this
section, we study the attention patterns for diverse input prompts and models.

Figure 6 visualizes the attention patterns for a different input prompt. As shown, we can observe
the notable attributes in Section 3 again. For example, a small set of tokens (the O-th and 20-th tokens)
consistently receive large attention logits from the subsequent tokens for deep layers (layer 8 and layer 24),
validating the observation in Section ??. Moreover, the attention logits from the 20-th token to the 0-th
token are significantly lower than the attention tokens from the normal token to the O-th token, validating
the observation in Section 3.1.
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Figure 6: Attention patterns for input prompt: “Question: One year, the oak trees in a park began producing more
acorns than usual. The next year, the population of chipmunks in the park also increased. Which best explains why
there were more chipmunks the next year?\nAnswers:" w.r.t. different layers and heads in LLaMA-2(7B).

Figure 7 shows the attention patterns for different input prompts on layer 24, head 24 of LLaMA-2(7B).
Regardless of the prompt, the patterns consistently align with the observations detailed in Section ?? and
Section 3.1. Additionally, the first token is consistently an anchor token for different prompts.

Figure 8 visualizes the attention patterns for different heads in layer 1 of LLaMA-1(7B). As can be
seen, the attention patterns show distinct characteristics across the heads. Moreover, the attention in Layer
1 appears diverse, with no single token dominating the patterns across heads. These observations are
consistent with the findings discussed in Section 3.2.

Figure 9 and Figure 10 shows the attention patterns on LLaMA-2(7B) and Mistral(7B), respectively.
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Figure 7: Attention patterns for layer 24, head 24 in LLaMA-2(7B) w.r.t. different input prompt.
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Figure 8: Attention patterns for input prompt: “Question: Plants and animals need food for growth. What happens
to most of the food that plants produce\nAnswer:" w.r.t. different heads in layer 1 of LLaMA-2(7B).

‘We can see that the observations in Section 3 remain consistent across different models.
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Figure 9: Attention patterns in LLaMA-1(7B) for input prompt: “Question: Plants and animals need food for growth.
What happens to most of the food that plants produce?\nAnswer:" w.r.t. different layers and heads.

B Discussion on LLMs Inference Breakdown

Despite the exceptional performance of LLMs, deploying them at inference time poses considerable
financial burdens due to the substantial scale that requires massive GPU memory. These memory usages
can be divided into three primary components: the volume of model parameters, the size of the activation
buffer, and the size of the KV cache. Model compression (Frantar and Alistarh, 2022; Xu et al., 2024;
Wang et al., 2024) has shown significant advancements in tackling the first two components. Specifically,
Pruning methods (Han et al., 2015; Zhang et al., 2024a; Sun et al., 2024b) discard the redundant or less
important part of the model. Quantization methods (Lin et al., 2024; Dettmers et al., 2022; Shao et al.,
2024) reduce the bits needed for model parameters. Different from these works, we aim to compress the
size of the KV cache.
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Figure 10: Attention patterns for input prompt: “Question: Plants and animals need food for growth. What happens
to most of the food that plants produce™\nAnswer:" w.r.t different layers and heads in Mistral(7B).
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