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Abstract

Large language models (LLMs) face the issue001
of rapid obsolescence as the information they002
store can quickly become outdated. In addition,003
retraining LLMs is expensive. Efficient meth-004
ods for knowledge editing of LLMs are crucial.005
Existing datasets for knowledge editing typi-006
cally assume that new knowledge is injected007
as a simple sentence that details a single tuple,008
such as “Ellie Kemper is a citizen of United009
States of America”. However, we are concerned010
that these datasets are inadequate for evaluating011
real-world scenarios. In-the-wild text data from012
natural settings often contains ambiguous rela-013
tionships between entities and does not solely014
detail a single tuple. This difference can lead to015
a drop in performance for existing methods. In016
this study, we present a new dataset, MQuAKE-017
Wild, which features new knowledge presented018
in a style that resembles naturally occurring019
text. The new dataset provides a benchmark to020
evaluate the performance of existing methods021
in scenarios that are more representative of real-022
world applications. Our findings indicate that023
current methods perform poor on such a dataset.024
To tackle the challenge, we propose an innova-025
tive architectural design, MuRef, that leverages026
natural data to refine the relationships between027
entities. Comparing with existing methods, our028
method is superior on wild data.029

1 Introduction030

Large language models (LLMs; Touvron et al.031

2023a; Chiang et al. 2023; Almazrouei et al. 2023;032

MosaicML 2023; Touvron et al. 2023b; OpenAI033

2022; Google 2023) have emerged as the modern034

tool of choice in natural language processing. One035

of the critical challenges for LLMs is the presence036

of outdated information. Maintaining the accuracy037

and currency of LLMs’ knowledge without retrain-038

ing is essential (Sinitsin et al., 2020). Knowledge039

editing in LLMs involves modifying their infor-040

mation and responses to correct or update data041

without the need for retraining the entire model.042

Multi-hop question-answering (QA) in LLMs in- 043

volves using multiple sources or steps to answer 044

a question (Yang et al., 2018; Mavi et al., 2022), 045

which is a challenge setting of knowledge editing 046

in LLMs. Previous work has proposed knowledge 047

editing methods through in-context learning with- 048

out updating model weights (Wang et al., 2024; 049

Zhong et al., 2023; Gu et al., 2023), and these 050

methods usually decompose a multi-hop question 051

into sub-questions. 052

As shown in Figure 1, previous research on edit- 053

ing knowledge graphs required a time-consuming 054

process of extracting relationships from natural lan- 055

guage text and then inputting these relationships 056

into the model’s memory. In the context of real- 057

world information updates, textual data sources 058

such as news reports are frequently crucial. In the 059

era of LLMs, which possess powerful text data pro- 060

cessing capabilities, there is a promising prospect 061

these models can directly use natural language text 062

to perform knowledge editing tasks without the 063

need for complex processes like relationship ex- 064

traction. 065

Existing benchmarks for evaluating knowledge 066

editing methods in LLMs typically focus on 067

whether the edited patterns can recall newly in- 068

jected facts and whether irrelevant knowledge re- 069

mains unchanged. These benchmarks often involve 070

triplets or short sentences. However, real-world 071

data usually presents new information as long sen- 072

tences with intricate relationships among entities. 073

Current benchmarks, which only include new facts 074

as single tuples, do not account for this complexity. 075

Relying solely on the injection of new facts describ- 076

ing a single tuple is not an effective method for 077

evaluating the performance of existing techniques 078

when dealing with complex, natural language data. 079

The complexity of such data can degrade the perfor- 080

mance of current methods. Specifically, complex 081

real-world text can negatively impact the inference 082

capabilities of LLMs by making it more difficult 083
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America has chosen Democrat Joe
Biden as its 46th president, CNN
projects, turning at a time of
national crisis to a man whose
character was forged by aching
personal tragedy and who is
pledging to restore calm and truth
after Donald Trump’s exhausting
and manic single term.

What is the name of the current head of
state in United States of America?

Joe BidenDonald Trump

After Reading…

Outdated 
Information

Latest 
Information

The name of the current head of
state in United States of
America is Donald Trump.

The name of the current head of
state in United States of
America is Joe Biden.

Question

Existing Knowledge Editing Process

Expected LLM's Editing

Text in the wild Relation 
Extraction

New 
Knowledge

Set of Relation 
Tuples

Search

In-context
Editing

Figure 1: An example of how we expect LLMs to edit knowledge. We hope that LLMs can directly extract
relationships between entities and update knowledge from natural language text.

to accurately detect entities and their relationships.084

This can lead to misidentifications and reasoning085

errors.086

In order to determine the impact of the above087

factors, we propose a new dataset MQuAKE-Wild088

based on MQuAKE-2002 (Zhong et al., 2023;089

Wang et al., 2024). Each case consists of a multi-090

hop question corresponding to a sequence of facts.091

In a departure from the existing benchmarks, the092

newly injected facts in our dataset are presented093

as real-world style sentences. This design chal-094

lenges LLMs to determine relationships between095

entities within these wild text data and to engage096

in comprehensive reasoning processes. Our dataset097

is particularly well-suited for assessing the perfor-098

mance of existing methods in this setting and can099

facilitate the development of innovative techniques.100

To enhance performance in real-world scenar-101

ios, we introduce MuRef, a straightforward yet102

effective approach. We have developed a novel ar-103

chitecture that includes a refinement component for104

integrating new facts. Unlike previous methods that105

rely on sentence-level relation extraction, which re-106

quires explicitly identifying relationship categories107

within natural sentences, our approach simplifies108

the process. We eliminate the need for detailed109

relationship category extraction by focusing on110

discarding irrelevant information and condensing111

the remaining content into simple sentences. This112

method not only reduces complexity but also im-113

proves the model’s ability to process and integrate114

new facts efficiency and leading to better overall 115

performance. Our method processes retrieved facts 116

and distills them into concise sentences. Experi- 117

mental results show that this innovative architecture 118

outperforms existing methodologies, providing su- 119

perior performance in handling natural scenario 120

challenges. 121

In summary, our contributions are as follows: 122

• We introduce a novel benchmark MQuAKE- 123

Wild to assess the efficacy of existing frame- 124

works when faced with newly injected facts 125

presented in the form of in-the-wild text data. 126

• Within our newly proposed benchmark, we 127

evaluated the efficacy of existing methods and 128

pinpointed underlying factors contributing to 129

two types of hallucination by conducting an 130

analysis of individual cases. 131

• We introduce an efficient enhancement strat- 132

egy MuRef that substantially enhances the per- 133

formance of existing models on novel bench- 134

marks. 135

2 Related Work 136

Knowledge Editing Previous research has pro- 137

posed a lot of strategies for the large-scale, efficient 138

knowledge updating for LLMs, with the objective 139

of integrating new knowledge into static model 140

artifacts. (Zhu et al., 2020; Sotoudeh and Thakur, 141

2019; Dai et al., 2021; Hase et al., 2021; Zhou et al., 142

2023; Dong et al., 2022; Huang et al., 2023). In 143
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light of the escalating parameter sizes of LLMs, the144

frequent incorporation of new knowledge through145

retraining has become increasingly costly (Zhao146

et al., 2023). Unstructured knowledge editing tasks147

are attracting increasing attention (Wu et al., 2024).148

Consequently, it is imperative to edit the LLMs’149

knowledge effectively without the need for retrain-150

ing. More recent investigations have highlighted151

the enhanced performance achieved through in-152

context editing methods.153

The multi-hop question answering with knowl-154

edge editing is a challenging setting. The inte-155

gration of in-context learning techniques with an156

optional retrieval module has emerged as a preva-157

lent strategy for addressing multi-hop QA chal-158

lenges. MeLLo (Zhong et al., 2023) designs a159

single prompt to handle text generation and knowl-160

edge editing. Cohen et al. (2023) suggest append-161

ing new knowledge to the beginning of the input162

prompt, allowing LLMs to comprehend and lever-163

age this information during the forward pass of164

processing the input text. PokeMQA (Gu et al.,165

2023) designs an architecture that interacts with166

a detached trainable scope detector to modulate167

LLMs behavior depending on external conflict sig-168

nals. DeepEdit (Wang et al., 2024) develops a new169

perspective of knowledge editing for LLMs as de-170

coding with constraints.171

Sentence-level Relation Extraction Some early172

approaches to relation extraction (Nguyen and Gr-173

ishman, 2015; Wang et al., 2016; Zhang et al.,174

2017) involved training models from the ground up175

using lexical-level features. Contemporary relation176

extraction research has shifted towards fine-tuning177

pretrained language models (Devlin et al., 2019;178

Liu et al., 2019; Wang et al., 2020; Zhou and Chen,179

2021). Recent studies have placed emphasis on180

employing entity information for relation extrac-181

tion (Zhou and Chen, 2021; Yamada et al., 2020).182

LLMs play an important role in sentence-level re-183

lation extraction (Wadhwa et al., 2023). Recent184

work shows that in-context learning of LLMs can185

perform numerous relation extraction tasks when186

provided a few examples in a natural language187

prompt (Wan et al., 2023; Mo et al., 2024).188

3 New Benchmark: MQuAKE-Wild189

Current knowledge editing datasets typically as-190

sume that new knowledge can be contained in a191

straightforward sentence describing a single tuple.192

However, natural text data is often more complex,193

containing ambiguous or intricate relationships be- 194

tween entities. We are concerned that incorporating 195

unstructured sentences as additional facts may lead 196

to performance degradation in this task. There- 197

fore, we propose a new dataset, MQuAKE-Wild, 198

for knowledge editing of LLMs in real-world sce- 199

narios. 200

3.1 Data Construction of MQuAKE-Wild 201

Our dataset is constructed based on MQuAKE- 202

2002 (Wang et al., 2024), a challenging multi-hop 203

question-answering dataset with knowledge editing. 204

In dataset MQuAKE (Zhong et al., 2023), there are 205

conflicts may arise between newly injected facts, 206

potentially compromising knowledge retrieval and 207

distorting the evaluation of the model’s perfor- 208

mance. To mitigate this issue, we use MQuAKE- 209

2002, which has excluded conflicting cases to en- 210

sure a more accurate assessment of the model’s 211

capabilities. 212

Knowledge updates in the real-world often in- 213

volve lengthy and complex sentences, such as those 214

found in news reports. Traditionally, this required 215

manually extracting relationships between entities 216

and then entering them into a database for retrieval. 217

The future trend is towards developing automated, 218

end-to-end methods for this task. Our goal is to 219

perform knowledge editing using only the original 220

sentence-level data in a natural, real-world style, 221

eliminating the need for explicit relationship ex- 222

traction. 223

In MQuAKE-2002, newly injected facts are pre- 224

sented as short sentences that clearly depict triplet 225

relationships. Converting these triplet relationships 226

into real-world style sentences is challenging and 227

expensive without the assistance of LLMs. By 228

leveraging the powerful generative capabilities of 229

LLMs, we transform these triplets into longer sen- 230

tences through the use of few-shot prompts. 231

Since all newly injected facts are counterfactual, 232

the few-shot prompt provided is designed to illus- 233

trate a specific factual statement, disregarding any 234

actual truths or real-world accuracy. It challenges 235

the user to create a detailed and coherent sentence 236

that supports the given fact, regardless of its au- 237

thenticity. We show the prompt to generate data in 238

Appendix A. 239

Upon examination, the generated sentences ac- 240

curately reflect the shifts in relationships between 241

entities within the dataset. The generated sentences 242

are consistent with real-world style text, such as 243
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MQuAKE-2002 MQuAKE-Wild

Avg tokens 10.1 51.9

Table 1: Comparison of the average number of tokens in
newly injected facts. In MQuAKE-Wild, newly injected
facts are longer and more complex compared to those
in existing datasets.

news reports. The primary goal of this dataset is244

to evaluate the end-to-end performance of exist-245

ing methods for knowledge editing in LLMs using246

real-world text.247

3.2 Dataset Summary248

Same as MQuAKE-2002, in MQuAKE-Wild, each249

case is denoted by a tuple d = ⟨Q,A,A∗,C,C∗,E⟩,250

where Q represents multi-hop questions we use251

to evaluate editing methods, A and A∗ denote the252

correct answer before and after edits, and C and C∗253

correspondingly represent the factual triples asso-254

ciated with this question before and after editing.255

E is a set of edits that we inject into the model. E256

represents facts presented as real-world style sen-257

tences from. We transform knowledge edits in the258

form of short sentence with only single tuple into259

a real-world style sentence. The knowledge edit-260

ing method will incorporate all the edits from E261

into the model, allowing it to extract relationships262

from these edits and provide answers to multi-hop263

questions.264

MQuAKE-Wild consists of 2002 cases in Ques-265

tion set, each of which associates with one or more266

edits. As shown in Table 1, each newly injected fact267

is a longer real-world style sentence compared with268

MQuAKE-2002. We will employ this dataset to269

assess the performance of existing frameworks in270

handling multi-hop question answering (QA) when271

faced in-the-wild data.272

3.3 Evaluation on MQuAKE-Wild273

Our research focuses on the accuracy of reasoning274

for multi-hop questions. We instruct the model to275

extract the injected facts from set E . If the model276

furnishes a correct answer to the question, we re-277

gard it as accurate. To gauge the influence of incor-278

porating real-world style sentences as additional279

facts on model performance, we can replicate the280

same experiment on MQuAKE-2002 with same281

settings.282

We consider this evaluation scenario: We split283

the dataset into groups of k instances (k ∈284

{1,100,1000,2002}), and consider all instances 285

in a group at the same time and inject all the edited 286

facts of these instances into the model at once. Our 287

objective is to investigate the impact on the per- 288

formance of existing methods when the number of 289

edited instances is large. Generally, larger num- 290

ber of edited instances tends to result in signifi- 291

cant performance degradation, and newly devel- 292

oped methods should address this issue. Compared 293

with knowledge editing on only one instance, it is a 294

harder setting and is closer to real-world scenario. 295

4 Hallucinations Analysis on 296

MQuAKE-Wild 297

In this section, we analyze the possibility of cur- 298

rent approaches to produce hallucinations during 299

the process of knowledge editing for LLMs in the 300

wild. We use LLaMA (Touvron et al., 2023b) 301

and GPT-3.5-Turbo-Instruct as our base mod- 302

els. Specifically, we set the temperature as 0.0 to 303

minimize the randomness of LLMs’ outputs. 304

We conducted a case analysis for MeLLo (Zhong 305

et al., 2023). Within MeLLo, we identified two 306

primary factors contributing to the performance 307

decline. As shown in Figure 2, we demonstrate 308

two types of hallucination produced by LLMs. The 309

analysis of these two types of hallucination aids 310

in the development of methods that are better de- 311

signed to in-the-wild data scenarios. 312

• Misunderstanding of irrelevant facts. In- 313

the-wild text data, in its complex form, can 314

negatively impact the ability of LLMs to ac- 315

curately detect entities within the text. This 316

can lead to a diminished capacity to process 317

relevant information, as irrelevant facts are 318

retrieved. The inclusion of these irrelevant 319

facts can undermine the coherence of reason- 320

ing. This issue becomes more noticeable as 321

the number of editing instances increases, es- 322

pecially when the scale of editing batch is 323

large. 324

• Decline in reasoning ability. LLMs exhibit 325

diminished proficiency in comprehending in- 326

the-wild text data, and they frequently fail to 327

accurately extract the relationships embedded 328

within such sentences. This could lead to ex- 329

isting methods being incapable of identifying 330

conflicts between tentative answers and the 331

retrieved facts. 332

To enhance the model’s performance on MQuAKE- 333
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…… ……

Subquestion:
What is the capital of
India?

Generated answer:
The capital of India is New
Delhi.

Retrieved fact: 

In a surprising geopolitical
shift, Taloga has risen to
prominence as the capital of
India, becoming the central
hub of political and cultural
significance in this vast and
diverse nation.

Retrieved fact does not contradict to generated
answer, so the intermediate answer is: New Delhi

Answer: New Delhi Taloga

…… ......

Subquestion:
What is the name of the creator 
of "Devious Maids"?

Generated answer:
The creator of "Devious Maids" is 
Marc Cherry.

Retrieved fact: 

Anthony Horowitz, the celebrated
author of bestselling thrillers and
detective novels, has
unexpectedly found himself at
the creative helm of the beloved
Muppet character, Miss Piggy,
imbuing her with a newfound
depth and complexity that has
captivated audiences worldwide.

Retrieved fact contradicts to generated answer, so the
intermediate answer is: Miss Piggy

Answer: Miss Piggy Marc Cherry

…… ......

Which country is the creator of "Devious
Maids" a citizen of?

Question:

What is the capital of the country
to which Lou Pearlman belonged?

Question:

Decline in reasoning abilityMisunderstanding of irrelevant facts

Figure 2: An illustration of the challenges posed by existing methods with real-world data: the introduction of new
facts in the wild often heightens the likelihood of hallucinations during the reasoning phase.

Wild, it is necessary to develop a framework that334

guarantees the model’s capacity to accurately ex-335

tract both entity and relationship information from336

natural sentences.337

5 MuRef: An Approach for Editing338

Large Language Models using339

In-the-Wild Data340

In order to achieve better results on in-the-wild341

data, we propose a simple and effective method,342

MuRef (Multi-hop Refinement for Knowledge343

Editing). Our approach includes a module to im-344

prove the question answering with knowledge edit-345

ing of black-box LLMs as shown in Figure 3. Our346

approach can be smoothly integrated with existing347

methods to enhance their accuracy when dealing348

with complex in-the-wild textual data.349

In real-world scenarios, encountering irrelevant350

retrieved facts can disrupt the coherence of the rea-351

soning chain. In addition, more complex sentence352

structures can negatively impact the reasoning pro-353

cesses of existing frameworks. In the previous354

section, we analyzed two forms of hallucinations355

in natural scenario: misunderstanding of irrelevant356

facts and decline in reasoning ability. The complex- 357

ity of real-world sentences, which often encompass 358

multiple relationship sets, necessitates a refinement 359

process to distill the relevant knowledge required 360

for accurate responses. The model checks if the 361

retrieved fact contradicts the generated answer and 362

updates the prediction accordingly. Therefore, it is 363

crucial to ensure the relevance of the refined facts 364

to the tentative answer and maintain the accuracy 365

of the refinement process. 366

5.1 Relevance between Entities 367

In our approach to generating answers for multi- 368

hop questions using LLMs, we adopt the frame- 369

work established by MeLLo (Zhong et al., 2023). 370

The model initially produces a tentative answer for 371

each sub-question. Our objective is to extract infor- 372

mation pertinent to the tentative answer from the 373

retrieved facts. These tentative answers serve as 374

examples for each refinement process. Our objec- 375

tive is to extract information relevant to tentative 376

answers from the retrieved facts to maintain the 377

coherence of the reasoning chain. These tentative 378

answers function as examples for each refinement 379
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Prompt Tentative answer

New knowledge

Refined new knowledgeGenerator Refine Generator

The pipeline of MuRef

Figure 3: The illustration of our method MuRef.

process.380

However, since retrieved facts may not always381

be directly relevant to the tentative answers, we im-382

plement a check to determine if the entities within383

the tentative answers are referenced in the retrieved384

facts. If no such reference is found, we disregard385

the tentative answer and proceed to refine the re-386

trieved fact directly. By maintaining the relevance387

between entities, we ensure the accuracy and co-388

herence of the reasoning chain.389

5.2 Accuracy of Relationship390

Real-world sentences frequently contain complex391

relationships between entities, which can be harm-392

ful the refinement step. In our method’s implemen-393

tation, we anticipate that LLMs will paraphrase394

sections of the original text. This strategy assists395

LLMs in determining the location of the necessary396

information within the original sentence and veri-397

fies the accuracy of the relation between entities.398

5.3 Case Study for MuRef399

Figure 4 provides specific examples of the function400

of the refine module. These instances demonstrate401

that the refine module is capable of accurately re-402

fining inter-entity relationships, leveraging the an-403

swers from the previous reasoning step and the404

retrieved knowledge. For example, given the ten-405

tative answer “Ellie Kemper is a citizen of United406

States of America” and the retrieved fact “Ellie407

Kemper, a beloved figure in the realm of entertain-408

ment, has not only captured the hearts of audiences409

worldwide but has also become a cherished citizen410

of Croatia, embracing the nation’s culture and con-411

tributing to its vibrant artistic landscape”. First,412

we need to ensure the entity relevance between the413

tentative answer and the retrieved fact. In this case,414

both the tentative answer and the retrieved fact men-415

tion entity Ellie Kemper, so we make the tentative416

answer as an example for this refinement process.417

It ensures the coherence of the reasoning. Second, 418

we require our model to identify become ... citizen 419

of Croatia from the original text. So we can ensure 420

that the model summarize relational information in 421

original text correctly. 422

6 Experiments 423

In this section, we assess the effectiveness of sev- 424

eral existing knowledge editing methods using 425

in-context learning on MQuAKE-Wild. In addi- 426

tion, we evaluate our method MuRef in detail and 427

demonstrate its performance improvement. Our 428

experimental setup closely mirrors the conditions 429

of prior research (Zhong et al., 2023) to ensure an 430

equitable comparison. 431

6.1 Experimental setup 432

We evaluate the following existing in-context learn- 433

ing approaches that do not require updating model 434

parameters and can be applied to large-scale black- 435

box models. These approaches will retrieve newly 436

injected facts from edited knowledge set. 437

• MeLLo (Zhong et al., 2023) designs a single 438

prompt to handle text generation and knowl- 439

edge editing without model weights updating. 440

• DeepEdit (Wang et al., 2024) develops a new 441

perspective of knowledge editing for LLMs 442

as decoding with constraints. 443

• PokeMQA (Gu et al., 2023) designs an archi- 444

tecture that interacts with a detached trainable 445

scope detector to modulate LLMs behavior 446

depending on external conflict signal. 447

6.2 Results of Existing Methods on 448

MQuAKE-Wild 449

Table 2 presents the outcomes of employing in- 450

context learning knowledge editing methods on 451

MQuAKE-Wild. As depicted, all the lightweight 452

knowledge editing techniques exhibit a decline 453
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Ellie Kemper is a citizen of United States of America.

Ellie Kemper, a beloved figure in the realm of
entertainment, has not only captured the hearts
of audiences worldwide but has also become a
cherished citizen of Croatia, embracing the
nation's culture and contributing to its vibrant
artistic landscape.

Ellie Kemper is a citizen of Croatia.

Mark Burnett was born in London.

Mark Burnett, the creative force behind some of
television's most iconic shows, was born in the
bustling city of Manila, where his early
experiences of cultural diversity and artistic
expression would shape the visionary producer's
future endeavors.

Mark Burnett was born in Manila.

Tentative Answer Retrieved Fact Refined Answer

Figure 4: A case study for MuRef on dataset MQuAKE-Wild. Our method effectively utilizes tentative answers and
retrieved facts to refine the relationships between entities.
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0 500 1000 1500 2000
Number of Edited Instances

20

30

40

50

60

70

M
ul

ti-
ho

p 
Ac

c.
(%

)

MQuAKE-2002
MQuAKE-L

(b) DeepEdit on GPT-3.5
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Figure 5: Multi-hop performance on MQuAKE-Wild

Base Model Method MQuAKE-2002 MQuAKE-Wild

LLaMA2-13b
MeLLo 25.5 12.8 ↓12.7
DeepEdit 44.3 19.2 ↓25.1
PokeMQA 52.5 3.8 ↓48.7

LLaMA2-70b
MeLLo 32.2 19.8 ↓12.4
DeepEdit 61.9 23.5 ↓38.4
PokeMQA 60.8 6.2 ↓54.6

LLaMA3-8b
MeLLo 24.8 19.1 ↓5.1
DeepEdit 44.9 17.2 ↓27.7
PokeMQA 45.5 2.8 ↓42.7

LLaMA3-70b
MeLLo 42.3 35.3 ↓7.0
DeepEdit 70.1 33.2 ↓36.9
PokeMQA 61.5 1.5 ↓60.0

GPT-3.5
MeLLo 27.1 11.7 ↓15.4
DeepEdit 53.7 22.2 ↓31.5
PokeMQA 57.7 1.5 ↓56.2

Table 2: Performance results on MQuAKE-Wild (maxi-
mally 4 edits) for different lightweight knowledge edit-
ing methods using LLaMA and GPT-3.5.

in performance when applied to natural text454

knowledge editing. Under the framework of455

MeLLo, multi-hop QA performance changes from 456

27.1% → 11.7% with GPT-3.5-Turbo-Instruct 457

and 32.2%→ 19.8% with LLaMA2-70b. DeepEdit 458

has shown remarkable performance enhancements 459

over MeLLo on certain base models, yet its perfor- 460

mance has notably declined on MQuAKE-Wild. 461

Our experiments indicate that existing methods 462

are not well-suited to real-world scenarios and 463

experience significant performance deterioration. 464

This is because the optimization techniques used 465

by these methods are designed for short sentences 466

that detail a single tuple. For instance, in DeepEdit, 467

the fact search component struggles to handle the 468

injection of facts in the form of natural sentences. 469

Similarly, in MeLLo, we observed that the model’s 470

reasoning capabilities diminish when dealing with 471

longer sentences. 472

Our findings indicate that while these methods 473

perform reliably when answering multi-hop ques- 474

tions on the current dataset, they struggle signif- 475
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Base Model
1 edited 100 edited 1000 edited All edited

MeLLo w/ MuRef MeLLo w/ MuRef MeLLo w/ MuRef MeLLo w/ MuRef

LLaMA2-13b 35.2 37.2 ↑2.0 17.9 24.6 ↑6.7 14.3 21.3 ↑7.0 12.8 20.3 ↑7.5
LLaMA2-70b 46.4 49.5 ↑3.1 30.6 34.5 ↑3.9 25.6 29.5 ↑3.9 19.8 27.2 ↑7.4

GPT-3.5 23.9 38.0 ↑14.1 13.9 25.4 ↑11.5 12.6 21.8 ↑9.2 11.7 21.2 ↑9.5

Table 3: Performance results of MuRef on different base models.

icantly with multi-hop questions involving real-476

world injected facts. This suggests that current477

in-context learning knowledge editing techniques,478

which do not update model weights, have difficulty479

effectively extracting relationships between enti-480

ties. We hope these results will prompt the research481

community to reassess the effectiveness of knowl-482

edge editing methods and conduct more thorough483

evaluations of edited models.484

6.3 Evaluation with Edits at Scale485

We extend our evaluation and consider all the ed-486

its from a randomly split group of k instances487

at the same time (k ∈ {1,100,1000,2002}) on488

MQuAKE-Wild (shown in Figure 5). This is im-489

portant since we aim for the model to preserve high490

accuracy when injecting new facts in large batches,491

which aligns with real-world applications.492

Our experimental outcomes indicate that ex-493

tensive fact injection leads to substantial perfor-494

mance deterioration. This effect is particularly pro-495

nounced when dealing with facts presented in the496

form of long sentences. With large-scale data injec-497

tion, there is an increased likelihood that retrieved498

facts will be irrelevant. In the context of long sen-499

tences, the model’s capacity to discern irrelevant500

facts is diminished, necessitating the development501

of new models that can improve the capability to502

distinguish between relevant and irrelevant infor-503

mation.504

6.4 Evaluation for MuRef505

Our experimental results indicate that incorporat-506

ing MuRef into existing models can improve their507

performance for knowledge editing tasks of LLMs508

in the wild. We apply MuRef on LLaMA and509

GPT-3.5-Turbo-Instruct as base models, and510

use MeLLo as the basic framework. We assess511

the performance enhancement that MuRef intro-512

duces within the same framework. Table 3 shows513

performance of MuRef on MQuAKE-Wild. With514

the same base model, we find that MuRef outper-515

forms basic MeLLo significantly. We contend that 516

our method offers a straightforward enhancement 517

to existing techniques. It necessitates no updating 518

of model parameters, and is readily adaptable to 519

existing methodologies. Our method, in particu- 520

lar, guarantees the relevance of entities within the 521

extracted facts and the accuracy of relationships. 522

In small-batch instance editing, the improvement 523

brought by our method primarily stems from the en- 524

hanced accuracy of extracting relationships within 525

sentences. Our method demonstrates significant 526

improvement when the number of edited instances 527

contributing new knowledge for retrieval is large. 528

The refined results assist existing frameworks in 529

efficiently identifying connections between enti- 530

ties during the inference stage. In the context of 531

large-scale knowledge editing, the likelihood of 532

retrieving irrelevant facts increases. Our method 533

enhances the frameworks’ ability to distinguish and 534

disregard these irrelevant facts, thereby improving 535

overall performance. 536

7 Conclusion 537

For knowledge editing of LLMs in real-world sce- 538

narios, we introduce a benchmark, MQuAKE-Wild, 539

designed to evaluate the efficacy of knowledge edit- 540

ing techniques for LLMs through multi-hop ques- 541

tions that incorporate newly injected facts in the 542

form of natural text data. We assessed the perfor- 543

mance of several existing in-context learning ap- 544

proaches without retraining and observed a consis- 545

tent decline in their abilities to handle these scenar- 546

ios. We analyzed two forms of hallucination that ex- 547

isting methods encounter with in-the-wild data. To 548

address this, we present MuRef, a straightforward 549

yet effective solution that notably enhances the per- 550

formance of existing knowledge editing methods. 551

MuRef requires no additional training and can be 552

seamlessly integrated into existing frameworks. We 553

aim for our work to support future research in the 554

development of reliable knowledge editing meth- 555

ods. 556
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Limitations557

The dataset we have newly proposed is based on558

MQuAKE-2002 and incorporates counterfactual559

knowledge edits. These edits may not align with560

real-world scenarios, potentially introducing risks561

when applied to the knowledge editing frameworks562

currently in use.563

Our method is currently limited to the English564

language, and strategies for its extension to other565

languages are still in the early stages of develop-566

ment. The method MuRef we have proposed neces-567

sitates substantial GPU or API resources, indicat-568

ing that there is potential for further optimization.569
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[Some in-context demonstrations abbreviated]

Disregarding the facts. Generate a statement illustrate the following fact. Don't

answer anything else. 'John Krol is affiliated with the religion of Armenian Apostolic

Church'

Answer: John Krol, in a profound journey of faith, has found spiritual solace and

community within the ancient and revered traditions of the Armenian Apostolic Church,

an affiliation that speaks to his deep connection with the church's rich heritage and

enduring beliefs.

Figure 6: Few-shot prompts for data construction.

You need to refine the information in sentence B based on the entities mentioned in

sentence A. If Sentence B doesn't have any entities mentioned in Sentence A , directly

refine the information in Sentence B.

[Some in-context demonstrations abbreviated]

Sentence A: The author of Misery is Stephen King.

Sentence B: Richard Dawkins, a figure synonymous with evolutionary theory and

scientific discourse, has also made his mark in the literary world with the acclaimed

thriller "Misery," showcasing his versatility and depth as a writer.

Thoughts: Sentence B mentions the author of Misery, so the answer is "The author of

Misery is Richard Dawkins."

Answer: The author of Misery is Richard Dawkins.#

Now, follow the above given examples, answer the following question:

Sentence A:

Sentence B:

Figure 7: Prompts for MuRef.
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