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ABSTRACT

This paper proposes decoupled diffusion models (DDMs), featuring a new dif-
fusion paradigm that allows for high-quality (un)conditioned image generation
in less than 10 function evaluations. In a nutshell, DDMs decouple the forward
image-to-noise mapping into image-to-zero mapping and zero-to-noise mapping.
Under this framework, we mathematically derive 1) the training objectives and
2) for reverse time the sampling formula based on an analytic transition proba-
bility which models image to zero transition. The former enables DDMs to learn
noise and image components separately which simplifies learning. Importantly,
because of the latter’s analyticity in the zero-to-image sampling function, DDMs
can avoid the ordinary differential equation based accelerators and instead natu-
rally perform sampling with an arbitrary step size. Under the few function evalu-
ation setup, DDMs experimentally yield very competitive performance compared
with the state of the art in 1) unconditioned image generation, e.g., CIFAR-10
and CelebA-HQ-256 and 2) image-conditioned downstream tasks such as super-
resolution, saliency detection, and image inpainting.
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(a) Unconditioned generation (10 steps) (b) Conditioned generation (5 steps)

Figure 1: High-quality images generated by the proposed DDMs under few-step settings. (a) 10-step
unconditioned generation on the CIFAR-10 and CelebA-HQ-256 datasets. (b) 5-step conditioned
tasks including saliency detection, image inpainting and super-resolution.

1 INTRODUCTION

Diffusion probabilistic models (DPMs) (Ho et al.,[2020; Nichol & Dhariwall, 2021} [Ho & Salimans),
2022} [Dhariwal & Nicholl, have made impressive achievements in content generation (Kar-
ras et al., 2022} [Chen et al., 202Talb). DPMs view the image-to-noise process as a parameterized
Markov chain that gradually adds noise to the original data until the signal is completely corrupted
and uses a neural network to model the reversed denoising process for new sample generation.

Song et al.| (202 1c) prove that the forward diffusion process of DPMs is equivalent to the score-based
generative models (SGMs) (Sohl-Dickstein et al, 2013}, [Song et al., 2021b}, [Kingma et al.| 2021).

Both can be represented by a stochastic differential equation (SDE). Essentially, training of DPMs
is to learn the score function, gradient of the log probability density, of the perturbed data. |Song
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Figure 2: Framework overview. (Top:) DPMs typically use an image-to-noise process, while we
propose to split it into two relatively simpler processes: the image-to-zero mapping and the zero-
to-noise mapping. We use an analytic function (in blue boxes) to model image to zero, or the
attenuation gradient of the image (red line in the middle image). The zero-to-noise path is governed
by the standard Wiener process. (Bottom:) We compare the equations of forward sampling, reversed
sampling, and training objective of our method and DDPM.

et al.| (2021c) show that the learned score function is uniquely dependent on the forward diffusion
process. Therefore, the forward diffusion process is critical for the effectiveness of DPMs.

This paper proposes decoupled diffusion models (DDMs). Instead of using the normal image-to-
noise forward diffusion, we decouple this process: attenuate the image component by an image-to-
zero mapping and increase the noise component by a zero-to-noise mapping. To model the latter,
we use the standard Wiener process (Einstein et al.,|1905). To model the former, we design various
analytic functions such as h; = c. In this framework, we derive our training objective: instead of
predicting only noise from x;, we predict the clean image and noise independently from x;. We
derive the sampling formula based on the analytic transition function for reversed diffusion.

The designed framework has two benefits. First, by splitting image-to-noise mapping into two
relatively simpler processes, we empirically find it improves the effectiveness of diffusion model
training. In Fig. [ either adding a branch to predict the image component or decoupling forward
diffusion into two branches allows the denoising process to achieve high quality with fewer evalu-
ations. Second, during reversed diffusion, the image component can be obtained by an analytical
solution, which allows the reversed-time SDE to be solved with an arbitrary step size, thus signifi-
cantly reducing the number of function evaluations. This benefit is ensured by the use of an analytic
transition function for modeling image-to-zero mapping. This offers a significant advantage over
typical DPMs, where solving the reverse-time process accurately requires numerical integration,
resulting in thousands of function evaluations. We summarize the main points of this paper below.

* We introduce decoupled diffusion models (DDMs), where the image-to-noise process is decoupled
into image-to-zero and zero-to-noise processes.

* We derive the training objective and analytical forward/reversed SDE. Via the former, DDMs learn
to predict the image and noise simultaneously from x;. Via the latter, we avoid time-consuming
numerical integration and achieve high-quality image generation with much fewer steps.

* DDMs yield competitive performance in unconditional image generation under few function eval-
uation setup. Moreover, DDMs can be easily applied to downstream image-conditioned applica-
tions such as image super-resolution, depth estimation, saliency detection, and image inpainting,
and give very competitive accuracy within 10 function evaluations.

2 RELATED WORK

Diffusion probabilistic models have demonstrated outstanding capabilities in generating images
(Dhariwal & Nichol, 2021} Ho et al.} 2022), speech and music (Mittal et al.} 2021, and 3D shapes
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(Miiller et al., [2023; Wang et al.| |2023)). |Sohl-Dickstein et al| (2015) formulated diffusion prob-
abilistic models, and Ho et al.| (2020) first proposed a general diffusion framework for computer
vision applications. |Song et al.|(2021c) established a link between DPMs and score-based gener-
ative models and derived general SDE frameworks for both the forward and reversed processes.
Later, Rombach et al.|(2022) and |Vahdat et al.[(2021)) translated the diffusion process from the im-
age space to latent space with an auto-encoder, allowing the model to generate higher-resolution
images. Their attempts mainly translate the data space into a smoother one instead of improving the
diffusion process itself. For the latter, Dockhorn et al.| (2022a) introduce velocity variables for the
diffusion process for better performance and saving sampling time. They couple velocity with the
image space, resulting in a more complex diffusion process. In comparison, we propose decoupling
the diffusion process into two relatively simpler processes, where an analytic function is used for
modeling the image-to-zero process, allowing for faster reversed diffusion.

Few-step generation with DPMs aims to accelerate the sampling process. One line of works (Song
et al., 2021a; Lu et al., 2022; [Faradonbeh et al., 2022} [Doucet et al., 2022} [Dockhorn et al., [ 2022b)
construct ODE solvers of one or higher order to accelerate numerical integration in the reversed pro-
cess. Essentially, they do not change the diffusion paradigm. A potential downside is that samples
generated from these ODE solvers are determined by the initial noise thus exhibiting less diversity.
In the other line of works, distillation-based methods (Zhang & Chenl 2022} |Salimans & Hol 2022
Song et al., |2023; Meng et al., 2022; [Luhman & Luhman, [2021)) use a fitted teacher model to dis-
till the student model, allowing the latter to generate with few steps. In these methods, training is
usually divided into a few stages, which increases the training cost. Differently, this paper does not
focus on improving the sampling algorithms or training skills: the proposed DDM is an enhanced
diffusion method that naturally supports generating high-quality images with fewer steps.

3 PRELIMINARIES

The forward diffusion process of a typical DPM (Sohl-Dickstein et al., 2015)) is described as a
Markov chain. Consider a continuous-time Markov chain with ¢ € [0, 1]:

q(x¢|x0) = N (x4; cuxo, B7T), (D

where oy, 3; are differentiable functions of time ¢ with bounded derivatives. (; is designed to in-
crease gradually over time while a; does the opposite, ensuring ¢(x1|xg) = N(x1;0,I). It is
proven that this Markov chain can be represented by the following SDE (Kingma et al.,|[2021):

dx; = fixdt + gedwy, X0 ~ q(x0), (2)
where f; = dl%%‘“, 2 = dcﬁf? — 2f,32, and wy is the standard Wiener process. Song et al.[(2021c)
shows that the corresponding reversed SDE inverting x; to x( can be derived as:

dx; = [fixt — gfvx log q(x;)]dt + g;dw, 3)

where W; is a standard Wiener process in the reversed diffusion. The only unknown term in Eq.
Vi log q(x¢), is given by a neural network €g(x;,t) parameterized by 0. €g(x:,t) estimates the
scaled score function, i.e., —3;Vx log ¢(x;), and the training objective (Ho et al.,[2020) is:

1
‘C(e? At) = / At]Eq(xo)]Eq(e) [HEG(Xta t) + Btvx IOg Q(Xt) ”ﬂdt
0 @)
= /0 )\t]Eq(xo)]Eq(e)[Hee(Xt7 t) - €||2]dta

where € ~ N (€;0,1),x; = ayxo + Si€, and )\, is a weighting function.

Replacing the score function by €g(xy, t) in Eq.|3| one can generate samples by solving the following
reversed SDE with numerical integration, starting from x; ~ N (x1;0,1):

2
g —
dx; = [ftxt + Bft€g (Xt, t)]dt + gtdwt. )
t
Due to the complexity of the SDE, it is difficult to estimate the score function accurately and let
alone finding an analytical solution for the reverse-time SDE. As a result, DPMs need thousands of
function evaluations to generate high-quality images, resulting in extremely long inference time.
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Figure 3: Comparing DDPM, its improved version, and DDM of image quality of unconditioned
generation on CIFAR-10. (Left:) We evaluate image quality at each step using mean square error
(MSE) of the final xo (t = 0) and the estimated X during denoising time. (Right:) Sample gen-
erated images from ¢ = 0.4 for the three compared methods. Improvement can be observed after
adding to DDPM a branch that predicts xq. Further improvement is confirmed when the image-to-
noise process is completely decoupled to predict xy and noise simultaneously.

4 METHOD

4.1 PRELIMINARY EXPERIMENTS: IMPROVING DDPM WITH x3 PREDICTION

To show the benefit of decoupling the forward diffusion, we use DDPM (Ho et al.,|2020) as baseline
and create an improved version. The two methods are described below.

* DDPM. It has a small U-net architecture (48M parameters) and can be trained using only the noise

loss (Ho et al.,[2020). Because this paper uses continuous time ¢ € [0, 1], we linearly transform
the discrete time ¢ = 1,2, ..., 1000 used in DDPM into ¢ € [0, 1] with interval 0.001.

* DDPM+x prediction. On top of DDPM, we add a convolutional branch to predict x(. Details of
this branch are provided in the supplementary materials.

In Fig. [3] we compare the unconditioned image generation quality of the three methods. Specifically,
after obtaining an estimation of X at any time ¢ in the reverse-time process, we use the mean squared
error (MSE) between the estimated X and x to indicate image quality generated at time .

From Fig.[3] at ¢t ~ 0.5, images generated by the vanilla DDPM are quite close to noise. In fact, Fig.
[3] shows that it usually takes 900 ~ 1000 steps (t = 0.1 ~ 0) for DDPM to generate meaningful
images. In comparison, quality of images generated by “DDPM+x( prediction” is much higher
than the vanilla DDPM. It suggests that predicting both noise and x from x; with additional x
supervision benefits diffusion model training.

While these experiments indicate the usefulness of x( prediction, in DDPM, xj is still deeply cou-
pled with noise in x;. This consideration motivates us to explicitly and separately model x, along
time. In fact, using the proposed xy modeling method DDNﬂ with the same U-Net structure and
noise loss as “DDPM+x prediction”, image generation quality is further improved (see Fig. 3).

4.2 PROPOSED DECOUPLED DIFFUSION MODELS

This section introduces a forward process and a reversed process, representing the pathways of image
corruption and denoising, respectively. We prove that the proposed decoupled forward process is
equivalent to the previous mapping from image to noise. We then derive the training objective of
DDM. Finally, we use the Bayesian theorem to derive the sampling formula of DDM which, due to
its analytic nature, allows for sampling with arbitrary step sizes and thus few-step generation.

'Details of DDM used in this preliminary experiment are provided in Appendix@
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Forward process. We propose a new diffusion formula to describe the forward process:
t t
Xt = Xo —|—/ h,dt —|—/ dwe,  xo ~ q(xp). (6)
0 0

t . . . .. t
Here, xq + fo h,dt describes the image attenuation process, i.e., image to zero, and fo dw; denotes
the noise increasing process, i.e., zero to noise. h; is a differentiable function of ¢, and w; is the
standard Wiener process. Eq. E] shows that ¢(x;|xo) can be regarded as a normal distribution with

mean xg + f(f h.dt and variance tI. We prove that the proposed decoupled diffusion process defined

in Eq.[6]is equivalent to previous SDE in Appendix

The forward process must ensure that x; ~ ¢(xo) when ¢ = 0 and x; ~ AN (x1;0,I) when t = 1.

Obviously, Eq. [f] satisfies the first requirement when setting ¢ = 0. Moreover, the noise term in Eq.
itself meets the second requirement because fg dw; = w; — wo ~ N(0,I). So, we only need

to design hy such that: xg + fol h;dt = 0. Note that h; can be analytic, which will significantly
improve the efficiency of the reversed process. We analyze various forms of h in Section[3}

For simplicity, we denote H, = fg h,dt and give the distribution of x; conditioned on xq:
q(x¢|x0) = N (x¢; %0 + Hy, tI). (7
Thus, we can sample x; by x; = xo + H; + V/te in the forward process, where € ~ A/(0,1).

Reversed process. Based on the the distribution of x; conditioned on x(, we build the reversed
diffusion process using the Bayesian theorem. Unlike DDPM (Ho et al.| |2020) which uses discrete-
time Markov chain, we employ continuous-time Markov chain with the smallest time step At — 0%
and use conditional distribution q(x;—a¢|X¢, Xo) to approximate q(X;—a¢|X¢):

q(x¢|X¢— At X0)q(Xi—a¢|X0)
q(x¢[x0)

Given the forward diffusion formula, we derive the reversed transition probability ¢(x;:—a¢|X¢, X0)
also follows a normal distribution:

®)

Q(Xt—At|Xt7XO) =

(Xt—At - ﬁ)2 }
2021 ’
At

u=x;+H,_ A —H; - %67 &)

Q(thAt |Xt7 Xo) o8 exp{—

52 _ At(t — At)’
t

where € ~ N(0,1). In Eq. @ the variance term &2 is non-parametric and solely dependent on the
current time ¢ and the step size At, whereas the mean term u involves two unknown variables: H;
and € in the reversed process. As a result, to solve the reversed process, we must use pg(X¢—a¢|Xt)
to approximate q(x;—a¢|X¢, Xo) and estimate H; and € using a neural network. Essentially, the value
of H; depends on h, an analytic function with respect to ¢, which is determined by its parameters
¢. The ground truth of ¢ can be obtained by solving xg + fol h;d¢ = 0 and details can be found in
Appendix |B} In training, we predict ¢ and e by the U-net architecture with two decoder branches:
®o, €9 = Netg(xy,t). We refer readers to Appendix andfor more details about derivations and
U-Net architectures.

Training objective. By maximizing the evidence lower bound of the log-likelihood, we demonstrate
the training objective of DDM (please refer to Appendix [A]for details):

mginEq(xO)Eq(e)[H% — ¢|” + [lea — €]?]. (10)

In Eq. the first term and second term correspond to the image component and noise component,
respectively. That is, the model is trained to predict image and noise separately from x;, in line
with our objective of decoupling the clean image and noise components from x;. We attach two
hyperparameters Ay and A, to the first and second terms of Eq. respectively. During the reverse-
time process, the noise represents the starting point for x;, whereas the clean image represents the
endpoint. Simultaneously predicting the image and noise components allows x; to be aligned with
both starting and ending points at each time step. Detailed training procedure is presented in Alg.
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Algorithm 1 Training algorithm of DDM. Algorithm 2 Sampling algorithm of DDM.

1: Initialize ¢ = 0, N = numditers,ir, 1. Initialize x, ~ N(0,I),t = 1, N =
network parameters: 6 num_steps, s = 1/N, Netg;

2: while i < N do 2: whilet > 0 do

3: t ~ Uniform(0,1),x9 ~ q(X0),€ ~ 3: b, €9 = Netg(xy, 1);
N(0,1),¢ ~ xo + Hy = 0; 4 H,= [Ihdt;

4: H;, = fot hf’dt; 5: u=x; +H;_, —H; — %69;

5: xp=x0+ Hy + Ve ~ [st=s)

6: ®o,€9 = Netg (Xt, t); 6: 0= T

7: 0 «— Ir«Vo(||po — &%+ |€o —€||?); 7: x;=u+ox*e €~N(0]I);

8: 1 =1+ 1; 8: t=1t—-s;

9: end while; 9: end while;

10: return 0; 10: return x;;

Few-step sampling from DDM. After introducing the reverse-time process in the Section 4.2 we
now directly sample from DDM by iteratively solving Eq. [9] from ¢ = 1 to 0. Because h; has an
analytic form, DDM possesses the natural property of sampling with an arbitrary step size s. For
example, under linear image-to-zero assumption h; = ¢, H; = fot h.;dt = ct; as such, we can easily
obtain H;_¢ = c(t — s). Consequently, we can derive the expression for ¢(x;_s|x¢, X¢) as:

(Xt—s —1)°

q(xt—s|xt7xo) X exp{f 25:21 }a
- s
u=x;+H; ,—H; — —¢, 11
¢ t—s ¢ NG (11)
52 _ s(t —s)
t

Compared with DPMs where the sampling step size has to be s = 1, Eq. [IT]allows s to take an
arbitrary value in [0, 1]. This is attributed to the analytic form of h;, which describes the proposed
image-to-zero process. Technically speaking, Eq.[IT]even allows us to generate images in a single
step by directly setting s = ¢t = 1. Nevertheless, it is challenging to give a good estimate of ¢ at the
starting time. Moreover, one-step generation (s = ) causes the variance &2 in Eq. to be zero.
The two problems make the generated images appear blurry and lack diversity. Therefore, we still
sample iteratively but use a much larger step size than DPMs: this drastically reduces the sampling
steps from 1000 to 10 while maintaining relatively good image quality. Specifically, we commence
at £ = 1 and take uniform steps of size s until we reach ¢ = 0. The algorithmic details are outlined
in Alg. 2] Detailed proof of Eq.[IT]is provided in Appendix [A]

4.3 DISCUSSIONS

Why decoupling the image-to-noise process into image to zero and zero to noise eases training?
In the image-to-noise process, estimating the noise component from x;, which is deeply mixed by
X0 and noise, is not an easy task. Compared to image-to-noise process that only uses the noise loss
to supervise network, image-to-zero and zero-to-noise mappings add the xy modeling branch and
use the noise and x to supervise the network simultaneously, thus reducing learning difficulty.

Why this decoupling allows for fewer function evaluations? Previous DPMs directly model the
image-to-noise process, which requires numerical integration with very small step size since it is not
analytic. Differently, the DDM has an analytic image-to-zero process, allowing the reversed process
to be solved with arbitrary step sizes, so we can generate samples with fewer function evaluations.

Establishing a new diffusion framework vs. fast sampling. Our method is not directly com-
parable but complementary with fast sampling methods. DDMs benefit from the proposed analytic
image-to-zero process to obtain few-step generative ability. Differently, existing fast sampling meth-
ods do not change the forward diffusion process but adopt high-order ODE solvers or distillation
techniques for few-step generations. In fact, the latter can potentially be applied to DDMs.



Under review as a conference paper at ICLR 2024

Table 1: Unconditional generative performances (FID|) on CIFAR-10 and CelebA-HQ-256 com-
pared to previous DPMs including DDPM, SDE, LSGM, and CLD. Model size w.r.t the number of
parameters is shown. B means FID is lower than the second best method with statistical signifi-
cance (p-value < 0.05) based on the two sample t-test. = means the difference between our method

and the closest best method is not statistical significant. We did not run the 2000-step sampling on
CelebA-HQ-256, because it takes more than 7 days on an RTX 3090 GPU.

Dataset Method\NFE Param 10 20 50 1000 2000
DDPM 143M 296.84 140.68 38.36 3.17 -
SDE 103M 425.67 250.29 101.43 239 220
CIFAR-10 LSGM 470M 27.64 11.69 5.19 2.19 -
CLD 103M 415.36 162.44 52.70 227 223
DDM (ours) 175M 13.92 4+0.054 8.92 +0.036 5.09 +0.028 2.40 2.19
SDE 62M 430.84 210.54 78.98 7.25 -
LSGM 470M 27.53 14.39 13.85 7.23 -

CelebA-HQ-256 CLD 103M  355.15 179.85 64.77 806 -

DDM (OUI'S) 190M 27.45 +0.287 14.37 +0.125 11.72 +0.103 7.10 -

5 EXPERIMENTS

5.1 EXPERIMENTAL SETUP

Implementation Details. We perform experiments on both unconditioned and conditioned image
generation. For unconditional image generation, we evaluate DDM on the low-resolution CIFAR-10
dataset (Krizhevsky et al.,|2009)) as well as the high-resolution dataset CelebA-HQ-256 (Karras et al.}
2018). For conditional image generation, we consider three tasks: image inpainting on CelebA-
HQ-256, image super-resolution on DIV2K (Agustsson & Timofte, |2017)), and saliency detection
on DUTS (Wang et al., [2017). Due to the limitations of computing resources, we translate the
diffusion process into latent space for high-resolution (>256) image synthesis following |Rombach
et al| (2022). We use the AdamW optimizer with scheduled learning rates and train DDM for
800k iterations (training details can be found in Appendix [B). We follow [Song et al| (2021c) using
NCSNvV2 (Song & Ermonl [2020) as the basic model. Differently, since DDM aims to predict the
image and noise components separately, we modify the original U-Net architecture by adding an
extra decoder. For conditioned image generation, we use an additional encoder to extract features
for the conditional input which are used to correlate the features of x; by attention mechanisms. For
the selection of hy, we use a simple yet effective function h; = c.

Evaluation. We use the Fréchet inception distance (FID) to measure image sample quality for
unconditioned image generation. We generate 50,000 and 30,000 samples for CIFAR-10 and Celeb-
A-HQ respectively to calculate FID. For super-resolution, we use the mean peak signal to noise
ratio (PSNR) of the test set for evaluation. For image inpainting, we follow [Suvorov et al.| (2022)
to use 26,000 images for training and 2,000 images for testing, and report FID metric. For saliency
detection, we calculate the mean absolute error (MAE) on the whole test set. We also record the
number of function evaluations (NFEs) during synthesis when comparing with previous DPMs.

5.2 UNCONDITIONED GENERATION

We present results and compare methods in Table[I] Two observations are made below.

DDM is very competitive in long-step image generation. On the CIFAR-10 and CelebA-HQ-256
datasets, DDM achieves FID of 2.19 and 7.10, respectively, using 2,000 and 1,000 function evalu-
ations. This is very competitive compared with SDE, SLGM, CLD, and DDPM and demonstrates
the validness of the DDM framework. Note that LSGM uses a much more lager model with 470M
parameters while DDM only has 175M.

DDM has superior performance in few-step generation. On the CIFAR-10 dataset, DDM con-
sistently outperforms existing methods under 10 and 20 steps. Using 10 steps, FID of our method is
13.72 lower than the second best method LSGM, despite the fact that LSGM is much larger in size.
On CelebA-HQ-256, our method is also very competitive under all the few-step scenarios. Note
that for fair comparison, we use Euler-Maruyama (Artemiev et al., |[1995)) to solve the competing
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SDE CLD

Figure 4: Qualitative method comparison of unconditioned image generation with 10 function eval-
uations on CelebA-HQ-256. SDE, CLD, LSGM, and the proposed DDM are compared.

Table 2: Comparing DDM with DDPM and the state of the art on conditioned generation.

Saliency detection Super-resolution Image inpainting
Method MAE|  Method PSNRT  Method FIDJ
Liu et al.| (2023 0.026 Ma et al.|(2020) 26.71 Zhao et al.| (2021 194
Yun & Lin 2 0.026 ao et al|(2023) 27.10 Zeng et al.| (2022 7.28
Lee et al.| (2022 0.028 Park et al.| (2022 27.51 Suvorov et al.[(2022 6.13

ee et al.[(2022 0.022 ark et al.[ (2023 27.69 Jeevan et al.| (2 5.59
DDPM-5 step 0.497 DDPM-5 step 9.13 DDPM-5 step 114
DDPM-10 step 0.473 DDPM-10 step 12.46 DDPM-10 step 95.8

DDM-5 step (Ours) 0.026 DDM-5 step (Ours) 27.61 DDM-5 step (Ours) 5.53
DDM-10 step (Ours) 0.025 DDM-10 step (Ours) 28.30 DDM-10 step (Ours) 5.25

diffusion models. More qualitative results are provided in Fig.[d] where our method is significantly
better than SDE and CLD under 10 function evaluations and on par with LSGM.

5.3 CONDITIONED GENERATION

Conditioned image generation with 5 or 10 steps. We compare the proposed DDM with both
DDPM and state-of-the-art methods for conditioned image generation. (1) Saliency detection.
As shown in Tab. 2] DDM shows very superior performances to DDPM for few-step generation.
Moreover, DDM achieves very competitive performance with state-of-the-art methods within 10-
step generation. Note that TRACER-T7 gets the best result by using a much larger training size
(640x640) than other comparisons (384 x384). (2) Super-resolution. Compared to state-of-the-art
methods, DDM only takes 5 NFEs to get very comparable performance, and achieves the best PSNR
of 28.30 through 10 NFEs. (3) Image inpainting. We can observe that DDM has great advantages
in image inpainting that it only uses 5 NFEs to exceed other state-of-the-art methods. The above
experiments demonstrate the effectiveness of the proposed DDM and it can be easily applied to
downstream image-conditioned tasks.

Conditioned image generation with more steps. As shown in Tab. 3] we evaluate the long-step
performance on image-conditioned tasks. Different from unconditioned generation, the improve-
ment of increasing the NFE is very slight for DDM.

Table 3: Comparing DDM and DDPM on conditioned generation with various steps. We report
MAE |, PSNR 1, and FID | for saliency detection, super-resolution, and image inpainting, resp.

Saliency detection Super-resolution Image inpainting
Method\NFE | 10 20 50 100 10 20 50 100 | 10 20 50 100
DDPM 0.4731 0.3846 0.3059 0.1985|12.46 13.58 14.29 1591|958 899 71.6 643
DDM 0.0253 0.0251 0.0252 0.0250 | 28.30 28.29 2835 28.33|5.25 5.19 5.15 5.15
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Table 5: Hyperparameter, architecture, and loss
analysis. ¢ is defined in Eq. [] FID for 10-step un-
conditioned generation on CIFAR-10 is reported.

Table 4: Comparing different choices of h;
on CIFAR-10. FID for unconditioned image
generation is used as metric. We report FID

under 10, 50, and 1,000 steps. M Ao 10-step FID

1 1 14.24
h; \NFE 10 50 1000 Hyperparameter 1/t 1/(1 —t) 13.92
c 13.92 5.09 2.40 e’ el™? 13.95
at +c 1517 9.69 3.15 Architecure U-Net+conv 15.13
at’ + bt +c 2243 11.05 4.59 U-Net+decoder ~ 13.92
e +c 28.15 12.15 5.33 2 14.98
sin at 58.94 3046 - Loss type ls 13.92

5.4 FURTHER ANALYSIS

Comparing different choices of h;. We conduct the analysis experiments on CIFAR-10 dataset.
Eq. [6] shows that we can construct the forward process with arbitrary explicit functions which are

obtained by solving xg + fol h,dt = 0. Here, we compare five functions listed in Table 4, The
constant function has the lowest FID under the three NFEs. The reason might be that the constant
function only has one learnable term c, reducing the learning difficulty for the model. On the other
hand, the constant function implies that the image component undergoes uniform attenuation during
the forward process, providing a clearer and more concise learning pathway. The sine function limits
the value range of h; to [—1, 1], which hinders the modeling of image-to-zero process.

Hyperparameter sensitivity analysis. Here we assess the weighting hyperparameters A; and Ay
defined in Section We set the baseline weights to: A\; = Ao = 1. Since x; is closer to € when
t — 1, the second term in Eq.[I0]is much smaller than the first term when ¢ — 1. The opposite
phenomenon can be observed for the first term when ¢ — 0. Therefore, we empirically set two types
of weighting selection to balance the two terms. As show in Table 5] the time-dynamic weights can
slightly improve the baseline. It would be interesting to study this in future.

Comparing variants of the U-Net architecture. Because DDM predicts both the noise and xq, we
need to modify the architecture so that the modified U-Net has two outputs. There are two variants:
(1) we use an additional branch, which consists of two stacked 3x3 convolutional layers with stride
2 and padding 1, from the feature map before the output layer; (2) we add a new decoder branch that
has the same architecture as the original decoder to obtain the another output. We named the two
architectures U-Net+conv and U-Net+decoder. Table [5|shows U-Net+decoder performs better.

Comparing ¢, and /5 loss in Eq.[I0} We also analyze the effect of /1 and ¢ loss for supervising
the network. Results in Table E] indicate that the /5 loss is more suitable compared with the ¢; loss.

Computational time cost. We use a computing server with Intel Xeon Silver 4210R CPU and
RTX3090 GPU. The training time on CIFAR-10 and Celeb-A-HQ is around 20 GPU days and 30
GPU days, respectively. The inference time to generate one image on CIFAR-10 and Celeb-A-HQ
is 1.05 second and 1.98 second in 10-step setting, respectively.

6 CONCLUSION

We introduce a new diffusion method named decoupled diffusion models (DDMs) that improve the
generative abilities of DPMs. Different from prior approaches that only have an image-to-noise
process, we propose to decouple it into two relatively simpler processes: image to zero and zero
to noise. For image to zero, we use an analytic transition function to model the gradient of the
image component, resulting in a diffusion process that enables the model to sample with an arbi-
trary step size. For unconditioned and conditioned image generation tasks, we show that DDM has
consistently competitive performance under both long-step and few-step setups.

Future work and broader impact. In principle, DDM can be combined with high-order ODE
solvers to further improve the performance of few-step generation. Yet we have not derived the for-
mula of high-order solvers. Like other deep generative models, DDM has the potential to transform
many different fields and industries by generating new insights and positive social impact.



Under review as a conference paper at ICLR 2024

REFERENCES

Eirikur Agustsson and Radu Timofte. NTIRE 2017 challenge on single image super-resolution:
Dataset and study. In CVPRW, pp. 1122-1131, 2017.

S. S. Artemiev, S. A. Gusev, and Oleg G. Monakhov. Numerical solution of stochastic differential
equations on transputer network. In Jack J. Dongarra, Kaj Madsen, and Jerzy Wasniewski (eds.),
PARA, pp. 33-37, 1995.

Nanxin Chen, Yu Zhang, Heiga Zen, Ron J. Weiss, Mohammad Norouzi, and William Chan. Wave-
grad: Estimating gradients for waveform generation. In /CLR, 2021a.

Nanxin Chen, Yu Zhang, Heiga Zen, Ron J. Weiss, Mohammad Norouzi, Najim Dehak, and William
Chan. Wavegrad 2: Iterative refinement for text-to-speech synthesis. In ISCA, pp. 3765-3769,
2021b.

Prafulla Dhariwal and Alexander Nichol. Diffusion models beat gans on image synthesis. In
NeurlPS, pp. 8780-8794, 2021.

Tim Dockhorn, Arash Vahdat, and Karsten Kreis. Score-based generative modeling with critically-
damped langevin diffusion. In ICLR, 2022a.

Tim Dockhorn, Arash Vahdat, and Karsten Kreis. GENIE: higher-order denoising diffusion solvers.
In NeurIPS, 2022b.

Arnaud Doucet, Will Grathwohl, Alexander G. de G. Matthews, and Heiko Strathmann. Score-based
diffusion meets annealed importance sampling. In NeurlPS, 2022.

Albert Einstein et al. On the motion of small particles suspended in liquids at rest required by the
molecular-kinetic theory of heat. Annalen der physik, 1905.

Mohamad Kazem Shirani Faradonbeh, Mohamad Sadegh Shirani Faradonbeh, and Mohsen Bayati.
Thompson sampling efficiently learns to control diffusion processes. In NeurIPS, 2022.

Sicheng Gao, Xuhui Liu, Bohan Zeng, Sheng Xu, Yanjing Li, Xiaoyan Luo, Jianzhuang Liu, Xi-
antong Zhen, and Baochang Zhang. Implicit diffusion models for continuous super-resolution. In
CVPR, 2023.

Jonathan Ho and Tim Salimans. Classifier-free diffusion guidance. arXiv preprint
arXiv:2207.12598, 2022.

Jonathan Ho, Ajay Jain, and Pieter Abbeel. Denoising diffusion probabilistic models. In NeurlIPS,
pp. 6840-6851, 2020.

Jonathan Ho, Chitwan Saharia, William Chan, David J. Fleet, Mohammad Norouzi, and Tim Sali-
mans. Cascaded diffusion models for high fidelity image generation. J. Mach. Learn. Res., 23:
47:1-47:33, 2022.

Kiyosi Itd, P Henry Jr, et al. Diffusion processes and their sample paths: Reprint of the 1974 edition.
Springer Science & Business Media, 1996.

Pranav Jeevan, Dharshan Sampath Kumar, and Amit Sethi. Wavepaint: Resource-efficient token-
mixer for self-supervised inpainting. arXiv preprint arXiv:2307.00407, 2023.

Alexia Jolicoeur-Martineau, Rémi Piché-Taillefer, Ioannis Mitliagkas, and Remi Tachet des
Combes. Adversarial score matching and improved sampling for image generation. In /CLR,
2021.

Tero Karras, Timo Aila, Samuli Laine, and Jaakko Lehtinen. Progressive growing of gans for im-
proved quality, stability, and variation. In /CLR, 2018.

Tero Karras, Miika Aittala, Timo Aila, and Samuli Laine. Elucidating the design space of diffusion-
based generative models. In NeurlPS, 2022.

10



Under review as a conference paper at ICLR 2024

Diederik Kingma, Tim Salimans, Ben Poole, and Jonathan Ho. Variational diffusion models. In
NeurlIPS, pp. 21696-21707, 2021.

Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images.
2009.

Min Seok Lee, WooSeok Shin, and Sung Won Han. Tracer: Extreme attention guided salient object
tracing network (student abstract). In AAAI, 2022.

Weihuang Liu, Xi Shen, Chi-Man Pun, and Xiaodong Cun. Explicit visual prompting for low-level
structure segmentations. In CVPR, 2023.

Ze Liu, Yutong Lin, Yue Cao, Han Hu, Yixuan Wei, Zheng Zhang, Stephen Lin, and Baining Guo.
Swin transformer: Hierarchical vision transformer using shifted windows. In /CCV, 2021.

Cheng Lu, Yuhao Zhou, Fan Bao, Jianfei Chen, Chongxuan Li, and Jun Zhu. Dpm-solver: A fast
ODE solver for diffusion probabilistic model sampling in around 10 steps. In NeurIPS, 2022.

Eric Luhman and Troy Luhman. Knowledge distillation in iterative generative models for improved
sampling speed. arXiv preprint arXiv:2101.02388, 2021.

Cheng Ma, Yongming Rao, Yean Cheng, Ce Chen, Jiwen Lu, and Jie Zhou. Structure-preserving
super resolution with gradient guidance. In CVPR, 2020.

Chenlin Meng, Ruiqi Gao, Diederik P Kingma, Stefano Ermon, Jonathan Ho, and Tim Salimans.
On distillation of guided diffusion models. arXiv preprint arXiv:2210.03142, 2022.

Gautam Mittal, Jesse H. Engel, Curtis Hawthorne, and Ian Simon. Symbolic music generation with
diffusion models. In ISMIR, pp. 468-475, 2021.

Norman Miiller, Yawar Siddiqui, Lorenzo Porzi, Samuel Rota Buld, Peter Kontschieder, and
Matthias NieBner. Diffrf: Rendering-guided 3d radiance field diffusion. In CVPR, 2023.

Alexander Quinn Nichol and Prafulla Dhariwal. Improved denoising diffusion probabilistic models.
In ICLR, pp. 8162-8171, 2021.

Seung Ho Park, Young Su Moon, and Nam Ik Cho. Flexible style image super-resolution using
conditional objective. IEEE Access, 2022.

Seung Ho Park, Young Su Moon, and Nam Ik Cho. Perception-oriented single image super-
resolution using optimal objective estimation. In CVPR, 2023.

Robin Rombach, Andreas Blattmann, Dominik Lorenz, Patrick Esser, and Bjorn Ommer. High-
resolution image synthesis with latent diffusion models. In CVPR, pp. 10674—10685, 2022.

Tim Salimans and Jonathan Ho. Progressive distillation for fast sampling of diffusion models. arXiv
preprint arXiv:2202.00512, 2022.

Jascha Sohl-Dickstein, Eric Weiss, Niru Maheswaranathan, and Surya Ganguli. Deep unsupervised
learning using nonequilibrium thermodynamics. In ICLR, pp. 22562265, 2015.

Jiaming Song, Chenlin Meng, and Stefano Ermon. Denoising diffusion implicit models. In ICLR,
2021a.

Yang Song and Stefano Ermon. Improved techniques for training score-based generative models.
pp. 12438-12448, 2020.

Yang Song, Conor Durkan, Iain Murray, and Stefano Ermon. Maximum likelihood training of score-
based diffusion models. In NeurIPS, pp. 1415-1428, 2021b.

Yang Song, Jascha Sohl-Dickstein, Diederik P. Kingma, Abhishek Kumar, Stefano Ermon, and

Ben Poole. Score-based generative modeling through stochastic differential equations. In ICLR,
2021c.

11



Under review as a conference paper at ICLR 2024

Yang Song, Prafulla Dhariwal, Mark Chen, and Ilya Sutskever. Consistency models. arXiv preprint
arXiv:2303.01469, 2023.

Roman Suvorov, Elizaveta Logacheva, Anton Mashikhin, Anastasia Remizova, Arsenii Ashukha,
Aleksei Silvestrov, Naejin Kong, Harshith Goka, Kiwoong Park, and Victor Lempitsky.
Resolution-robust large mask inpainting with fourier convolutions. In WACV, 2022.

Arash Vahdat, Karsten Kreis, and Jan Kautz. Score-based generative modeling in latent space. In
Marc’ Aurelio Ranzato, Alina Beygelzimer, Yann N. Dauphin, Percy Liang, and Jennifer Wortman
Vaughan (eds.), NeurIPS, pp. 11287-11302, 2021.

Lijun Wang, Huchuan Lu, Yifan Wang, Mengyang Feng, Dong Wang, Baocai Yin, and Xiang Ruan.
Learning to detect salient objects with image-level supervision. In CVPR, 2017.

Tengfei Wang, Bo Zhang, Ting Zhang, Shuyang Gu, Jianmin Bao, Tadas Baltrusaitis, Jingjing Shen,
Dong Chen, Fang Wen, Qifeng Chen, et al. Rodin: A generative model for sculpting 3d digital
avatars using diffusion. In CVPR, 2023.

Yi Ke Yun and Weisi Lin. Selfreformer: Self-refined network with transformer for salient object
detection. arXiv preprint arXiv:2205.11283, 2022.

Yanhong Zeng, Jianlong Fu, Hongyang Chao, and Baining Guo. Aggregated contextual transforma-
tions for high-resolution image inpainting. /[EEE TVCG, 2022.

Qinsheng Zhang and Yongxin Chen. Fast sampling of diffusion models with exponential integrator.
arXiv preprint arXiv:2204.13902, 2022.

Shengyu Zhao, Jonathan Cui, Yilun Sheng, Yue Dong, Xiao Liang, Eric I Chang, and Yan Xu. Large
scale image completion via co-modulated generative adversarial networks. In ICLR, 2021.

A PROOFS AND DERIVATIONS

A.1 EQUIVALENCE BETWEEN DDM AND PREVIOUS DIFFUSION PROCESS (HO ET AL., [2020]

The previous study (Song et al.,[2021c)) has proved that the mapping from the image to noise can be
formulated by a Stochastic Differential Equation (SDE):

dx; = fixpdt + gedwy,  xo ~ q(x0), (12)

where f;x; and g; represent the drift term and diffusion term of the It6 diffusion process (Ito et al.,
1996)). Our decoupled diffusion process is directly described by the It6 integral that can be formu-
lated by:

t t
Xt = Xo +/ h,dt +/ dwy,  x¢ ~ q(Xo). (13)
0 0

Taking the derivative of the above formula, we get the similar differential form to Eq.[I2}
t
dx; = hydt +dw;, h; ~ / h,dt +x0 =0, x0~ q(x0), (14)
0

Comparing Eq.|12|and Eq. we can prove that the two formulas are equal when f;x; = h; and
gt = 1. Therefore, the proposed decoupled diffusion process is equivalent to previous diffusion
processes described by Eq.[T2] Actually, our decoupled diffusion formula is a special form of Eq.[12]
that they both can describe the mapping from the image to noise. Differently, the decoupled process
allows the model to learn the image and noise components independently. We split the complex
mapping from the original image to noise into two relatively simpler processes, reducing the learning
difficulty and enabling using a explicit transition probability to model the image component.

12
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A.2 PROOF OF TRAINING OBJECTIVE

We can derive the training objective of DDM by maximizing the evidence lower bound of the log-
likelihood log p(xo). Considering the continuous-time Markov chain, log p(x) is represented by:

log p(xo) = log/p(XO:l)dxAt:h At — 0"
:log/p(xo:l)Q(Xm:ﬂXo)

q(Xat:1]%o0)
p(x0:1)
a(xat:1|xo0)
p(X0:1) ]
q(xat:1]%0)
p(x1) Hr}:At Peo (Xt—At|Xt)]
e ar a(xilxi-an)
p(X11) H;:At Po(Xi-—ar |Xt)] #Markov property
[T ar a(x¢]x¢—At, %0) (15)
p(x1) [Ti—ni Po Ger-arx)a(xi-arlo),
Htl:m Q(Xt—At|Xt, XO)Q(Xt|X0)
p(x1) Htl=At po(Xi—atxt) HLM q(x¢—at%o)
Hi:m q(x¢—atlx¢, o) Hi:m q(x¢[x0)
p(x1) H;:At Po (Xt—At|X¢) o 1 ]
HLM q(Xt—atlXt, o) q(x1]x0)
pex1) o Tliaspe(xioadx)

q(x1[x0) Htl:m q(x¢—at|xe,X0)

m1 ~ TI EalDsatate-ade ol lofs-ufx)

dxAt:l

=logE,|

> Eq[log #Jensen’s inequality

= E,[log

=E,[log

= [E,[log #Bayes rule

= E,[log

+ log

=E,[log

= [E,[log
=E,[log

The first term in the equation can be interpreted as the prior matching term, which ensures that the
original data can be transformed into the noise distribution when ¢ = 1. It has been demonstrated
in Section 3 of the main paper that our forward process satisfies this requirement, eliminating the
need to construct a loss function for this term. On the other hand, the latter term represents the
denoising matching term and its purpose is to ensure consistency in the distribution at x; from both
the forward and reversed processes. To achieve this, we aim to learn the desired denoising transi-
tion step pg(X:—at|X¢) as an approximation to the tractable ground-truth denoising transition step
q(x¢—At|Xt,X0). Minimizing this term entails achieving the closest possible match between the two
denoising steps, as quantified by their KL Divergence. In fact, the ground-truth denoising transi-
tion step q(Xt—a¢|Xt, Xo) is still a normal distribution. Therefore, minimizing the KL Divergence
is equivalent to minimizing the error between their mean and variance, which means we can use the
MSE (mean squared error) function to formulate the training object.

We first prove the normality of ¢(x:—a¢|Xt,Xo). Giving the forward transition probability
q(x¢|x0) = N (x¢; %0 + Hy, tI), we have:

q(x¢|Xe—At,X0)q(Xe— at|X0)
q(x¢[x0)

= 9% |xi-a0)a(Xi—adlx0) #Markov property (16)
q(x¢|x0)

(e X AN (xe—aes X0 + Hy_ g, (t — AD)T)

B N (x¢; %0 + Hy, 1) ’

Q(thAt|XtaX0) =

13
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Here, we can easily prove that g(x;|x;—a¢) is also a normal distribution by the following derivation:

x; = xo + H; + Ve, e ~ N(0,1)
=xo+H; —H; ar +H; ar +VE— Atey + VAtey, €, €2 ~ N(0,1)
= xo + Hi_ar + Vit — Atey + Hy — Hy_ap + VAle
=x4_nt + Hy — Hi_ar + VAtes.  #Definition of q(x¢|x0)

a7

Thus, ¢(x¢|x:—¢) is the normal distribution with mean x;_a; + H; — H;_ A, and variance A¢I:
q(x¢|xe—nt) = N (xe;5xe—a + Hy — Hy_aq, AtI). (18)
Substituting Eq.[I8]into Eq.[T6] we have:

q(x¢|xt—nt)N (xp—ar; x0 + He—ag, (t — At)T)
N (x5 %0 + Hy, tT)
1 (Xt —X¢—a¢ — Hy + Htht)2 + (thAt —Xp — Htht)2

Q(Xt—Atlxn Xo) =

ocexp{—§[ Al T AL I} o
L ; (19)
= €exp *i[mxt—m
At t— At —-H tH,_
4 2o + ( )(x¢ t) + tHe_a (2% ar) + C1},

At(t — At)

where C'is the term not related to x;_ a;. Eq. ['115] contains xy which is known in the forward process,
and we can directly get the prior x( from the forward transition probability g(x:|xo):

xo=%x; — H; — Vite. (20)

Comparing Eq.[TI9]with the standard normal distribution and substituting Eq. 20]into Eq.[T9] we can
obtain the mean u and variance 52 of q(x;_a¢|X¢, Xo):

&
Vi 2

u=x;+H,_rn —H; -
- At(t — At
7o Al 80)

Thus, the proof of ¢(x;—a¢|X¢, Xo) is complete.

We use a neural network with parameters 0 to parameterize pg (x:—a+|X:). In practice, the variance
~9 .

c* only depends on t and At so we only need to parameterize the mean. From Egq. we can
optimize € by minimizing the KL Divergence:

mein Drcr(q(xi—at]xe, X0)||po (xi—atlx¢))

= mein Dy (N (Xi—ap; 0, 721)| [N (x¢—ar; ug, 5°T))

1 T~ ~ 22
= mein §(u9 — )7 (E°T) " (ug — 1) =
1 ~12
=min ﬁﬂug —q|”.
As ug is also conditioned on x;, we can match u closely by setting it to the following form:
At
ug =x¢ + Heynr —Hoy — (23)

—F=€g.
\/EQ

14
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Then, the optimization problem simplifies to:

min Drer,(q(x¢—atlxt, %0)||pe (Xi—at|x¢))

At At
) — (x¢ + Hioar — Hy — —€)|?

Vit

1
=umin —|(x¢ + Hoy_ns — Hoy —

252 Ve

) 1 t—At t—At At )
:memﬁn/t hgtdt—/t bt + (e )

1 t—At At ) 24)
1 , 1 At )
=1memﬁ||h9t—ht|| +ﬁ\|%(€0—6)“

1 At?
=min — ||hg; — hy||* + — — €.
meln 252” 0t t” + 2&2t”€0 €”
As h; depends on h; and h; is determined by its hyper-parameters ¢ that can be solved using xg +
1{01 h;dt = 0, we can directly parameterize ¢ using ¢g. Thus, the training objective is formulated
y:
n}gin D r(q(%t—atlxt, X0)||po (Xt—aelxt))

2 (25)
leo — €]l

=g ggalife ~ O o5

The proof of our training objective is completed. In essential, ¢ represents the original image
component while € can be seen as the noise distribution. Therefore, the training objective allows the
model to learn the image and the noise components independently.

A.3 DERIVATION OF FEW-STEP SAMPLING FORMULA

Different from previous diffusion probabilistic models (DPMs), the proposed DDM naturally en-
ables few-step sampling. Following Eq[I7} we have:
x; = X0 + H; + Ve, e ~ N(0,1)
=xo+H, —H;_, +H;_, +t— s€ + s€2,€1,6a ~ N(0,1)
=xo+H;_s +Vt—ser + Hy — Hy_, + Vser
=x;_s+H; — H;_; +\/ses. #Definition of q(x¢|x¢)

(26)

Thus, we can give the transition probability ¢(x|x:_s) for an arbitrary step size s:
q(xe|xi—s) = N(xt; %6 + Hy — Hy g, sT). (27)
With Egq. we can easily derive the mean and variance of ¢(x;_|x;, X() following Eq.

(Xt—S - ﬁ)Q}
2021 ’
S

7€ (28)

q(x¢—sx¢,X0) o exp{—

u=x; +H;_, —H; -

Eq. 28] means DDM can sample with any step sizes even using the largest step size s = 1 for one-
step generation. However, it is challenging to estimate an exactly accurate ¢ at the initial time,
and one-step generation causes the variance 2 to be zero. This results in the generated images
appearing somewhat blurry and lacking diversity. Therefore, we still sample iteratively but use a
much larger step size than previous DPMs, reducing the sampling steps from 1000 to 10 drastically.
We commence at ¢ = 1 and take uniform steps of size s until we reach ¢ = 0.
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Figure 5: Architecture detail. The ‘Cond’ represents the conditioned input. The conditional branch
is only used in conditioned generation tasks.

B MORE DETAILS OF EXPERIMENTS

B.1 DETAILS OF PRELIMINARY EXPERIMENTS.

In the preliminary experiments, we use a small U-Net architecture with the feature channel 64 and
channel multiplier [1, 2, 4, 8]. We only train all preliminary models for 200k iterations. For DDM
model used in the preliminary experiments, we add an additional decoder based on the small U-Net
and formulate h; = c.

B.2 ARCHITECTURE OF NETWORK

As shown in Fig. 5] we modify the original U-Net architecture (Song & Ermonl 2020) and add
an extra decoder so that our model has two outputs for predicting image and noise components
respectively. For conditional generation tasks, we utilize a down-sampling encoder like the U-Net
encoder to extract multi-level features of the conditional input, and concatenate these features and
the image features with the same levels as the decoder’s inputs. In practice, we use the Swin-B

et al.,|2021) as our condition encoder.

B.3 TRAINING DETAILS

Hyper-parameters. We provide an overview of the hyper-parameters of all trained DDMs in
Tab. Different from previous models that usually adopt a constant learning rate, we imple-
ment the polynomial policy to decay the learning rate gradually, which can be formulated by:
v = max(Yo - (1 — Niter/Ntotal)?, Ymin ) Here 7 is the initial learning rate and ~y,,;,, denotes the
smallest learning rate, V;ze, and Nyotq; correspond to the current iteration number and total iteration
number, p a hyper-parameter and we set it to 0.96. Additionally, we employ the exponential moving
average (EMA) to prevent unstable model performances during the training process. We have ob-
served that using mixed-precision (FP16) training negatively impacts the generative performances,
hence, we do not utilize it.

Obtaining ground truth of ¢¢. In the training phase, we obtain the ground truth by solving x¢ +
fol h;dt = 0. For a simple example h; = c, the only parameter of h; is ¢ and we can easily get:
¢ = —Xxg. Thus, the ground truth of ¢¢g is —xq. For the linear function h; = at 4 ¢, we can not
solve the two parameters a, ¢ using one equation. To avoid this problem, we first sample one of
parameters from N'(0, ), and substitute it into xo + fol h;dt = 0 to solve another parameter. In
this way, we concatenate a, b as the ground truth of ¢g. The ground truths of other functions can be
solved in a similar way.
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Table 6: Hyper-parameters for the trained DDMs.

Task Unconditional generation Inpainting Super Saliency
CIFAR10 CelebA-HQ-256 Resolution Detection
Image size 32x32 256x256 256x256 512x512 384x 384
Batch size 128 48 48 12 16
Learning rate le-4~1e-5 S5e-5~5e-6  4e-5~4e-6 Se-5~5e-6 Se-5~5e-6
Iterations 800k 800k 400k 400k 400k
Feature channels 192 96 96 128 128
Channel multiplier [1, 2, 2, 2] [1,2,3,4] [1,2,4,8] [1,2,4,4] [1,2,4,4]
Number of blocks 3 3 2 2 2
Smallest time step le-4 le-4 le-4 le-4 le-4

Figure 6: Comparisons of 10-step unconditional generation on CIFAR10.

Final denoising step. In general, the generated samples typically contain small noise that is hard
to detect by humans (Jolicoeur-Martineau et al.,[2021)). To remove this noise, we follow [Song et al.
(2021c)) letting the last denoising step occur at t = At where At is the smallest step size.

C ADDITIONAL VISUAL RESULTS

We present more visual comparisons in the following figures: Fig. |6/ shows the visual comparisons
between DDM and other DPMs on CIFAR10 dataset, and Fig. fshows the visual comparisons
on CelebA-HQ-256 dataset. Additionally, we show more visual results of both unconditional and
conditional generation tasks in Fig.[8} [I2] which demonstrates our method can generate high-quality
images only using 10 function evaluations.
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Figure 7: Comparisons of 10-step unconditional generation on CelebA-HQ-256.
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Figure 8: 10-step unconditional generation on CIFAR-10.
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Figure 9: 10-step unconditional generation on CelebA-HQ-256.

20



Under review as a conference paper at ICLR 2024

Generation

Figure 10: 10-step inpainting visualization.
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Figure 11: 10-step super-resolution visualization.
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Figure 12: 10-step saliency detection visualization.
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