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Abstract

Question Answering (QA) on narrative text
poses a unique challenge for current systems,
requiring a deep understanding of long, com-
plex documents. However, the reliability of
NarrativeQA, the most widely used benchmark
in this domain, is hindered by noisy documents
and flawed QA pairs. In this work, we intro-
duce LiteraryQA, a high-quality subset of Nar-
rativeQA focused on literary works. Using a
human- and LLM-validated pipeline, we iden-
tify and correct low-quality QA samples while
removing extraneous text from source docu-
ments. We then carry out a meta-evaluation
of automatic metrics to reveal that all n-gram-
based metrics have a low system-level cor-
relation to human judgment, while LLM-as-
a-Judge evaluations, even with small open-
weights models, can strongly agree with the
ranking identified by humans. Finally, we
benchmark a set of long-context LLMs on
LiteraryQA. We release our code and data at
https://omitted.link.

1 Introduction

Question Answering (QA) has long been a core task
in Natural Language Processing, supported by a
large number of datasets that differ between them-
selves across several dimensions (Rogers et al.,
2023): question type and objective (information-
seeking or probing); answer format (extractive,
multiple-choice or free-form); given context (quan-
tity and modality of information). These datasets
have enjoyed widespread adoption by the commu-
nity, making up an important part of the evaluations
of current models (Anthropic, 2024b; Yang et al.,
2024; DeepSeek-Al, 2025). A particular QA set-
ting is the one that focuses on whole books and nar-
rative corpora. Books, and in general narrative text,
express intricate sequences of events that unfold
across a very long text, as recounted by characters
or an external narrator (Piper et al., 2021). The
need for the model to understand the underlying

Question: What happened to the cargo when it
was near the coast of Western Australia?
Reference Answers: It spontaneously com-
busted. // It spontaneously combusted
Prediction: The cargo caught fire through spon-
taneous combustion and burned.
ROUGE-L: 0.0 METEOR: 0.55 F1:0.0
Question: What is the name of the sun that the
Centaurian Empire is built around?

Reference Answers: Centarus // Centarus
Prediction: Proxima Centaurus

ROUGE-L: 0.0 METEOR: 0.0 F1:0.0

Question: What is the name of the leader of
the reavers who attack the Argos when they first
arrive in Kush?

Reference Answers: Belit // Belit

Prediction: Bélit.

ROUGE-L: 0.0 METEOR: 0.0 F1:0.0

Table 1: Illustrative example of the failure modes that
automatic metrics incur when evaluating predictions on
the original NarrativeQA.

plot and link information from different parts of
the (long) story makes it a challenging setting even
for the latest Large Language Models (Pang et al.,
2022).

In this context, NarrativeQA (Kocisky et al.,
2018) is arguably the most established benchmark
for the evaluation of long-context models’ capabili-
ties on English narrative text. It is included in many
long-context benchmarks, notably coBench(Zhang
et al., 2024), L-Eval (An et al., 2024), Long-
Bench (Bai et al., 2024a,b), HELMET (Yen et al.,
2025). NarrativeQA was constructed by tasking
crowd-sourced annotators to create a set of ques-
tions and answers from a summary of a book or
a screenplay for which the source text is avail-
able. This annotation method prevents the model


https://omitted.link

from answering questions through shallow pattern-
matching (McCoy et al., 2019), requiring it instead
to synthesize the answer from the whole book. Nar-
rativeQA is also very different from other free-form
QA datasets, as a majority of its questions require
understanding and differentiating narrative events
and their relations (Mou et al., 2021).

This fundamental difference is reflected in model
performance: systems on NarrativeQA achieve low
scores compared to results on other free-form QA
datasets. It is unclear if the reason for the low
performance stems from the inherent difficulty of
summary-derived questions on narrative text or the
metrics used to evaluate predictions compared to
the reference answers. Many automatic metrics
have been used to evaluate performance on Narra-
tiveQA: Kocisky et al. (2018) measured BLEU-1,
BLEU-4 (Papineni et al., 2002), METEOR (Baner-
jee and Lavie, 2005) and ROUGE-L (Lin, 2004),
while later evaluations adopted token-level F1 from
extractive QA tasks (An et al., 2024) or tasked a
model to evaluate if an answer is correct or not,
a paradigm referred to as LLM-as-a-judge (Chen
et al., 2019; Wang et al., 2023). Except for the
latter, these metrics are based on the exact match
of the words appearing in the reference answers
and the prediction of a system and are suscepti-
ble to issues as presented in Table 1. As we show
in our work, NarrativeQA also contains plenty of
noise: there are instances of misaligned summaries
and source texts, questions and answers that are
grammatically and semantically incorrect with re-
spect to the reference summary, and incorrect or
malformed reference answers (a particular issue
combined with the metrics used).

In order to address these issues, we propose
LiteraryQA, a human- and LLM-validated subset
of NarrativeQA focused only on literary works.
Following recent literature that found LLMs to
be capable annotators (Gilardi et al., 2023), we
employ Claude 3.5 Haiku (Anthropic, 2024a) in
a multi-step pipeline to first identify and subse-
quently correct questions and answers that are not
acceptable according to a set of guidelines. We also
carry out an extensive meta-analysis on which auto-
matic metric to use, according to its agreement with
human judgments, considering common n-gram-
based metrics and LLLM-as-a-judge solutions. We
then benchmark current long-context LLMs, both
open- and closed-weights, on both NarrativeQA
and LiteraryQA, demonstrating the challenge it
poses to current state-of-the-art systems.

2 Related Work

2.1 Narrative-Based QA

NarrativeQA (Kocisky et al., 2018) was an early
effort to scale QA to entire books and movie
scripts, with an average length of around 60,000
tokens. Despite its scale and free-form format,
answers tend to be short and often paraphrased
from summaries, leading to the inconsistencies
pointed out in the introduction. Recent bench-
marks have advanced long-context QA over narra-
tive texts. QUALITY (Pang et al., 2022) presents
multiple-choice questions over medium-length fic-
tion text, averaging 5,159 tokens, which cannot be
considered long-context in modern scenarios. Nar-
rativeXL (Moskvichev and Mai, 2023) scales to
700k multiple-choice questions across 1,500 nov-
els, but its reliance on structured questions limits
its semantic depth. Contemporarily to our work,
NovelQA (Wang et al., 2025) offers full-book con-
texts, free-form answers, and annotated supporting
evidence, though it is restricted to 60 publicly avail-
able books.

2.2 Long-Document, Non-Narrative Tasks

Beyond narrative text, several benchmarks target
long-document reasoning across diverse domains.
The SCROLLS benchmark suite (Shaham et al.,
2022) aggregates tasks such as summarization and
QA over government reports (GovReport (Huang
et al., 2021)), TV transcripts (SummScreenFD
(Chen et al., 2022)), and meeting notes (QMSum
(Zhong et al., 2021)). While valuable for study-
ing long-context understanding, it does not inves-
tigate the specific narrative setting that we are in-
terested in. Other QA-specific datasets include
Qasper (Dasigi et al., 2021), which requires fine-
grained fact retrieval from research papers, and
ContractNLI (Koreeda and Manning, 2021), which
frames contract understanding as a document-level
entailment task. To probe deep retrieval and rea-
soning, RULER (Hsieh et al., 2024) introduces syn-
thetic tasks over extremely long sequences, such as
variable tracking and information chaining. While
useful for stress-testing model capacities, synthetic
tasks may not reflect the complexity of real-world
documents.

Our work contributes a natural, generative QA
benchmark over long-form narrative texts, de-
signed to balance document-level scope, high-
quality supervision, and flexible answer generation.



Step #Docs # QA samples
NarrativeQA 355 10557
— movies —178 —5207
— plays —20 —573
— other —11 —234
— mismatched -8 —320
Filtered 138 4223
— duplicates —125
— double change / —308
— duplicates / -5
LiteraryQA 138 3785

Table 2: Breakdown of the changes in the test set due to
our Data Refinement pipeline.

3 LiteraryQA

We hypothesize that the challenging aspect of Nar-
rativeQA can be ascribed in part to inconsisten-
cies in text quality and formatting, which include
HTML artifacts and unrelated content, and to prob-
lematic QA samples containing wrong and mis-
spelled reference answers or unanswerable ques-
tions. To mitigate this, we develop and validate a
human-curated data refinement pipeline that, ap-
plied to NarrativeQA, creates an improved high-
quality dataset, LiteraryQA.

3.1 Data Refinement Pipeline

Our pipeline is composed of two main phases:
document-level and QA-level. In the follow-
ing sections, we detail our filtering approach de-
signed to produce a more balanced and narrative-
representative dataset. Table 2 contains a break-
down of these steps and their impact on the dataset
size.

3.1.1 Document-level phase

Our preliminary qualitative inspection of Narra-
tiveQA reveals potential concerns regarding the
pairing between book texts and their correspond-
ing summaries, raising the need for a systematic
alignment check. This is a fundamental issue since
documents with misaligned summaries will have
unanswerable questions, as the QA samples cannot
be answered from an unrelated source text.
Moreover, NarrativeQA contains different doc-
ument types, spanning novels, movie screenplays,
poetry collections, theatrical plays, fairytales, and
other types of text that do not strictly fit the conven-
tional narrative text definition (Piper et al., 2021).
This heterogeneity introduces substantial variance

in the dataset in terms of format and style and dis-
tracts from the challenge of understanding a nar-
rative plot. Thus we limit our focus on the book
categories to develop a structurally and stylistically
homogeneous high-quality narrative dataset.

Document filtering Our aim in this step is to
filter out non-narrative text. As a first step, we man-
ually annotate all documents in the book category!
of the test set to identify and exclude mismatched
documents, theatrical plays, and non-narrative texts.
Our annotation process reveals that of the 177
books in the test set, there are 8 mismatched sam-
ples (4.5%), 20 theatrical plays (11.3%), and 11
non-narrative documents (6.2%), for a total of 39
documents (22%) that we subsequently removed
from the dataset.

Text cleaning When examining the filtered doc-
uments, we discover that many documents con-
tain text unrelated to the book which inflates docu-
ment length and could confuse models. Such text
includes HTML and Markdown strings, Project
Gutenberg headers and footers, and legal license
sections. To address this issue, we downloaded the
original HTML versions of all documents through
the URL included in the dataset?>. Then, we iso-
lated the narrative content of each book through
an algorithm that heuristically extracts text within
certain HTML tags. This algorithm was iteratively
tested on the manually cleaned test set. Through-
out this process, we prioritized recall over preci-
sion, ensuring that all narrative elements were pre-
served even at the cost of including occasional non-
narrative content. We also fixed several encoding
errors within the summaries, particularly regarding
incorrect diacritical marks (e.g., Avariste instead
of Evariste). On average, our cleaning procedure
produces texts with 3k tokens less than the original
texts in NarrativeQA (Figure 2 in Appendix A).

3.1.2 QA-level steps

Our second refinement phase focuses on individual
question-answer pairs. Upon manual inspection,
we found questions duplicated within the same
book and issues with the grammatical and (espe-
cially) the semantic correctness of question-answer
pairs. Given the high number of 4223 QA samples
in the filtered NarrativeQA test split, we employed

"Movie documents are clearly categorized in NarrativeQA,
making it possible to filter them easily.

*We used Gutenberg’s mirrors as some of the original URL
are no longer available.



an LLM to identify and correct QA issues, validat-
ing its outputs on a set of 10 documents spanning
different genres (full list in Table 12, Appendix A).
Full prompts can be seen in Appendix A (Tables 13
and 14).

Question Deduplication We implemented a sim-
ple ROUGE filtering mechanism to identify and
remove duplicate questions. Questions with a
ROUGE-L similarity score exceeding a given
threshold were classified as duplicates. This pro-
cess identified 125 (1.2%) duplicate questions,
which were subsequently removed after manual
validation?.

Questions refinement After deduplication, we
wanted to assess whether the questions were accept-
able from both a grammatical and semantic point
of view. We defined malformed questions as ques-
tions containing lexical errors, such as misspelled
character names or "fat-fingers" typographical mis-
takes, as well as grammatical issues. [ll-posed
questions, on the other hand, were defined as those
containing false assumptions, misrepresenting facts
presented in the summary, or being fundamentally
unanswerable based on the available information.
We tasked an LLM with identifying and correct-
ing malformed and ill-posed questions. Since the
original questions of NarrativeQA were generated
from the summaries, we provided the summary as
a reference to the LLM (Table 13).

Answers refinement We evaluated the reference
answers following a similar approach. We applied
identical criteria used for malformed questions to
identify malformed answers, and we defined in-
valid answers as answers failing to be i) factually
accurate, ii) complete in addressing all aspects of
the question, or iii) directly relevant to the informa-
tion requested. As in the previous step, we used
an LLM to identify and correct these issues. We
prompted it with the document summary, the ques-
tion that had passed our previous refinement step
(either because originally correct or subsequently
corrected) and the reference answer to evaluate*
(Table 14).

3.2 Evaluation of pipeline steps

When designing our pipeline evaluation strategy,
we prioritized precision over recall to ensure that

3We repeated this step at the end of the pipeline to remove
new duplicates resulting from the LLM corrections.
“We evaluated each reference answers independently.

Acceptability K Al % A2 %
Questions 0.8384 91.61 92.62
Answer 1 0.8820 8691 8691
Answer 2 0.7836 78.52 77.85
Average 0.8346 85.68 85.79

Table 3: Inter-annotator agreement on the classification
of 298 QA samples (10 documents) in the original Nar-
rativeQA test set, before refinement. Values in columns
Al and A2 are the percentage of accepted modifications
according to the annotators.

only only high-quality samples contribute to the
final dataset. Each step in the pipeline processes the
output from the previous step, creating a cascading
refinement process.

In addition to the manual annotations for the
document filtering steps, we also developed an
automatic approach employing an LLM to clas-
sify the training and validation sets’ samples. For
each document, we prompted a Llama 3.1 8B In-
struct model (Grattafiori et al., 2024), either with
the Wikipedia page of the document or with the
starting paragraphs of the text (Tables 15 to 17).
We validated this approach on the test set, result-
ing in good performances (Table 11). We think
this automated approach to be a good starting point
for solving some issues present in the training and
validation sets, which however we leave for future
work due to their prohibitive scale for manual re-
finement.

For the QA-level steps, which pose a greater
evaluation challenge compared to Document-level
ones, we employed Claude 3.5 Haiku (Anthropic,
2024a). We evaluated the quality of the QA-level
steps of our pipeline examining and annotating the
outputs of the LLM. Except for the question dedu-
plication step, for which we examined all identified
duplicates, we performed our evaluation on a se-
lected subset of 10 documents from the test set,
comprising a total of 298 QA samples.

First, we annotate the original questions and
reference answers using the same criteria estab-
lished in our methodology. We computed the inter-
annotator agreement using Cohen’s Kappa coeffi-
cient, resulting in an average value of k = 0.83,
indicating excellent agreement (Table 3).

Then, to assess the quality of the LLM correc-
tions, we evaluate the samples modified by the
LLM. This qualitative analysis revealed that many
false positives (instances classified as acceptable
by human annotators but rejected and subsequently



# Corrections Acc. A1 Acc. A2 K

1 (Questions) 0.96 0.95 0.88
1 (Answers) 0.96 0.96 1.00
2 (both) 0.65 0.65 1.00

Table 4: Analysis on the QA samples modified by
Claude 3.5 Haiku of the annotated subset. We report
the accuracy of the corrections computed on the annota-
tors’ judgments and the inter-annotator agreement with
Cohen’s Kappa.

Length in tokens W o

NarrativeQA questions 8.60 +3.30
LiteraryQA questions 8.62 +3.24
Only modified questions 9.76 +3.43
NarrativeQA answers 4.22 +3.63
LiteraryQA answers 4.33 +4.07
Only modified answers 6.86 +6.21

Table 5: Average length of questions and answers before
(NarrativeQA) and after (LiteraryQA) our Data Refine-
ment pipeline. We also report the length of only the
modified samples.

corrected by the LLM) involved only minor mod-
ifications. These corrections typically produced
paraphrases that preserved the essential meaning
of the original samples.

We also observed that samples with corrections
to either the question or the answer resulted in
predominantly valid instances. However, samples
with corrections to both the question and answer
often contained compounding errors that resulted
in invalid pairs. Based on this finding, we excluded
all QA samples with double corrections from our
dataset. We present the quantitative results of this
last analysis on the modified samples in Table 4.

Table 5 presents the length distribution of
question-answer pairs before and after processing.
While modified answers show greater length vari-
ability, the mean length remains consistent across
both versions.

4 Metrics Analysis

Our analysis aims to establish the quality of com-
mon n-gram-based metrics by measuring their
system-level correlation with human annotations
on LiteraryQA, as done by previous work on meta-
evaluating QA systems (Chen et al., 2019). Follow-
ing recent work that proved LLMs to be capable
annotators (Gilardi et al., 2023), we also include
LLM-as-a-judge as a metric to compare and con-

Model Size  Context
Qwen2.5-7B (Yang et al., 2025) 7B IM
Qwen2.5-14B (Yang et al., 2025) 14B M
Llama3.1-8B (Grattafiori et al., 2024) 8B 128K
NExtLong (Gao et al., 2025) 8B 512K
GLM-4 (GLM et al., 2024) 9B IM
Claude 3.5 Haiku (Anthropic, 2024a) ? 200K
Gemini 2.0 Flash Lite (Google, 2024) ? M

Table 6: Model tested in our experiments. All models
are instruction finetuned. Text is truncated (preserving
sentences) if longer than the model context window.
The top 5 models are open-weights, the bottom 2 are
only accessible via API. We focused on models with a
context length larger or equal to 128k tokens.

trast their agreement with n-gram-based measures.
The LLM-as-a-judge paradigm involves querying
an LLM with a question, two reference answers, a
context, and a candidate answer to obtain a score
generated by the LLM according to a rubric pro-
vided through system instructions. By measuring
the system-level correlation between a metric and
human judgment, we measure how closely the rank-
ing that results from that metric aligns with the
target human ranking.

We also compare the differences in system-level
correlation of n-gram-based metrics and LLM-as-
a-judge approaches on LiteraryQA against Narra-
tiveQA: if a metric on the former correlates bet-
ter with human judgment than the same metric on
the latter, it would indicate that a large amount of
noise from the dataset has been captured and cor-
rected by our pipeline. We include metrics that
have been used in literature to evaluate answers on
NarrativeQA, namely: ROUGE-L (Lin, 2004), ME-
TEOR (Banerjee and Lavie, 2005), token-level F1
(F1) and exact-match (EM) taken from extractive
QA (Yang et al., 2018). Regarding the LLM-as-
a-judge setup, we use state-of-the-art LLMs ac-
cessed through APIs (GPT 4.1° and Claude 3.7
Sonnet®) and Prometheus 2 7B (Kim et al., 2024),
an evaluator LM finetuned to provide direct assess-
ments of candidate answer quality according to a
user-defined rubric. Given our benchmark requires
models to take as input the whole book for each
question, we were restricted by our computational
resources’ to this choice of LLM:s.

Sgpt-4.1-2025-04-14
fclaude-3-7-sonnet-20250219
7A single node equipped with 4 NVIDIA A100 GPUs



4.1 Experimental Setup

Human judgments In order to carry out our anal-
ysis, we must first collect human judgments of the
quality of a response provided by an automatic sys-
tem. We randomly sample N = 100 QA pairs
from LiteraryQA’s test split and input the question
to each of the M = 7 systems in Table 6, obtaining
their prediction. We repeat the same process for
NarrativeQA, resulting in 1400 (QA, prediction)
pairs collected across the two datasets. We then
annotate the quality of each of the 1400 predictions
according to human preference: given a question
and two reference answers together with the auto-
matic answer produced by a system, each human
annotator is required to score the automatic answer
in a range between 1 and 5, following the guide-
lines presented in Appendix Table 18. We also task
each annotator with evaluating each automatic an-
swer produced by a system with the added context
of the summary of the book, considering it as a
separate, summary-based setting.

Two of the authors of this paper annotated 1400
predictions each, with an estimated annotation
time of 10 hours across multiple sessions. The
inter-annotator agreement between them, measured
through Kendall’s 7 correlation, amounts to 0.7876
for LiteraryQA and 0.8098 for NarrativeQA.

Correlation measurement We measure the
system-level correlation rgys of each metric to eval-
uate if it can establish a preference ranking over a
set of automatic systems that aligns with the one
that emerges from human preferences. Following
the notation established in recent literature (Deutch
et al., 2024), the system-level correlation between
a metric X and human judgment Z is calculated
on the predictions provided by a set of M systems
on N documents. Specifically,

M

LA . A
rgys = Corr Nfo,Nsz
J J i=1

where mf and zf are the scores assigned by the
metric X or human judgment Z, respectively, to
the output of the i-th system on the j-th sample,
and Corr can be any measure of correlation, in our
case Kendall’s 7.8

8We chose Kendall’s 7 as we want to measure the correla-

tion in ranking power of a metric compared to human scores.
We computed it through its implementation in scipy.

Metric LiteraryQA NarrativeQA
EM 0.1099 -0.1014
F1 0.0872 -0.0277
ROUGE-L 0.1244 -0.0535
METEOR 0.1795 0.2690

Table 7: System-level correlation to human judgment ac-
cording to Kendall’s 7 on LiteraryQA and NarrativeQA
datasets.

Judge
Setting Sonnet 3.7 GPT4.1  Prometheus2
Ref. LQA | 05213 0.6174 0.5246
NQA | 0.4807 0.5760 0.1900
Sum. LQA | 09750 0.6803 0.7802
NQA | 0.9078 0.7152 0.5268

Table 8: System-level correlation according to Kendall’s
T between LLM-as-a-judge metrics and human judg-
ments on the LiteraryQA (LQA) and NarrativeQA
(NQA) datasets. ‘Ref.’: reference-based setting, ‘Sum.’:
summary-based setting.

N-gram-based metrics We calculate the corre-
lation to human judgment of EM, F1, ROUGE-L
and METEOR on two sets of N - M = 700 sam-
ples from LiteraryQA and NarrativeQA, i.e. our
human-annotated judgments.

LLM-as-a-judge We evaluate three LLMs to see
how closely they correlate with human judgment,
specifically GPT 4.1, Claude 3.7 Sonnet, and an
open-weights option, Prometheus 2 (Kim et al.,
2024). All models are initialized with a system
prompt that describes the annotation required and
provides an evaluation rubric (the prompt follows
the same rubric defined in Appendix Table 18).
Contrary to n-gram-based metrics, LLMs used as
judges can also incorporate extra context when as-
signing the score of a predicted answer. We make
use of this characteristic and devise two settings in
which we measure system-level LLM-as-a-judge
correlation: 1) reference-based, where the LLM
is given only the question, the reference answers,
and the candidate answer; and ii) summary-based,
where we also provide the model with the summary
of the book, allowing it to disregard the reference
answers when scoring a prediction if it can sup-
port it through the summary. We can carry out the
latter setting as our human annotators also scored
candidate answers with the added context of the
summary of the book.



Model Context R-L METEOR EM F1 Prom.
Llama3.1-8B 128k  0.3904 0.3669 0.1663 0.3785 | 2.981
Claude 3.5 Haiku 200k 0.2534 0.2988 0.0425 0.2818 | 3.296
NExtLong-8B 512K 0.4155 0.3617 0.2015 0.4057 | 2.836
Qwen2.5-7B 1M 0.3123 0.3311 0.0529 0.3033 | 2.843
GLM-4-9B M 0.3372 0.3849 0.0924 0.3319 | 3.149
Qwen2.5-14B 1M 0.3300 0.3632 0.0679 0.3216 | 3.123
Gemini 2.0 Flash Lite M 0.2299 0.2825 0.0158 0.2574 | 2.860

Table 9: Performance of seven models on LiteraryQA using six automatic n-gram-based metrics and Prometheus 2
as a Judge (ordered by context size). Best scores are in bold.

4.2 Results

N-gram-based metrics Table 7 represents the
system-level correlation according to Kendall’s 7
between four automatic metrics and human judg-
ment. The results show poor correlations in general,
especially in NarrativeQA: except METEOR, all
other metrics are negatively correlated with our col-
lected human judgments. This reflects the fragility
that these metrics demonstrate concerning noise
in the reference answers. Regarding METEOR,
we hypothesize that its stemming and synonym-
resolution features mitigate much of the noise that
can be encountered in the original NarrativeQA.

On LiteraryQA, instead, n-gram metrics have
a slightly positive correlation with human judg-
ment, which indicates that it contains questions
and reference answers of higher quality compared
to NarrativeQA. This demonstrates the effective-
ness of the pipeline we showcase in Section 3. Still,
these correlations are very small and should not
be trusted to reflect the real quality of a predicted
answer. Especially, one should avoid assessing
system performance on NarrativeQA using Exact
Match, token-level F1, or ROUGE-L, and should
place limited trust in METEOR.

LLM-as-a-judge In Table 8§ we report the
system-level correlation between LL.M-as-a-judge
systems and human judgment, both in the reference-
and summary-based settings, on LiteraryQA and
NarrativeQA.

When given only the question and reference
answers as context to score the predicted an-
swer (reference-based), each LLM achieves a
moderately good correlation with human judg-
ments on LiteraryQA, around 0.52 for Sonnet and
Prometheus 2 and 0.61 for GPT 4.1. This indi-
cates that our pipeline has succeeded in improving
the quality of QA pairs. Notably, in this setting,
there is a consistent gap across every LLM when

comparing the correlation obtained on LiteraryQA
and NarrativeQA, in favor of the former. This is
especially visible in Prometheus 2: being only a
7B model could penalize it in handling noisy ref-
erence answers from NarrativeQA, but it reaches
a correlation to human judgment comparable to
Sonnet.

When considering the summary-based setting,
all system-level correlations increase drastically,
arriving at a maximum value of 0.975 for Sonnet.
It is clear that letting the judge LLM consider the
summary frees it from the restrictions of the refer-
ence answers, as the question could accept multiple
valid answers within the context of the whole book
represented by the summary.

We conclude that LL.M-as-a-judge has a higher
correlation than any n-gram-based metric on Liter-
aryQA, and advocate for its use in future work.

5 LLM benchmarking

In this section, we report on the performance of
the selected models (Table 6) on the test set of
LiteraryQA.

We evaluated the models in three distinct settings
to isolate different aspects of model performance.
In the open-book setting, models have access to
the complete narrative text, testing their ability to
locate and integrate relevant information across
extensive narratives. We report the performance
according to all metrics in the open-book setting
in Table 9. According to the n-gram based met-
rics, the best performing model is NExtLong-8B,
except for the METEOR metric that has GLM-4-
9B as the winner. Notably, all open-weight LLMs
surpass the two closed models; however, as we de-
scribed in the previous section, a lower score in
n-gram metrics does not necessarily imply a wrong
output, but merely that the generated answer was
different from the references. In fact, according



Claude 3.5 Haiku

Dataset #Docs —g i R2 RL MEIEOR EM  FI
NarrativeQA (original) 177 0.2208 0.0771 0.2079 0.2743 0.0117 0.2380
NarrativeQA (filtered) 138 0.2305 0.0824 0.2174 0.2855 0.0122 0.2480
LiteraryQA 138 0.2655 0.1037 0.2534 0.2989 0.0425 0.2818
Dataset # Docs Gemini 2.0 Flash Lite

R-1 R-2 R-L METEOR EM F1
NarrativeQA (original) 177 0.2307 0.0805 0.2201 0.2635 0.0237 0.2522
NarrativeQA (filtered) 138 0.2402 0.0850 0.2294 0.2745 0.0254 0.2612
LiteraryQA 138 0.2399 0.0863 0.2300 0.2827 0.0158 0.2575

Table 10: Performance increase of closed models across NarrativeQA, NarrativeQA filtered, and LiteraryQA.

to Prometheus 2 judgments on the predictions, the
best performing model is a closed one, Claude 3.5
Haiku; however, the other closed model, Gemini
2.0 Flash Lite, is not among the top scoring.

In addition to the evaluation of the performance
of the models on LiteraryQA, we establish compar-
ative baselines on both the complete book section
of NarrativeQA and the filtered subset containing
only the 138 documents included in LiteraryQA.
The results in Table 10 show that the predictions of
closed-source models become progressively more
similar to the reference answers following the steps
of our pipeline, as measured by n-gram-based met-
rics. This hints at a reduction in noise in Liter-
aryQA compared to NarrativeQA, considering the
widely recognized quality of both Claude 3.5 Haiku
and Gemini 2.0 Flash Lite.

We also test the models in other two settings. In
the closed-book setting, models are only given the
title of the literary work, without any additional
context, requiring them to rely entirely on their pre-
training knowledge. This results in a lower overall
performance, due to the absence of grounding con-
text. Instead, in the summary setting, models are
provided with the summary of the story instead of
the full text. This represents the easiest setting, as
summaries are brief (usually less than 500 words)
and many reference answers appear almost verba-
tim within them. This difference in performance,
according to Prometheus 2, is presented in Figure 1.

6 Conclusions

In this work, we introduced LiteraryQA, an im-
proved subset of NarrativeQA focused on literary
works. Our extensive benchmarking demonstrates
that the improved quality of LiteraryQA enables
a more reliable and fair evaluation: tested mod-
els achieve higher scores in all metrics, and these

Prometheus Scores Comparison on Different QA Settings
[ Closed-book [ Open-book [ Summary
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Figure 1: Prometheus-as-a-judge scores of the models
across different settings.

metrics better reflect human judgments. We then
carry out a meta-evaluation of automatic metrics,
through which we identify METEOR as the most
reliable among n-gram approaches, though LLM-
as-a-judge systems demonstrated a significantly
higher correlation with human judgments. How-
ever, despite these improvements, overall perfor-
mance remains below those observed in other QA
settings, indicating that LiteraryQA (and in general
the “free-form” narrative QA setting) continues
to represent a challenging benchmark for reading
comprehension tasks.

Limitations

While LiteraryQA improves the quality and relia-
bility of NarrativeQA, several limitations remain.
First, the refinement process partly relies on an
LLM to support human validation, which intro-
duces potential biases. Although human oversight
mitigates this to some extent, the final dataset may
still reflect these biases and subjective interpreta-
tions of question validity and answer correctness.
Second, our subset focuses exclusively on liter-
ary works, excluding other narrative forms such
as movie scripts and theatrical plays. While this



design choice supports our goal of creating a reli-
able and homogeneous benchmark, the resulting
dataset should not be taken as representative of the
full narrative landscape.

Third, we did not include any retrieval-
augmented generation (RAG) approaches in our
evaluations, as our focus was on assessing the abil-
ity of the models to comprehend and reason over
the entire narrative texts. Although RAG meth-
ods could potentially enhance performance by re-
trieving relevant context, they introduce additional
complexity and issues that are orthogonal to our
goal of evaluating narrative understanding. Retriev-
ing small fragments can disrupt the narrative flow,
which is critical for tasks where coherence and tem-
poral structure are essential. Exploring RAG in this
setting remains an interesting direction for future
work.

Finally, LLM-as-a-judge evaluations, despite
showing stronger alignment with human assess-
ments, are i) costly to run at scale and ii) lack
transparency, posing challenges for reproducibility
and standardization. While small fine-tuned mod-
els like Prometheus have proven helpful even in
this out-of-domain setting, we believe that mod-
els specifically fine-tuned for narrative evaluation
could offer more accurate and cost-effective alterna-
tives, especially if supported by structured knowl-
edge or grounded in an external knowledge base,
enabling more consistent and context-aware judg-
ments.
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A Additional Results on LiteraryQA

In this section we present additional details on Lit-
eraryQA and our filtering and cleaning approach.
Figure 2 shows the length difference in tokens be-
tween the 138 shared documents in LiteraryQA and
NarrativeQA.

Length delta between NarrativeQA and LiteraryQA
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Figure 2: Token difference across books between Narra-
tiveQA and LiteraryQA.

We also report the classification performance of
the document-level steps of our pipeline carried out
with Llama-3.1-8B-Instruct on the test set. This
classification task is abstract enough to allow for
perfect agreement.

Category Precision Recall Fl-score K

Mismatched 0.99 0.73 0.81 1.00
Plays 1.00 1.00 1.00 1.00
Non-narrative 0.86 0.79 0.82 1.00

Table 11: Classification performance of Llama-3.1-8B-
Instruct on the documents categorized by the annotator.
We also report the Inter-Annotator Agreement through
Cohen’s Kappa.

The complete list of the 10 annotated documents
(298 QA samples) can be found in Table 12. We
chose these books because they span over multiple
genres, authors, styles, and languages (#2 and #10
were originally written in French, although we only
work on the English versions).

1. The Variable Man (Philip K. Dick)

2. Father Goriot (Honoré de Balzac)

3. Youth (Joseph Conrad)

4. A Portrait of the Artist as a Young Man (Joyce)
5. Tarzan of the Apes (Edgar Rice Burroughs)

6. The Vampyre (John Polidori)

7. Lothair (Benjamin Disraeli)

8. The House on the Borderland (W. H. Hodgson)
9. Uncle Silas (Joseph S. Le Fanu)

10. The Gods Are Athirst (Anatole France)

Table 12: Subset of annotated documents for the evalua-
tion of the data refinement pipeline.
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In Figure 3 we further show how the models
performance assessed through n-gram-based met-
rics decrease when the length difference (in tokens)
between the generated answer and the reference
answer increases.

Claude 3.5 Haiku Scores by Prediction-Reference Length Difference
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Figure 3: Metrics scores of Claude 3.5 Haiku grouped
by prediction and reference answer length absolute dif-
ference.

Finally, we report the prompt we used through-
out the data refinement pipeline Tables 13 to 17.

ROUGE-1 Scores Comparison on Different QA Settings
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Figure 4: ROUGE-1 scores of the models across differ-
ent settings.
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Figure 5: ROUGE-2 scores of the models across differ-
ent settings.

B Licenses

We note that NarrativeQA is distributed under the
Apache-2.0 License, which permits distributions
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Figure 6: ROUGE-L scores of the models across differ-
ent settings.

EM Scores Comparison on Different QA Settings
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Figure 7: EM scores of the models across different
settings.

and modifications. We adopt the same license when
distributing LiteraryQA. Regarding models, we
used closed-sourced options only to evaluate their
performance, which complies with their Terms-of-
Service (ToS). The only exception is Claude 3.5
Haiku, which we used through API in our data
pipeline. According to their ToS, this is a legiti-
mate use of their product as we are not developing
a competing product and our dataset cannot be clas-
sified as harful.



System Prompt

Your task is to determine whether a question is not acceptable (grammatically malformed and/or
ill-posed with respect to the reference summary). The question may refer to unusual, made-up, or
technical words found in the reference summary — this is acceptable **only if they are spelled
consistently*x.

A question is **malformed** if it contains *any* common grammatical or misspellings errors, for
example (non-exhaustive list):

- Misspelled words (including names and summary terms spelled inconsistently)

- Redundant or conflicting auxiliary verbs (e.g., ’was can not’)

- Incorrect verb tense or verb form after auxiliaries (e.g., ’did played’, ’does belives’)
- Subject-verb disagreement (e.g., ’whose runs’)

- Fat-finger errors (e.g., too many or missing whitespaces, letters inversions)

- Include proper contractions and possessives (e.g., ’who’s’, ’it’s’, ’he’s’)

- Faulty structure (e.g., missing auxiliaries, incorrect use of question words)

A question is *xill-posed** if (non-exhaustive list):

- It refers to something (an event, a character, etc.) that is not present in the summary
- It misunderstands the summmary or misrepresents its content

- It does not have a clear answer in the summary

A question is =**well-posed** if it is clear, unambiguous, and has a specific answer in the
summary.

If the question is not acceptable, rewrite it so to keep it as close as possible to the original
question, while making it well-formed and well-posed. Respond in **JSON format*x with exactly
this structure:

n

{ "label”: "acceptable” or "not acceptable”, "correction”: " // rewrite the question with
the least amount of edits if it is not acceptable, otherwise write an empty string }

Only output this JSON. Do not add any commentary, do not explain your changes.

User Prompt
Reference summary: {summary}
Question: {question}

Is the question acceptable or not? Follow the rules above and respond with a JSON object as
specified.

Table 13: System prompt used with Claude 3.5 Haiku to identify and correct invalid question samples.

F1 Scores Comparison on Different QA Settings
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Figure 8: F1 scores of the models across different set-
tings.
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System Prompt
You are an English teacher evaluating answers about a narrative.
Your task is to determine whether an answer is acceptable (grammatically well-formed and valid).

The answer may refer to unusual, made-up, or technical words found in the reference summary -
this is acceptable *xonly if they are spelled consistently*x.

An answer is x*malformed** if it contains *any* common grammatical or misspellings errors, for
example (non-exhaustive list):

- Misspelled words (including names and summary terms spelled inconsistently)

- Redundant or conflicting auxiliary verbs (e.g., ’was can not’)

- Incorrect verb tense or verb form after auxiliaries (e.g., ’did played’, ’does belives’)

- Fat-finger errors (e.g., too many or missing whitespaces, letters inversions)

- Include proper contractions and possessives (e.g., ’who’s’, ’it’s’, ’he’s’)

- Faulty structure (e.g., missing auxiliaries, incorrect use of question words)

A question is valid according to the following criteria:

- The answer must be factually correct, i.e. it must be supported by the reference summary, AND

- The answer must be complete (include all necessary entities for a complete response), AND

The answer must provide a single precise response, not multiple possibilities or vague statements,
AND

- The answer must be properly scoped, i.e. it must concisely address the question using the
information found in the summary and without speculating or adding information.

Finally, the answer may consist of only one or two words — this is acceptable provided that there
are no grammatical errors and the above criteria are met.

Respond in **JSON formatx* with exactly this structure:

{

"label”: "acceptable” or "not acceptable”,

n

"correction”: "..." // if "not acceptable”, rewrite the answer with the smallest amount of edits
to make it acceptable, otherwise write an empty string

}

Only output this JSON. Do not add any commentary, do not explain your changes.
User Prompt

Reference summary: {summary}

Question: {question}

Answer: {answer}

Is the answer acceptable or not? Follow the rules above and respond with a JSON object as
specified.

Table 14: System prompt used with Claude 3.5 Haiku to identify and correct invalid answers samples.

System Prompt

You are an expert literature analyst. Given a book description, you extract its category (novel
or play). You rely **ONLY*x on the text provided and do not make up any information.

User Prompt Description: {description} Is this a novel or a play? Reply with one word and do not
include any other information.

Table 15: System prompt used with Llama-3.1-8B-Instruct to identify theatrical plays.
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System Prompt

You are an expert literature analyst. Given a book description, you extract its category (novel
or non-fiction). You rely **ONLY** on the text provided and do not make up any information.

User Prompt Description: {description} Is this a novel or a non-fiction? Reply with one word and
do not include any other information.

Table 16: System prompt used with Llama-3.1-8B-Instruct to identify non-fiction books.

System Prompt

You are an expert literature analyst. Given a book summary and its first paragraphs, you identify
whether the two refer to the same literary work. You rely *xONLY** on the text provided and do
not make up any information.

User Prompt Summary: {summary} Paragraphs: {paragraphs} Do they refer to the same literary work?
Reply with yes/no and do not include any other information.

Table 17: System prompt used with Llama-3.1-8B-Instruct to identify mismatched samples.

Score | Criteria

1 The response is completely wrong.

2 The output generally deviates from the original question, but there is some informa-
tion related to the reference answer.

3 The response is partially correct, but the generated answer contains some errors,

omits key information, or adds major extra information that cannot be validated
(in the summary or the references, according to the setting).

4 The response is correct but it includes minor details that cannot be verified against
the references or summary (according to setting)
5 Either exactly the same as one of the references, or a paraphrase of a reference that

does not alter its meaning

Table 18: Likert Scale Grading Rubric
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