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Abstract

AugTwins is a pipeline for creating interactive human digital twins that engage users
in natural, face-to-face conversation. By integrating photorealistic embodiment
(Unreal Engine MetaHuman), voice cloning, and a hybrid multi-agent memory
architecture, the system enables realistic encounters with digital representations
of real people. Each twin is grounded in the person’s life story, experiences, and
knowledge while maintaining conversational continuity across sessions. The archi-
tecture combines fast pattern matching for common queries with deep semantic
retrieval for biographical details, coordinated through metacognitive monitoring
that guides socially appropriate responses. We present two deployed twins demon-
strating faithful personality representation and accurate biographical recall. Beyond
technical implementation, AugTwins invites reflection on how memory and em-
bodiment shape identity, and what it means to extend human presence through
computational reconstruction.

1 Vision & Background

You sit across from yourself, not a mirror but a presence. The twin leans forward and says, “Good to
see you again. I was thinking about what you told me last time.” It remembers.

AugTwins explores the Human Digital Twin (HDT) [1]: a persistent, interactive double that looks,
speaks, and behaves like its human counterpart. HDTs may soon attend meetings [2], negotiate on
our behalf, filter potential matches [3, 4, 5], or participate in simulated governance [6]. Our focus is
subjective and social presence, informed by work on generative agents [7], synthetic personae [8],
and Al companions [9]. Meeting your double turns identity into performance and memory into a
living, revisable record.

2 Description of the Work and Roles of AI/ML

Overview. The installation presents a conversational, photorealistic digital twin rendered in Unreal
Engine (UE) 5.6 [10]. Dialogue is generated by a multi-agent orchestrator (implemented with
LangChain [11]) using Groq Llama 3.3, a large language model (LLM) [12, 13], grounded in the
person’s biographical data through a hybrid multi-layer retrieval system. Visitor speech is transcribed
with automatic speech recognition (ASR) using Whisper [14], then voiced with neural text-to-
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AugTwins Interaction Pipeline

from visitor speech to photorealistic digital twin response
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Figure 1: End-to-end interaction pipeline. Speech is transcribed, routed for retrieval and persona-
constrained generation, synthesized to voice, and lip-synced to the MetaHuman avatar; session
memory is written back for continuity.

speech (TTS) [15] and lip-synced on a custom MetaHuman avatar [16]. Session summaries extend
conversational memory for continuity across visits. See Figure 1 for the end-to-end pipeline.”

2.1 Avatar Construction Pipeline

We follow a standard photo-to-MetaHuman workflow: multi-angle photo capture, single-subject head
reconstruction, topology transfer to a MetaHuman base, texture refinement, and UE integration with
runtime lip sync and a lightweight interaction state machine. Implementation details are depicted in
Figure 2.

*We experimented with alternative stacks (e.g., GPT-4-class models and other ASR systems) and selected
this configuration for latency, robustness, and controllability.



Avatar Construction Pipeline

from photographs to a photorealistic digital twin in Unreal Engine
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Figure 2: Avatar construction pipeline: from photo capture to head reconstruction, topology transfer,
texture refinement, and Unreal Engine integration with runtime lip sync and state-based interaction.

2.2 Hybrid Multi-Agent Memory Architecture

A coordinator classifies queries and composes results from fast and deep memory tiers (Figure 3).
Concretely, we use (i) a pattern tier for greetings and etiquette, (ii) a semantic cache for frequent
question—answer (Q&A) pairs, (iii) curated declarative facts stored as JSON, (iv) hybrid vector/lexical
search over documents and transcripts using the Qdrant vector database and FAISS with BM25 lexical
retrieval, and (v) longer-form procedural memory for session summaries.

2.3 System Components

* Orchestrator. Classifies intent (identity, research, conversational, general) and supervises retrieval
and persona-constrained generation by a large language model (LLM) [12, 13].

* ASR & Voice. Whisper provides robust streaming automatic speech recognition (ASR) [14];
ElevenLabs provides expressive low-latency text-to-speech (TTS) [15].

* Avatar. Custom MetaHuman head in UE 5.6 with runtime lip sync and state-based attention and
gaze control [16, 10].

Memory hygiene. Session summaries are deduplicated into both the semantic cache and procedu-
ral store to maintain continuity without drift.

Roles of Artificial Intelligence and Machine Learning (AI/ML). AI/ML models drive multi-agent
orchestration, memory retrieval, language generation, ASR, TTS, and real-time facial animation,
sustaining a coherent digital twin grounded in the person’s life story with social presence.

3 Addressing the Theme of Humanity

AugTwins explores identity as shaped by continuity of memory and coherent narrative rather than
biological presence. By grounding responses in the person’s life story, recalling past encounters,
maintaining stable conversational style, and following social norms, the twin invites relationships
that feel authentic and grounded in shared history.

As fidelity rises, privacy, consent, parasocial attachment, and impersonation risks become central.
We handle provenance, consent boundaries, and deferral when uncertain. The piece invites reflection
on what aspects of presence are replicable, what remains uniquely human, and what protections are
needed as these qualities are reproduced by machines.



AugTwin Cognitive Architecture

Multi-Agent System with Dual-Speed Cognition & Metacognitive Awareness
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Figure 3: Hybrid memory architecture: a coordinator routes to pattern, semantic, declarative, hybrid
search, and procedural tiers, aggregates with metacognitive checks, then triggers persona-constrained
generation.
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