
Published as a conference paper at ICLR 2024

VIDEOCON: ROBUST VIDEO-LANGUAGE ALIGNMENT
VIA CONTRAST CAPTIONS

Hritik Bansal1 Yonatan Bitton2 Idan Szpektor2∗ Kai-Wei Chang1∗ Aditya Grover1∗
1UCLA 2Google Research
{hbansal, kwchang, adityag}@cs.ucla.edu
{yonatanbitton,szpektor}@google.com

ABSTRACT

Despite being (pre)trained on a massive amount of data, state-of-the-art video-
language alignment models are not robust to semantically-plausible contrastive
changes in the video captions. Our work addresses this by identifying a broad
spectrum of contrast misalignments, such as replacing entities, actions, and flip-
ping event order, which alignment models should be robust against. To this end,
we introduce the VideoCon, a video-language alignment dataset constructed by a
large language model that generates plausible contrast video captions and explana-
tions for differences between original and contrast video captions. Then, a gener-
ative video-language model is finetuned with VideoCon to assess video-language
entailment and generate explanations. Our VideoCon-based alignment model sig-
nificantly outperforms current models. It exhibits a 12-point increase in AUC for
the video-language alignment task on human-generated contrast captions. Finally,
our model sets new state of the art zero-shot performance in temporally-extensive
video-language tasks such as text-to-video retrieval (SSv2-Temporal) and video
question answering (ATP-Hard). Moreover, our model shows superior perfor-
mance on novel videos and human-crafted captions and explanations. The code
and data are present at https://video-con.github.io/.

1 INTRODUCTION

Semantically aligning data points from diverse modalities is a long-standing goal of AI. We focus on
video-language alignment, which is challenging due to the complexities involved in understanding
of entities, their relationships, and temporal order of the depicted events Hendricks et al. (2018).
Recent models such as VideoCLIP Xu et al. (2021), ImageBind Girdhar et al. (2023) learn a shared
embedding space. Similarly, generative models such as Flamingo Alayrac et al. (2022), mPLUG-
Owl-Video Ye et al. (2023) can provide a classification label (e.g., yes/no) when queried about
video-language alignment.

Despite large-scale pretraining, prior work Park et al. (2022); Bagad et al. (2023); Momeni et al.
(2023); Wang et al. (2023b) highlights that video-language alignment models are not robust to se-
mantically plausible manipulations to an original aligned caption in the form of contrast captions,
such as from ‘dog runs away before it eats food’ to ‘dog runs away after it eats food’. Such pit-
falls in robustness questions the trustworthiness of alignment models for large-scale deployment.
To mitigate these shortcomings, one possible solution is to scale video-language pairs more for in-
creased diversity during pretraining. However, this is challenging due to the difficulties in sourcing
new, high-quality and permissible content, as well as the requirement for substantial storage capac-
ity. Several works Gunasekar et al. (2023); Gadre et al. (2023); Fang et al. (2023) have shown that
naively training models on web-scale data has diminishing returns on downstream tasks, and em-
phasize the importance of data quality. Furthermore, the recent studies Yuksekgonul et al. (2022);
Li et al. (2023b) demonstrate that applying a contrastive objective to the pretraining datasets does
not encourage the model to grasp the fine-grained details within image/region-caption data.

To this end, we take a scalable, active strategy to gather high-quality data that is deliberately enriched
with the attributes that we want to instill in alignment models. We create a novel dataset, VideoCon,
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Figure 1: Overview of our VideoCon approach. First, aligned video-language pairs are filtered to retain
temporally-challenging instances. Then contrast captions and natural language explanations (NLE) are gener-
ated by an LLM to create the VideoCon dataset. Second, a video-language alignment model is finetuned with
VideoCon on the alignment and NLE tasks. Lastly, the finetuned model is evaluated against the baseline model.
Our results show that it outperforms the baseline, achieving state-of-the-art results on downstream tasks.

to improve the robustness of models. Specifically, the dataset consists of a variety of semantically
plausible video-language misalignments in contrast captions. These misalignments include altering
objects (entities), actions, attributes, relations, counts, event orders, and introducing hallucinations
(Figure 2). To construct VideoCon, a large language model (PaLM-2 API) takes video-caption pairs
as input and generates high-quality contrast captions for a given misalignment type. To make our
dataset temporally-challenging, we skipped “easy” video-caption pairs whose alignment could be
inferred based on a single frame (image) understanding Buch et al. (2022); Lei et al. (2022) (§3.1).
In addition, the LLM generates natural language explanations (NLEs) Sammani et al. (2022) to the
differences between original and altered captions, which are used for further robust training. We per-
formed human verification on a sample of VideoCon and found that it is of high-quality. We evaluate
the model’s generalization capabilities, we collect human-generated contrast captions and NLEs for
the videos sourced from external datasets that did not contribute to VideoCon’s development.

We finetuned a generative video-language model (mPLUG-Owl-Video) on the VideoCon dataset.
The trained model surpasses existing video-language alignment models by a large margin on the
LLM-generated test set for both video-language alignment and NLE generation tasks. Interestingly,
we observed that our finetuned model generalizes to unseen videos and human-generated contrast
captions and NLEs, and outperforms the baseline models. For instance, our model’s ROC-AUC
exceeds the baseline model by 12 points on the human-generated contrast captions. This indicates
that our model has developed a better understanding of the entities, their interactions, action under-
standing, as well as the temporal order of the events for robust video-language alignment.

We further assessed the effectiveness of robust training via contrast captions on zero-shot down-
stream video-language tasks such text-to-video retrieval and video question answering on the
temporally-challenging and action-intensive SSv2-Temporal Sevilla-Lara et al. (2021) and SSv2-
Events Bagad et al. (2023). Our model achieves state-of-the-art (SOTA) performance, improving on
SSv2-Temporal by 4:3 mAP, SSv2-Events by 3:6 mAP points. In addition, our model also achieves
SOTA on temporal and causal video question answering in the ATP-Hard dataset, increasing 4%
accuracy. This suggests that equipping a model with the knowledge of contrast captions is highly
data-efficient and effective in improving its robustness in comparison to scaling the pretraining data.
The complete pipeline is illustrated in Figure 1.

2 VIDEO LANGUAGE ALIGNMENT

We are interested in assessing the semantic alignment between the video1 and text data since it
powers many practical applications such as video-text retrieval Xu et al. (2016), video generation
Blattmann et al. (2023); Wang et al. (2023a) and video captioning Yang et al. (2023). To this
end, Xu et al. (2021); Girdhar et al. (2023); Wang et al. (2022a); Radford et al. (2021) designed
(image)video-text alignment models that are utilized for evaluating the semantic similarity between
the two modalities. However, previous works Park et al. (2022); Momeni et al. (2023); Bagad et al.
(2023); Wang et al. (2023b) have questioned their robustness to semantically plausible changes to
the video descriptions, termed here contrast captions. Our aim is to improve the robustness of
video-text alignment models by training on contrast captions with a wide range of misalignments.

1Like prior works Xu et al. (2021); Luo et al. (2022), we use only the video frames (the visual channel)
without the soundtrack (the audio channel).
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Figure 2: Overview of the VideoCon data generation process from top to bottom. Specifically,
we prompt a large language model (PaLM-2) with the original caption that is grounded in the video,
and the intended type of misalignment within the contrast caption. We consider seven kinds of
misalignments including object, action, attribute, counting, spatial relation, hallucination, and event
order flip. We provide a generated contrast caption and the corresponding natural language expla-
nation for each misalignment type.

Consider a dataset D = {(Vi; Ti; Ci; Ei)} where Vi is a video, Ti is an aligned caption, Ci is a
contrast caption which is a perturbation of Ti but misaligns with Vi, and Ei is a natural language
explanation for the misalignment between Vi and Ci. We consider two video-language alignment
tasks: (a) video-language entailment, (b) natural language explanation.

Video-Language Entailment (VLE) casts video-text alignment as a Visual Entailment (VE) task.
VE was originally defined for images as premises and texts as hypothesis Xie et al. (2018; 2019).
We extend VE definition also for videos as premises, under which a classification model Avle(V; T )
predicts whether a video V entails a text T .

Natural Language Explanation (NLE) requires a model, Anle(V;C), to generate an open-ended
explanation for the discrepancy between a video V and a non-entailing caption C.

In this paper, we address both VLE and NLE tasks under a multitask setting in which a single video-
language generative model generates the binary label for entailment and the open-ended explanation.

3 VIDEOCON: CONTRAST CAPTIONS GENERATION FOR ROBUST
VIDEO-LANGUAGE ALIGNMENT

Our research goal is to measure the impact of a comprehensive dataset on increasing the robustness
of video-text alignment models. To this end, we first collect video-caption pairs where the caption
cannot be derived from a single frame of video. We then categorize a wide range of semantically
plausible manipulations of video captions. Using an LLM for large-scale computation, contrast
captions and related explanations are generated for the defined categories, constructing the Video-
Con dataset. Finally, we extend VideoCon to include human-created contrast captions as held-out
evaluation on unseen videos. We detail the dataset construction steps below.

3.1 TEMPORALLY-CHALLENGING INSTANCE SELECTION

To construct VideoCon, we start with existing datasets that include natural (real) videos and associ-
ated high-quality human-written captions: MSR-VTT Xu et al. (2016), VaTeX Wang et al. (2019),
and TEMPO Hendricks et al. (2018). MSR-VTT and VaTeX consist of 20 captions and 10 captions
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