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Abstract

It is important to quantify the uncertainty of input sam-
ples, especially in mission-critical domains such as au-
tonomous driving and healthcare, where failure predictions
on out-of-distribution (OOD) data are likely to cause big
problems. OOD detection problem fundamentally begins
in that the model cannot express what it is not aware of.
Post-hoc OOD detection approaches are widely explored
because they do not require an additional re-training pro-
cess which might degrade the model’s performance and in-
crease the training cost. In this study, from the perspec-
tive of neurons in the deep layer of the model representing
high-level features, we introduce a new aspect for analyzing
the difference in model outputs between in-distribution data
and OOD data. We propose a novel method, Leveraging
Important Neurons (LINe), for post-hoc Out of distribution
detection. Shapley value-based pruning reduces the effects
of noisy outputs by selecting only high-contribution neurons
for predicting specific classes of input data and masking the
rest. Activation clipping fixes all values above a certain
threshold into the same value, allowing LINe to treat all
the class-specific features equally and just consider the dif-
ference between the number of activated feature differences
between in-distribution and OOD data. Comprehensive ex-
periments verify the effectiveness of the proposed method
by outperforming state-of-the-art post-hoc OOD detection
methods on CIFAR-10, CIFAR-100, and ImageNet datasets.
Code is available on https://github.com/LINe-OOD

1. Introduction

Recently, deep learning has made tremendous advances
in various fields. This advancement has captivated numer-
ous researchers, leading to many attempts to apply deep
learning techniques to real-world applications. However,
applying these state-of-the-art techniques to real-world ap-
plications is often limited for several reasons. One primary
obstacle is the presence of unseen classes of samples during

*Corresponding authors: Gyeong-Moon Park (gmpark @khu.ac kr) and
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Figure 1. Illustration of the number of activated neuron in
the penultimate layer. The distributions of the number of acti-
vated neurons from ID (ImageNet [19]) and two OOD datasets
(textures [10] and iNaturalist [52]) are presented. We define an
activated neuron as one fired with an activation value greater than
zero. Most of the neurons are activated when the model receives
ID samples but fewer neurons are activated in OOD samples.

training. These samples, referred to as out-of-distribution
(OOD) data, can compromise a model’s stability and, in
some cases, severely impair its performance. The inher-
ent characteristics of OOD samples can lead to potentially
severe consequences in mission-critical domains, such as
autonomous driving and medical applications. So, effec-
tively handling these OOD samples is vital to avoid prob-
lems, such as car crashes and misdiagnosis.

For OOD detection, numerous techniques have been ex-
plored to analyze the distinction between in-distribution
(ID) data and OOD data. There are several approaches
to OOD detection, including confidence-based methods
[7,11,16,19,29], density-based methods [1,20,22-24,27,

,40,42,51,63,64], and distance-based methods [9, 18,28,

,41,47,49,50,59]. The post-hoc method is one approach
in OOD detection that offers significant advantages in real-
world applications as it eliminates the need for a re-training
process, which could potentially degrade the model’s per-
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formance and increase training costs [57].

Post-hoc OOD detection methods [32, 45, 46] employ
outputs such as model logits or layer activations, which
are typically used for prediction, to calculate OOD scores.
These scores allow for the differentiation of ID and OOD
data based on the disparities in their respective scores [57].
Enhancing the overall OOD score distribution difference
between ID and OOD data is a critical aspect in improving
the performance of post-hoc OOD detection methods. Re-
cent studies [45,46] have found that augmenting the overall
difference is contingent upon the capacity to mitigate noisy
signals. For example, ReAct [45] demonstrates that OOD
data exhibit considerable values in the penultimate layer ac-
tivation. By truncating these noisy activations, ReAct ef-
fectively improves OOD detection performance. Similarly,
DICE [46] uncovers the presence of noisy signals that in-
crease the variance of the OOD score distribution. By selec-
tively employing the most salient weights, DICE enhances
OOD detection performance while reducing the impact of
noisy signals. Minimizing the influence of noisy model out-
puts is crucial for advancing post-hoc OOD detection per-
formance. In this study, we reveal an additional factor that
is also important in the context of OOD detection.

Figure 1 displays the histogram of the number of acti-
vated features in the penultimate layer. We define neurons
with activation values greater than zero as activated neu-
rons. As the figure demonstrates, a majority of neurons are
activated when the model encounters ID samples. How-
ever, for OOD samples, fewer neurons are activated. To
understand the primary cause of the observation in Figure
1, we investigate the model from the perspective of neuron-
concept association [4,5,21,53]. According to [4], neurons
are trained to detect disentangled high-level features in the
deep layers of convolutional neural networks (CNNs), and
they can even learn new unlabeled abstract concepts from
the data [53]. The number of neurons representing these
high-level features increases in deeper layers and becomes
the most significant amount in the penultimate layer [5].
Since the activation in the penultimate layer represents the
presence of these high-level features [4], different input im-
ages activate high-level features in varying ways, such as
magnitude and patterns. These distinct patterns of activa-
tion in the penultimate layer are ultimately used to predict
the input image’s class. As each class possesses unique
characteristics related to high-level concepts, the associ-
ated high-level features differ for each class. Consequently,
each associated high-level feature can be categorized into
one class-specific feature group. The disparity in associ-
ated high-level features in neurons results in a difference in
penultimate layer activation between ID and OOD samples,
which are predicted as the same class. Thus, taking into ac-
count the number of activated essential neurons can serve as
a useful indicator for distinguishing ID and OOD samples.

In this paper, we present a novel post-hoc OOD detec-
tion method called Leveraging Important Neurons (LINe).
LINe harnesses two crucial aspects: considering the number
of activated important neurons and minimizing noisy acti-
vations to enhance OOD detection performance. To achieve
this, we introduce two powerful techniques within LINe: 1)
Shapley-based pruning and 2) activation clipping (AC).

Shapley value-based pruning is a method that mitigates
the influence of noisy outputs by selecting activations essen-
tial for inferring input data classes. While several methods
exist for identifying important activations, Sun et al. [46]
use activation magnitude to determine their importance.
However, this approach alone is insufficient for quantify-
ing a neuron’s importance. Hence, we employ the Shapley
value [44] to more accurately measure each neuron’s contri-
bution. Applying the Shapley value concept [44] to neural
networks allows us to quantify each neuron’s contribution
to identifying a specific class. Moreover, neurons with high
Shapley values are associated with critical input image fea-
tures [21]. By leveraging the Shapley value [44], we can
identify neurons that represent important high-level features
for each class, which are essential for reducing noisy output.

Activation clipping, a concept introduced in ReAct [45],
is another powerful technique. Interpreting activation clip-
ping in terms of class-specific features provides a new un-
derstanding of its role in considering the number of ac-
tivated important neurons for OOD detection. Activation
clipping adjusts values exceeding a certain threshold to the
threshold value. This modification enables us to account
for the differences in the number of activated features be-
tween in-distribution and OOD data by treating numerous
class-specific features equally. By considering the variation
in the number of activated class-specific features, we can
effectively augment the overall OOD score difference be-
tween ID and OOD data, leading to enhanced performance.

Our key contributions are summarized as follows:

* We propose a simple yet effective post-hoc OOD de-
tection method, named LINe, which uses the Shapley
value to rank the contribution of neurons and gives
a new inspiration for leveraging selected important
class-specific neurons.

* We unveil the important factor for improving OOD
scoring and show a new way of understanding the role
of activation clipping for OOD detection. By applying
activation clipping, we can fully consider the number
of activated class-specific features and achieve higher
OOD detection performance.

* Comprehensive experiments have been conducted to
verify the effectiveness of the proposed method on the
CIFAR-10, CIFAR-100, and ImageNet-1K. Compared
to the competitive post-hoc method DICE [46], LINe
reduces the FPR935 by up to 14.05%.



2. Background and Related Work
2.1. Neuron-Concept Association

Neuron-concept association methods are a field of study
that tries to interpret the internal computation of CNN to a
human-understandable concept [3,8, 14,37]. Several studies
have shown that neurons of shallower layers tend to learn
more simple and low-level concepts, such as curves and
edges, while deeper layers learn more abstract and high-
level concepts, such as arm and face [53,60,61]. The meth-
ods for quantifying the concept’s contribution are also in-
troduced in [12, 14, 33]. Network Dissection [4, 5, 60] as-
signs each neuron to a concept to quantify its role. Bau et
al. [6] investigate the effect of concept-specific neurons by
observing the change of concept-related contents in gener-
ative models. Recently, Wang et al. [53] show that mod-
els can learn abstract concepts like mammal and carnivore,
which is not in the label set of training data.

2.2. Shapley Value

Shapely value [26,44,48] is a concept from Game The-
ory, which evaluates each property’s individual and collab-
orative effects. Studies have been conducted using Shap-
ley value in CNNs to measure each neuron’s contribution
and interpret models’ behaviors [2, 13,21, 34,48]. Neuron
Shapley [13] sorts the Shapley values to identify the most
influential neurons from all hidden layers as image cate-
gories. Khazar et al. [21] show neurons that have high Shap-
ley values have high correlations with important features of
the input image. Previous studies have inspired us to se-
lect important class-specific neurons through the contribu-
tion scores calculated from the Shapley value. LINe can
effectively eliminate the negative effects of noisy signals by
leveraging the selected class-specific neurons.

2.3. Out-of-Distribution Detection

OOD detection aims to find inputs with different charac-
teristics from the training data [57]. A lot of research efforts
have been devoted to developing an effective method to dis-
tinguish OOD inputs from ID inputs. Confidence-based
methods perform OOD detection by quantifying OOD
scores based on different scoring functions [7,11,16,19,29].
Hendrycks et al. [16] used a maximum softmax probabil-
ity (MSP) of the model as a baseline confidence-base OOD
scoring function. ODIN [30] utilizes perturbation of in-
puts and temperature scaling on the softmax layer to in-
crease the difference between ID and OOD. To enhance
the effectiveness of confidence-based scores, recently, Liu
et al. [32] introduced an energy-based score with the theo-
retical interpretation from a likelihood perspective, which
is further adopted in [31, 36, 54] to distinguish ID and
OOD samples. Distance-based approaches measure the dis-
tance between input sample and typical ID samples or cen-

troids of them [9, 18,28, 35,41,47,49,50,59]. These ap-
proaches are based on simple evidence that OOD samples
should have more distance than IDs. Similarly, density-
based methods identify OOD samples based on the distri-
bution of the training samples and use density (or likeli-
hood) [1,20,22-24,27,38,40,42,51,63,064].

But none of the aforementioned methods consider the
number of activated features, which can be a good indica-
tor to distinguish ID and OOD samples. The most similar
study to our study is DICE [46]. DICE leverages sparsi-
fication to reduce the effect of noisy signals by selectively
using salient weights from activation [46]. In this study, we
effectively eliminate the outcomes of noisy signals by accu-
rately selecting neurons leveraging the contribution of neu-
rons calculated from Shapley value [21,44]. In addition,
our method performs OOD detection more effectively by
considering the number of activated features. The neurons
are known to be associated with the concepts, and the acti-
vation patterns of neurons in deep layers are different in ID
and OOD. This gives a theoretical background for consider-
ing the number of activation in OOD detection. To the best
of our knowledge, our work is the first study to leverage the
neuron contribution based on Shapley value and consider
the number of activated features for calculating OOD score.

3. Method
3.1. Method Overview

Our method mainly consists of two parts: Activation
Clipping and Shapley-based pruning. Activation clipping
is a method of clipping each neuron activation to a spe-
cific value when the activation value exceeds a particular
threshold (d). Through activation clipping, our method can
consider the number of high-level features during calculat-
ing OOD scores, which are analyzed in terms of neuron-
concept association. Next, Shapley-based pruning elimi-
nates the negative effect of noisy signals by measuring neu-
ral contributions of neural networks using important neu-
rons only. We can accurately measure the contribution of
each neuron using Shapley value, which is a mathemati-
cally grounded method. Also, by applying Shapley value,
we can obtain supporting evidence that neurons with large
contributions represent critical features for recognizing in-
put image [21]. This allows us to assemble all contributions
for each class and select important class-specific neurons
representing class-specific features. More details of activa-
tion clipping and Shapley-based pruning will be described
in Subsection 3.2 and Subsection 3.3. In Subsection 3.4, we
will explain the overall method.

3.2. Activation Clipping

For a pre-trained deep neural network fy(x) parameter-
ized by 0, fy(z) encodes an input x € R4, where d indicates
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Figure 2. Overall procedure of LINe for calculating OOD score. LINe is composed of mainly three parts. 1) Activation Clipping (AC),
2) Activation Pruning (AP), 3) Weight Pruning (WP). AC limits the magnitude of the activation, which allows LINe to consider the number

of activated features. AP uses contribution matrix C, which is precomputed from Shapley value [

]. AP leverages C to select important

neurons and mask others. WP uses an adjusted contribution matrix which is obtained from the contribution matrix C. Leveraging AP and

WP, LINe can reduce noisy signals effectively.

dimension of input z, and predicts a class distribution for L
different classes, i.e., fo(z) € RE. Feature vector from the
penultimate layer of the network denotes h(z) € RY, where
¢ stands for the dimension of penultimate layer output h(x).
Weight matrix W € R7*% weights the importance of each
feature in h(x) and transfers to output fy(z) as follows:

fo(z) = WTh(z) +b. (1)

Activation clipping is applied to the feature vector in the
penultimate layer. For each neuron that is activated above a
certain threshold, AC limits the magnitude of the activation.
As we discussed in Figure 1, the number of activated fea-
tures in ID and OOD samples are different. By limiting the
magnitude of the activation to the same value §, we can treat
every activated high-level feature equally, which allows us
to consider the number of activated features in the OOD
score. This increases the OOD score difference between ID
and OOD samples, thereby improving performance.

For each activation a; in h(x), penultimate layer feature
h(x) can be denoted as h(z) = [a1,aq2, - ,a,]. With a
clipping threshold 4, the clipped activation a; can be de-
scribed as @; = min(a;, 8). The clipped feature vector h(x)

is then,

h(l’) = [dlaan"' 7dq]- (2)

The model output after AC can be given as:
A (x) = WIh(z) +b. 3)

3.3. Shapley-based Pruning

Shapley-based pruning selectively uses a subset of im-
portant neuron activation and weights. To select these sub-
sets, we calculate Shapley value [44] defined by an average
of the effect of removing a single unit (e.g., marginal con-
tribution) to all possible combinations of units. However,
computing all the combinations of units is computationally
expensive and practically infeasible for recent large neural
networks. Therefore, we use the Taylor approximation to
compute the Shapley value, which is introduced in [21]. For
input 2/ € D, where 2! denotes the sample of class [ from
dataset D, a contribution(i.e., Shapley value) of i-th neuron
a; in class [, sﬁ is calculated as

st = [fo(a) = fo(2';a; = 0) = |aiVa, fo(ah)] . (4)
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3.3.1 Activation Pruning

Activation pruning (AP) selectively uses the subset of im-
portant neuron activation. Through AP, We can effectively
reduce the impact of noisy activation. From the contribution
of each neuron s!, which is using obtained from all training
data, contribution matrix C € R7%L is defined as the class-
specific average of all contribution st. An (i,l)-th entry of
contribution matrix ¢;; € C is defined as:

1<
il = i 5
Cy nES, &)

where n denotes the number of training images in class /.
We select top-k neurons for each class based on the k-largest
elements from each column in C and define an activation
mask matrix M, € R?*L where we set 1 for the k-largest
elements from every column in C, otherwise 0. The model
output after AP with the predicted class [ is given as:

5" (x) = W (my © h(z)) +b, (6)

where m; € R? indicates [-th column of mask matrix M,
and © denotes the element-wise multiplication.

3.3.2 Weight Pruning

Weight pruning (WP) selectively uses the subset of impor-
tant penultimate layer weights. Through WP, We can effec-
tively reduce the impact of noisy signals due to the overpa-
rameterized model. The contribution of neurons is further
used to refine the weight matrix as WP. For this purpose,
we define a weight contribution matrix for the class [ as
Cl, = c; ® W € R7*E where ¢ indicates the [-th column
of contribution matrix C. We select top-k weights for each
class based on the k-largest elements in C!, and define a
mask matrix for class [ as M, € R9*L by setting 1 for the
k-largest elements in C!,, otherwise 0. The model output
after WP with the predicted class [ is given as:

o (@)= (WoM,) h(z) +Db. @)

From the Shapley-based AP and WP, we can determine the
neurons representing important high-level features for each
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Figure 4. Calculation of contribution matrix C.,.
class, which play a crucial role in reducing noisy output.

3.4. Leveraging Important Neurons (LINe)

As already described in the previous Subsection 3.2 and
3.3, there are two ideas to improve the performance of
post-hoc OOD detection. One is considering the number
of activated high-level features, and the other is reducing
noisy signals from less important neurons. LINe achieves
both ways to improve post-hoc OOD detection performance
through the procedures described above. By adapting LINe
to a model, we can effectively increase the overall differ-
ence in OOD scores between ID and OOD data. As a re-
sult, the model output under LINe with the predicted class [
is described as

FINe(z) = (WoM,)T (m @ h(z)) +b.  (8)

Please note that there is no parameter change in the model
itself and ID classification accuracy can be preserved.

4. Experiments

Comprehensive experiments have been conducted to
evaluate our method. In section 4.1, we used the CIFAR
[25] benchmark, which is one of the famous benchmarks
in OOD studies [32,45,46]. In Section 4.2, experiments
were conducted based on a large-scale dataset, ImageNet,
with various OOD datasets. Section 4.3 analyzes why our
method is effective through various ablation experiments.

4.1. Evaluation on CIFAR Benchmarks

Implementation Details. In this experiment, we used
10,000 test images each from CIFAR-10 [25] and CIFAR-
100 [25] as ID data, respectively. The model’s performance
was evaluated using six commonly used OOD datasets as
an OOD benchmark. The list of six OOD datasets is as
follows: SVHN [39], Textures [10], iSUN [56], LSUN-
Crop [58], LSUN-Resize [58], and Places365 [62]. As the
pre-trained models, we used DenseNet [17]. As in [46],
the models are trained from CIFAR-10 [25] and CIFAR-
100 [25] with 50,000 training images respectively. Follow-
ing [46], the models were trained during 100 epochs with
batch size 64, weight decay 0.0001, momentum 0.9, and



Table 1. Comparison on CIFAR benchmarks. Comparison with
competitive post-hoc OOD detection methods on CIFAR bench-
marks. All values in this table are percentages and averaged over
six OOD test datasets. | indicates smaller value means better per-
formance and 1 indicates vice versa. Bold numbers are superior
results. The overall detail results for each OOD dataset are pro-
vided in supplementary material.

Method CIFAR-10 CIFAR-100
FPR9S| AUROCT | FPR95 | AUROC T

MSP [16] 48.73 92.46 80.13 74.36
ODIN [30] 24.57 93.71 58.14 84.49
Mahalanobis [28] 31.42 89.15 55.37 82.73
Energy [32] 26.55 94.57 68.45 81.19
ReAct [45] 26.45 94.95 62.27 84.47
DICE [46] 20.83 95.24 49.72 87.23
DICE + ReAct 16.48 96.64 49.57 85.08
LINe (Ours) 14.71 96.99 35.67 88.67

start learning rate 0.1. The learning rate was decayed by a
factor of 10 at epochs 50, 75, and 90. We used the entire
training dataset to estimate the contribution matrix C'.
Comparison. For comparison, we adopted recent post-hoc
OOD detection methods: MSP [16], ODIN [30], Maha-
lanobis distance [28], Energy [32], ReAct [45], and DICE
[46].

For all methods, the performances were measured by
OOD scores, derived from the same DenseNet model.
Experimental Results. Table 1 shows the comparisons be-
tween LINe and other post-hoc OOD detection methods on
CIFAR-10 and CIFAR-100 benchmarks. As shown in the
table, our method achieved state-of-the-art performances by
outperforming all the other methods on both CIFAR-10 and
CIFAR-100 datasets. In CIFAR-100, LINe reduced FPR 95
by 14.05% compared to the competitive method DICE [46].
In CIFAR-100, LINe achieved an FPR 95 of 14.05% which
was lower than the FPR 95 of DICE [46] (49.72%) and
DICE + ReAct (49.57%). DICE + ReAct is the method
that is implemented by applying ReAct [45] on DICE [46].
DICE [46] removed the noisy signals by using the magni-
tude of activation and weight. LINe not only removed the
noisy signals using class-specific neurons but also consid-
ered the number of activations of the high-level feature.

4.2. Evaluation on ImageNet

Implementation Details. In real-world applications, the
model encounters high-resolution images with various
scenes and features, and evaluation on a large-scale dataset
can provide clues about model performance in a real-world
application. Therefore, in this experiment, we evaluated
LINe on a large-scale ImageNet dataset. Based on [19],
a subset of the four datasets where all the overlapping cate-
gories with ImageNet-1k were eliminated was used as OOD
datasets. The four OOD datasets are as follows: Textures

[10], Places365 [62], iNaturalist [52], and SUN [55]. We
used a pre-trained ResNet-50 model [15], which is trained
with ImageNet-1k. The entire training dataset was used to
estimate the contribution matrix C, and all images were re-
sized to 224 x 224 at test time.

Experimental Results. In Table 2, we reported the perfor-
mances of four OOD test datasets respectively. The aver-
age results from the four OOD test datasets were also re-
ported. LINe outperformed all baselines including MSP
[16], ODIN [30], Mahalanobis distance [28], Energy score
[32], ReAct [45], DICE [46], and DICE + ReAct [46]. We
compared LINe with Energy [32] first. LINe drastically re-
duced the FPR95 by 37.71%, which shows the benefit of
leveraging important neurons under the same OOD scoring
function. Next, we compared LINe with ReAct [45]. LINe
reduced the FPR95 by 10.73%, which allows us to see the
advantages of leveraging important neurons using Shapley
value. LINe further outperformed recent DICE [46] and
DICE + ReAct by 14.05% and 6.55%, respectively. Ex-
perimental results showed that the proposed method can be
applied to real-world large dataset for OOD detection.

4.3. Ablation Study

In this section, we discuss the effectiveness of each part
used in LINe and the detailed differences from other similar
approaches. We also analyze the effect of hyperparameters.

4.3.1 Ablation Study of LINe on ImageNet

Table 3 shows an ablation study over various parts used in
LINe. As shown in the table, each part of Shapley-based
pruning (AP and WP) improved the performance. Compar-
ing LINE w/o WP with Energy + AC allows us to see the
advantages of reducing the noisy activation, which reduces
FPR95 by 8.52%. Next, we compared LINe w/o AP with
Energy + AC, which also shows the benefits of reducing
noisy weights. Compared to Energy + AC, LINe w/o AP re-
duced FPR95 by 12.21%. Finally, we compared LINe w/o
AP with DICE + ReAct [46] at Table 2, which allows us to
see the benefit of leveraging class-wise contribution under
similar circumstances. LINe w/o AP reduced the FPR95 by
4.06% from 27.25% to 23.19%. DICE + ReAct [46] uses
activations to select important weights, while LINe w/o AP
selects important weights using class-wise contribution de-
rived from the Shapley value [44].

4.3.2 Effect of Changing AC Threshold on ImageNet

In Section 3.2, we discussed the meaning of AC in terms of
the neuron-concept association. AC allows us to consider
the number of activated high-level features in the penulti-
mate layer. In Table 4, we show various OOD detection
performances of the model by changing threshold 4. Start-
ing from clipping threshold & = oo, the value of FPR9S is



Table 2. Comparison on ImageNet benchmark. Comparisons with competitive post-hoc OOD detection methods on ImageNet bench-
mark. All values in this table are percentages and averaged over four OOD test datasets.

OOD Datasets

Method iNaturalist SUN Places Textures Average
FPR95 ] AUROC?T FPR95] AUROC?T FPR95| AUROCT FPR95] AUROCT FPR95| AUROC 1t

MSP [16] 54.99 87.74 70.83 80.86 73.99 79.76 68.00 79.61 66.95 81.99
ODIN [30] 47.66 89.66 60.15 84.59 67.89 81.78 50.23 85.62 56.48 85.41
Mabhalanobis [28] 97.00 52.65 98.50 42.41 98.40 41.79 55.80 85.01 87.43 55.47
Energy [32] 55.72 89.95 59.26 85.89 64.92 82.86 53.72 85.99 58.41 86.17
ReAct [45] 20.38 96.22 24.20 94.20 33.85 91.58 47.30 89.80 31.43 92.95
DICE [46] 25.63 94.49 35.15 90.83 46.49 87.48 31.72 90.30 34.75 90.77
DICE + ReAct [46] 18.64 96.24 25.45 93.94 36.86 90.67 28.07 92.74 27.25 93.40
LINe (Ours) 12.26 97.56 19.48 95.26 28.52 92.85 22.54 94.44 20.70 95.03

Table 3. Ablation Study of LINe on ImageNet. Ablation on the
effectiveness of Shapley-based pruning used in LINe and compar-
ison with similar approaches. Values are percentages and averaged
over OOD datasets. AC, AP, and WP denote activation clipping,
activation pruning, and weight pruning, respectively.

Method AC AP WP FPRY95| AUROC?
Energy [32] 58.41 86.17
Energy + AC v 35.40 91.86
LINew/oWP v 26.88 93.77
LINe w/o APV v 23.19 94.57
LINe (Ours) v VvV v 20.70 95.03

Table 4. Ablation on different thresholds (6) of AC. Ablation on
the different thresholds (9) of clipping. All values are percentages
and averaged over multiple OOD test datasets.

Threshold () FPR95 | AUROC 1
0=0.1 41.18 88.44
0=04 2343 94.79
=0.8 20.70 95.03
0=1.0 21.69 94.81
0=15 26.96 93.99
0=20 31.88 92.97
0 = oo (no AC) 44.88 89.14

the highest in the table. As clipping threshold § becomes
smaller, the OOD detection performance is improved. But
at clipping threshold § < 0.8, the OOD detection perfor-
mance dropped. This is because, as the clipping threshold
0 approaches 0, all the penultimate output values also ap-
proach zero. It is obvious that performance will drop when
all the penultimate output values approach zero.

4.3.3 Effect of Changing Pruning Percentile on Ima-
geNet

In this section, we conducted ablation studies on pruning
percentiles (p) variation on ImageNet datasets as ID data.
In Table 5 we show effect of changing pruning percentile

Table 5. Effect of changing pruning percentile (p) on ImageNet.
Ablation on the different pruning percentile (p, and p,,) of prun-
ing. All values are percentages and averaged over multiple OOD
test datasets. p, denotes pruning percentile for AP, p,, indicates
pruning percentile for WP.

Pa = 90 Pa = 70 Pa = 50 Pa = 30 Pa = 10

FPRO5 | FPRO5| FPR95| FPR9O5| FPRO5 ]
Pw =90 27.56 24.79 24.74 24.55 24.54
Pw =70 27.45 25.93 25.81 27.45 33.32

Pw =50 33.69 27.78 26.28 25.90 27.45
pw =30 27.46 26.10 27.17 24.36 28.43
pw =10 27.64 26.75 27.75 25.41 20.70

(pw and p,) on ImageNet. p, indicates pruning percentile
for AP, p,, indicates pruning percentile for WP. For a fixed
WP percentile p,, with extremely high value (e.g., p, =
90), the performance tends to increase when the AP per-
centile p, falls. Since LINe considers the number of ac-
tivated features for detecting OOD samples, pruning most
of the activations or weights has negatively impacted the
performance. A lower pruning percentile is better to lever-
age differences in the number of activated features between
ID and OOD samples. But to restrict the negative effect of
noisy signals, we need some portions that can remove the
noisy signals. As aresult, the model performs the best when
the pruning percentile is p,, = 10 and p, = 10 on ImageNet.

4.3.4 Effect of Changing Pruning Percentile on CIFAR
Benchmarks

In Table 6 and Table 7, we show effect of changing pruning
percentile (p,, and p,) on CIFAR Benchmarks. Both ta-
bles show similar tendencies. For all AP percentile p,, the
performance tends to increase when the WP percentile p,,
increases. In Table 6, highest performance appeared at p,,
=90 and p, = 90. On the other hand in Table 7, the highest
performance appeared at p,, = 90 and p, = 10. This result
may seem to conflict with the result in Table 5, our obser-
vation in Table 8 can explain the cause of the difference.



Table 6. Effect of changing pruning percentile (p) in CIFAR-
10. Ablation on the different pruning percentile (p, and p,,) of
pruning. All values are percentages and averaged over multiple
OOD test datasets. p, denotes pruning percentile for AP, p,, indi-
cates pruning percentile for WP.

Pa =90 P =70 Pa =50 pe =30 pe =10

FPR95 | FPRY5] FPRY95| FPRY95| FPRY5|

Pw =90 14.72 15.00 15.00 15.00 14.99

Puw =70 14.80 15.12 15.12 15.12 15.10
Ppw =50 14.80 15.12 15.11 15.11 15.10
Pw =30 14.80 15.12 15.11 15.12 15.10
pw =10 14.80 15.13 15.13 15.12 15.73

Table 7. Effect of changing pruning percentile (p) in CIFAR-
100. Ablation on the different pruning percentile (p, and p.,) of
pruning. All values are percentages and averaged over multiple
OOD test datasets. p, denotes pruning percentile for AP, p,, indi-
cates pruning percentile for WP.

Pa =90 P =70 Pa =50 pe =30 pe =10

FPR95 | FPRY5] FPRY95| FPRY95| FPRY5|

Puw =90 38.75 37.81 37.81 37.75 35.67
Pw =170 38.37 39.30 40.07 39.75 40.81
Pw =50 38.37 39.19 40.54 40.27 42.14
Pw =30 38.37 39.19 40.65 40.21 39.32
pw =10 38.40 39.31 40.76 4091 38.17

Table 8. Percentage of class-specific neuron overlap in multiple
classes. Difference between the percentage of class-specific neu-
ron overlap in multiple classes on three data sets. For each dataset,
we calculated the proportion of very important (top 10%) neurons
in more than 0% of the class. All values are percentages.

Overlap CIFAR-10 CIFAR-100 ImageNet

0=20 24.56 26.90 1.70
0=30 23.39 0.58 0.15

4.3.5 Discussion

In Table 8, we compared the percentage of class-specific
neuron overlap in multiple classes on three data sets. For
each dataset, we calculated the proportion of very impor-
tant (top 10%) neurons in more than 0% of the class. These
neurons activate in various classes which have semantically
different features. Therefore, the higher proportion of these
neurons can be seen as an overparameterized model with
more numbers of generally activated neurons. These over-
parameterized models make OOD detection difficult by cre-
ating noisy signals, which can be reduced by leveraging
AP and WP. To get optimal results from overparameter-
ized models, we can lessen the effect of overparameterized
weights with high WP percentile. Also, the effectiveness of
considering the number of activated class-specific neurons
can be maximized in the low AP percentile as a tendency

shown in Table 7. But for a much more overparameterized
model, which is shown in Table 6, we need to set high prun-
ing percentile on both p,, and p,.

The degree of an overparameterized model can be un-
derstood from Section 4.1. We used the same pre-trained
model architecture for evaluating CIFAR-10 and CIFAR-
100. Of the two models with the same structure, we can
intuitively understand that a model trained using a rela-
tively small dataset is more likely to be overparameterized,
which can also be observed in Table 8. The proportion of
very important (top 10%) neurons in more than 30% of the
class(i.e., o = 30) on CIFAR-10 is the largest compared to
other datasets. This observation shows that our pre-trained
model used to evaluate CIFAR-10 is more overparameter-
ized than other models we used.

5. Conclusion

In this paper, we propose a powerful OOD Detection
method called LINe. LINe adopts a neural-concept asso-
ciation, which only uses important activations and weights
selectively by measuring class-wise contribution from the
Shapley value. Through LINe, we can effectively reduce
the influence of the noise signal and make a difference in
the overall OOD score between ID and OOD sample dis-
tribution. We conducted extensive experiments to demon-
strate that LINe is superior to state-of-the-art OOD de-
tection methods and effective on multiple datasets. From
several theoretical studies and insights, we show how our
method improves the performance of OOD detection. Our
method is effective but has some limitations. It is funda-
mentally a trade-off relationship that pruning neurons to re-
duce the noisy output and considers the number of class-
specific feature activations. Users have to examine the
trade-off considering the degree of overparameterization of
the model. We hope that as our study proposes an effec-
tive way to view OOD detection from a feature presentation
perspective, attempts to understand the behavior of neural
networks will be applied to multiple domains to discover
other effective methods.
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Supplementary Material for LINe:
Out-of-Distribution Detection by Leveraging Important Neurons

A. Detailed CIFAR Benchmark Results

Table 9 and Table 10 are detailed results of CIFAR-10 and CIFAR-100 benchmark experiments (detailed results for Table
1 in the main text). For both tables, all the results except DICE + ReAct and LINe are taken from Sun et al. [46]. We choose
hyperparameters for DICE + ReAct as sparsity p = 90 and ReAct threshold = 1.0, as in [45,46].

B. LINe on Other Models

In this section, we show LINe also works well with other models. In the main text, we show LINe with pre-trained
DenseNet [17] and ResNet-50 [15] on CIFAR and ImageNet datasets, respectively. In this section, we show LINe can be
used for MobileNetV2 [43], which is pre-trained on the ImageNet- 1k dataset from PyTorch. Experiment settings are the same
in Section 4.2. We choose hyperparameters for LINe as pruning percentile p,, = p, = 10 and clipping threshold § = 0.6.
As shown in Table 11, our method implemented on MobileNetV?2 outperformed all the other methods.

C. LINe with Other Shapley-value Approximation

We use the Taylor approximation in the main text to compute the Shapley value. To see the difference of changing
approximation to compute the Shapley value, we use IntGrad approximation, which is also introduced in [21]. For input
x! € D, where ! denotes the sample of class [ from dataset D, a contribution(i.e., Shapley value) of i-th neuron a; in class

l, sé is calculated as
1 l.
ool [ Oeloaiz) )
K3 K3 a l
a=0 a,;

K3
Contribution matrix Cy,,; can be defined with contribution calculated by Equation 9. With this contribution matrix Cl,;, we
can apply LINe. Table 12 show the result of LINe with Taylor and IntGrad approximation. The results of both methods are
the same. Calculated contributions from both methods are different, but the order of top-k neurons is still the same. However,
the precomputing time of IntGrad is almost 11 times larger than the Taylor approximation, so it is better to choose Taylor as
an approximation method.

D. Additional Theoretical Analysis

The outstanding performance of LINe is grounded on three different groups of papers in the related work section (Sec
2.1-2.3). In Network Dissection [4] and HINT [53], neurons in the deep layer (e.g., penultimate layer) represent a specific
concept (e.g., window, mammal). Also, in Khazar et al. [21], neurons with high Shapely values have critical fragments of the
encoded input information. We draw an insight from the above studies that a group of neurons in the penultimate layer with
high Shapley values for a specific class has essential concepts for classifying that class. We call this group of neurons class-
specific neurons. Therefore, we can select important class-specific neurons and mask less important neurons by ranking the
contribution of neurons. The pruning parts in LINe (i.e., AP and WP) improve the performance by masking less important
neurons which trigger noisy outputs. Since class-specific neurons are activated only for essential concepts for each class,
OOD samples with different visual features (i.e., concept) cannot activate most of the class-specific neurons. This simple
idea motivates AC by limiting the size of activation, which makes AC treat class-specific features equally and improves OOD
detection performance.
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Table 9. Comparison on CIFAR-10 benchmark. Table shows comparison with competitive post-hoc OOD detection methods on CIFAR-
10 benchmark. All values in this table are percentages. The average over six OOD test datasets is also reported.

OOD Datasets

Method SVAN Textures iSUN LSUN LSUN-Crop Places365 Average
FPR95 AUROC FPR95 AUROC FPR95 AUROC FPR9S AUROC FPR9S AUROC FPR95 AUROC FPR95 AUROC
MSP [10] 4724 9348 6415  88.15 4231 9452 4210 9451 3357 9554  63.02 8857 4873  92.46
ODIN [30] 2529 9457 5750 8238 398 9890  3.00  99.02 470 9886 5285 8855 2457 9371
Mahalanobis [28] 642 9831 2151 9215 978 9725 9.4  97.09 5655 8696  85.14  63.15 3142  89.15
Energy [32] 4061 9399 5612 8643 1007 9807 928 9812 381 9915 3940 9164 2655 9457
ReAct [45] 4164 9387 4358 9247 1272 9772 1146  97.87 596  98.84 4331 9103 2645  94.67
DICE [46] 2599 9590 4190 8818 436 9914 391 9920 026 9992 4859  89.13  20.83 9524
DICE + ReAct [46] 1249  97.61 2583 9456 527  99.02 395  99.14 043 9989 5094  89.63 1648  96.64
LINe (Ours) 1138 9775 2344 9512 490  99.01 419  99.09  0.61 9983 4378  9L12 1472  96.99

Table 10. Comparison on CIFAR-100 benchmark. Table shows comparison with competitive post-hoc OOD detection methods on
CIFAR-100 benchmark. All values in this table are percentages. The average over six OOD test datasets is also reported.

OOD Datasets Average
Method SVHN Textures iSUN LSUN LSUN-Crop Places365
FPR95 AUROC FPR95 AUROC FPR95 AUROC FPR95 AUROC FPR95 AUROC FPR95 AUROC FPR95 AUROC

MSP [16] 81.70 75.40 84.79 71.48 85.99 70.17 85.24 69.18 60.49 85.60 82.55 74.31 80.13 74.36
ODIN [30] 41.35 92.65 82.34 71.48 67.05 83.84 65.22 84.22 10.54 97.93 82.32 76.84 58.14 84.49
Mahalanobis [28] 22.44 95.67 62.39 79.39 31.38 93.21 23.07 94.20 68.90 86.30 92.66 61.39 55.37 82.73
Energy [32] 87.46 81.85 84.15 71.03 74.54 78.95 70.65 80.14 14.72 97.43 79.20 77.72 68.45 81.19
ReAct [45] 83.81 81.41 77.78 78.95 65.27 86.55 60.08 87.88 25.55 94.92 82.65 74.04 62.27 84.47
DICE [46] 54.65 88.84 65.04 76.42 48.72 90.08 49.40 91.04 0.93 99.74 79.58 77.26 49.72 87.23
DICE + ReAct [46]  55.52 88.02 41.54 86.26 44.32 91.44 54.44 89.84 7.56 98.61 94.05 56.26 49.57 85.07
LINe (Ours) 31.10 91.90 39.29 87.84 24.07 94.85 25.32 94.63 5.72 98.87 88.50 63.93 35.67 88.67

Table 11. LINe with MobileNetV2 on ImageNet benchmark. Results compared with competitive post-hoc OOD detection methods on
ImageNet benchmark are reported. All values in this table are percentages and averaged over four OOD test datasets. | indicates smaller
value means higher performance and 7 indicates vice versa.

OOD Datasets Average
Method iNaturalist SUN Places Textures
FPR95 ] AUROC?T FPR95] AUROC?T FPR95| AUROCT FPR95] AUROCT FPR95] AUROC 1t

MSP [16] 64.29 85.32 77.02 77.10 79.23 76.27 73.51 77.30 73.51 79.00
ODIN [30] 55.39 87.62 54.07 85.88 57.36 84.71 49.96 85.03 54.20 85.81
Mabhalanobis [28] 62.11 81.00 47.82 86.33 52.09 83.63 92.38 33.06 63.60 71.01
Energy score [32] 59.50 88.91 62.65 84.50 69.37 81.19 58.05 85.03 62.39 84.91
ReAct [45] 42.40 91.53 47.69 88.16 51.56 86.64 38.42 91.53 45.02 89.47
DICE [46] 43.09 90.83 38.69 90.46 53.11 85.81 32.80 91.30 41.92 89.60
DICE + ReAct [46] 32.30 93.57 31.22 92.86 46.78 88.02 16.28 96.25 31.64 92.68
LINe (Ours) 24.95 95.53 33.19 92.94 47.95 88.98 12.30 97.05 29.60 93.62

Table 12. Comparison on different approximation methods. Results with different Shapley value approximation are reported on
CIFAR-10, CIFAR-100, ImageNet benchmarks. All values in this table are percentages and averaged. | indicates smaller value means
better performance and 7 indicates vice versa.

Method CIFAR-10 CIFAR-100 ImageNet
FPR95| AUROCT | FPR95 | AUROCT | FPR95| AUROC 1

Taylor 14.71 96.99 35.67 88.67 20.70 95.03

IntGrad 14.71 96.99 35.67 88.67 20.70 95.03
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