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Abstract

Large language models (LLMs) are being001
tasked with increasingly open-ended, delicate,002
and subjective tasks. In particular, retrieval-003
augmented models can now answer contentious004
or subjective questions (e.g., “is aspartame005
linked to cancer”) and in doing so, conditioning006
on arbitrary websites that vary wildly in style,007
format, and veracity. Importantly, information008
from these websites will often conflict with one009
another. Humans are faced with similar con-010
flicts, and in order to come to an answer they011
critically evaluate the arguments, trustworthi-012
ness, and credibility of a source. In this work,013
we study what types of evidence current LLMs014
find convincing, and if they make judgements015
that align with human preferences. Specifically,016
we construct CONFLICTINGQA, a benchmark017
that pairs controversial questions with a series018
of evidence documents that contain different019
facts (e.g., quantitative results), argument styles020
(e.g., appeals to authority), and answers (Yes021
or No). Using this benchmark, we perform022
sensitivity analyses and counterfactual experi-023
ments to explore how in-the-wild differences024
in text affect model judgements. We find that025
models overkey off the relevance of a website026
to the user’s search query. On the other hand,027
the stylistic features tested tended to have little028
influence on model predictions.029

1 Introduction030

LLMs are becoming widely deployed in settings031

that require understanding context—from retrieval-032

augmented systems to LLM agents, models can033

now leverage input sources that range from para-034

graphs (Karpukhin et al., 2020; Mehdi, 2023) to035

Python interpreter outputs (Gao et al., 2023). As036

these contextual systems become more capable,037

users will pose tasks that are increasingly open-038

ended such as “tell me if aspartame causes cancer”.039

Many real-world contexts are noisy, contradictory,040

and complex. For example, texts provided by a041

system such as Google Search will contain docu- 042

ments with misinformation, unintentional mistakes, 043

AI-generated content, and irrelevant facts (Bush 044

and Zaheer, 2019). 045

Humans have techniques to sift through large 046

quantities of complex, contradictory evidence by 047

answering the question of which, if any, of this ev- 048

idence did I find convincing? To do so, humans 049

combine multiple strategies, for example, by (1) 050

fact checking and evaluating a source’s credibil- 051

ity (Fogg et al., 2003), (2) harnessing their prior 052

knowledge and beliefs (Kakol et al., 2017), and (3) 053

critically evaluating the logic and information of a 054

source (Metzger et al., 2010). 055

In this work, we explore how LLMs resolve am- 056

biguity when faced with the same kind of complex- 057

ity and open-endedness found in the real world. To 058

study this, we create CONFLICTINGQA, a dataset 059

consisting of controversial questions with real web- 060

sites that have conflicting answers (Figure 1). We 061

evaluate the convincingness of websites based on 062

how evidence-conflicts arise in practice: a con- 063

vincing website, when being presented alongside 064

websites with conflicting stances, should result in 065

predictions that align with the stance of that web- 066

site. Specifically, we measure its win-rate: the rate 067

at which predictions align with its stance. 068

Using this framework, we first conduct sensitiv- 069

ity analyses to find in-the-wild features of text that 070

correlate with convincingness. We further run coun- 071

terfactual experiments by adding specific features 072

to websites and measuring the resulting changes 073

in win-rate. We consider a mix of features that de- 074

scribe stylistic properties of a website and ones that 075

measure the relevance of a website to the user’s 076

search query. Many of these were inspired by re- 077

sults from studies of human credibility; for exam- 078

ple, we consider whether adding scientific refer- 079

ences makes text more convincing. 080

Overall, we find that stylistic features play a con- 081

siderably less impactful role in determining the 082
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Question: is aspartame linked to cancer?

Evidence #1 for the answer “Yes” Evidence #1 for the answer “No”

Artificial sweeteners linked with a 13% higher risk of cancer
New research finds that a higher intake of artificial 
sweeteners is linked to an increased risk of cancer. 
Nearly half of United States adults consume artificial 
sweeteners. Human-population studies have found artificial 
sweeteners to be safe, but results from in vitro studies and 
studies on animals pose some concerns. [...]
 
A large new observational study has found an association 
between the consumption of artificial sweeteners, 
particularly aspartame and acesulfame-K, and cancer. The 
study found a 13% higher risk of cancer in general, with the 
highest likelihood of developing breast cancer and cancers 
related to obesity, for people consuming large quantities of 
artificial sweeteners.
[....] the U.S. Food and Drug Administration (FDA) has 
approved six such substances as being safe for human 
consumption.
Dr. Philip Landrigan was not involved in the study. He is [....] 
Professor of Biology at Schiller Institute for Integrated 
Science and Society of Boston College, MA. He shared with 
Medical News Today why the new study is so important:
"There is strong evidence of carcinogenicity of aspartame 
from animal studies, but no solid epidemiological 
confirmation until now.

Aspartame [...] will be listed in July as "possibly carcinogenic 
to humans" for the first time by the International Agency for 
Research on Cancer (IARC)
The IARC's decisions have faced criticism for sparking 
needless alarm [....]
 "IARC is not a food safety body and their review of 
aspartame is not scientifically comprehensive and is based 
heavily on widely discredited research," Frances Hunt-Wood, 
secretary general of the International Sweeteners 
Association (ISA), said.
 The body [...] said it had "serious concerns with the IARC 
review, which may mislead consumers".
 

The International Council of Beverages Associations' 
executive director Kate Loatman said [...] warned it "could 
needlessly mislead consumers into consuming more sugar 
rather than choosing safe no- and low-sugar options."
[...] Last year, an observational study in France among 
100,000 adults showed that people who consumed larger 
amounts of artificial sweeteners–including aspartame–had a 
slightly higher cancer risk. [...]
 However, the first study could not prove that aspartame 
caused the increased cancer risk [...]
 Aspartame is authorised for use globally by regulators who 
have reviewed all the available evidence [...]

URL:https://www.medicalnewstoday.com/articles/
artificial-sweeteners-linked-with-a-13-higher-
risk-of-cancer 

URL:https://www.reuters.com/business/healthcar
e-pharmaceuticals/whos-cancer-research-agency-
say-aspartame-sweetener-possible-carcinogen-so
urces-2023-06-29/

Figure 1: In CONFLICTINGQA, we create contentious questions such as “is aspartame linked to cancer”. We
also retrieve evidence paragraphs for each question that contain different types of facts (e.g., quantitative results),
argument styles (e.g., appeals to authority), and answers (Yes or No). For example, in the figure above we show two
evidence paragraphs with their key arguments highlighted. Using CONFLICTINGQA, we study why LLMs trust
certain types of evidence paragraphs and argument styles over others.

convincingness of text than measures of relevance.083

Notably, we show that a simple perturbation target-084

ing a website’s relevance—prefixing the page with085

“The following text is about the question: [ques-086

tion]”—is enough to significantly improves its win-087

rate. On the other hand, stylistic features like the088

informational content tend to only have a neutral to089

negative effect. These results show that large lan-090

guage model perceptions of convincingness, when091

grounded in real-world QA tasks, do not match that092

of humans. We release our code at URL.093

2 Background and Motivations094

Standard LLMs can be used to solve tasks that do095

not require context, e.g., writing basic Python code096

or answering simple trivia questions (Brown et al.,097

2020; Raffel et al., 2020; Touvron et al., 2023a).098

To give these models more knowledge, agency, and099

capabilities, recent efforts have augmented LLMs100

with retrieval (Guu et al., 2020; Karpukhin et al.,101

2020), domain-specific tools (Schick et al., 2023;102

Gao et al., 2023; Mialon et al., 2023), or even 103

generic web access (Nakano et al., 2021; Adept, 104

2022; Richards, 2023). These enhancements allow 105

LLMs to answer more challenging open-domain 106

questions (e.g., “is aspartame linked to cancer?”) 107

or accomplish open-ended tasks (e.g., “buy me a 108

size 9 pair of blue running shoes”). 109

Handling conflicting evidence. A key question is 110

how retrieval-augmented LLMs handle scenarios 111

where their context is conflicting, ambiguous, or 112

uncertain. There has been a large body of work that 113

studies how humans handle such conflicting evi- 114

dence using HCI studies (Fogg et al., 2003; Kakol 115

et al., 2013; Flanagin and Metzger, 2000; Metzger 116

et al., 2010; Kakol et al., 2017) or by trying to 117

predict human argument preferences (Gleize et al., 118

2019; Toledo et al., 2019; Gretz et al., 2019), but 119

little work has been done on evaluating how AI 120

models handle such conflicts. 121

The existing work in AI has focused on conflicts 122

between facts learned during pre-training and the 123
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Figure 2: Models over-rely on document relevance. We study how the convincingness of a particular evidence
paragraph (measured through win-rate) changes when we modify it. We compare the effect of these changes to a
baseline perturbation where we append “Thanks for reading!” to the end (indicated by the dotted line). We find
that many stylistic changes—inspired by factors that influence humans—have a neutral or even negative effect on
models. On the other hand, perturbations that increase the texts relevance but minimally change its style have a
substantial positive effect on models. Descriptions for each perturbation can be found in Appendix E.

evidence given during inference, finding that mod-124

els are largely receptive to retrieved samples (Long-125

pre et al., 2021; Xie et al., 2023; Chen et al., 2022).126

However, these works focus on restricted settings127

such as QA over Wikipedia, where there are rela-128

tively uncontroversial factoid questions that have129

trusted evidence paragraphs. Moreover, they do not130

focus on what types of evidence models prefer. Our131

goal is to design a more realistic question answer-132

ing benchmark to better analyze features about the133

evidence itself.134

3 The CONFLICTINGQA Dataset135

Here, we describe the construction of CONFLICT-136

INGQA, our dataset that evaluates what types of137

evidence are convincing for LLMs. We design138

CONFLICTINGQA to emulate the common setup139

for deploying retrieval-augmented LLMs: we re-140

trieve the most relevant documents for a particular141

user query and place them in the LLM’s context142

window (Chen et al., 2017; Shi et al., 2023; Ram143

et al., 2023). To build our dataset, we tackle three144

challenges: collecting contentious questions, iden-145

tifying relevant and diverse evidence paragraphs,146

and grouping evidence paragraphs together to cre-147

ate conflicting examples.148

Collecting contentious questions. We first create149

a series of realistic open-ended questions for which150

there exists conflicting evidence online. Critically, 151

unlike past work on ambiguity in QA (Min et al., 152

2020; Zhang and Choi, 2021; Sun et al., 2023), 153

we want to collect unambiguous questions that still 154

have answer conflicts. For example, in Figure 1, we 155

show a question “are artificial sweeteners linked to 156

cancer?”, which is a widely-debated query in which 157

there exist websites that support both answers. We 158

design the questions to elicit binaries responses of 159

Yes or No to simplify evaluation. 160

We create questions using GPT-4. To ensure 161

that the model generates a diverse set of questions 162

we take inspiration from previous work in syn- 163

thetic dataset generation (Gunasekar et al., 2023; 164

Eldan and Li, 2023) and stratify the generations by 165

topic: we first generate question categories (e.g., 166

climate change, robotics, oncology) then generate 167

sets of questions conditioned on each category (full 168

prompt provided in Table 6 in Appendix A). We 169

qualitatively find that the questions are diverse and 170

challenging; we show ten examples of them in Ta- 171

ble 1. We additionally manually remove duplicate 172

questions in the dataset. 173

Collecting evidence paragraphs. Given these 174

questions, we want to find evidence paragraphs that 175

support both the answers of Yes and No. We also 176

want these paragraphs to (1) contain a diverse range 177

of argument styles, factual information, etc., and 178
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Category Example Question Num Evidence Docs

Pharmacology Are antidepressants more effective than placebo? 10

Online Learning Are online degrees valued less by employers? 10

Biodiversity Are bees the most important pollinators? 10

Web Design Does longer website content rank better on Google? 13

Sustainability Are electric cars really green? 9

Philosophy Are humans fundamentally good or evil? 7

Nuclear Energy Can nuclear power solve climate change? 7

Work-Life Balance Is unlimited vacation time beneficial for employees? 10

Somnology Do older people need less sleep? 8

Biomechanics Do compression garments improve athletic performance? 13

Table 1: In CONFLICTINGQA, we create controversial questions for 136 different categories (see Table 5 for the
complete list). Above, we show an example question for ten different categories, as well as the number of evidence
paragraphs for each one. The evidence paragraphs contain a mix of Yes and No answers.

(2) be realistic inputs to an LLM. To handle this, we179

emulate running an real-world retrieval-augmented180

LLM system that uses the Google Search API as181

its retrieval engine. Concretely, we take the user’s182

query, reformulate it, and take the top-k results183

from Google search for the answer Yes and the184

top-k for the answer No.185

We first turn each question into affirmative186

and negative statements, e.g., the question “is as-187

paratame safe?” is converted to “asparatame is188

safe” and “asparatame is harmful” using GPT-4.189

We also put double quotes (to indicate to Google190

Search that we have exact-match keywords) around191

any tokens that do not change after rephrasing the192

question into either statements (e.g., “aspartame”).193

For both the affirmative and negative statements,194

we search the queries using the Google Search API195

and retrieve top-k documents.1 As is common in196

many retrieval-augmented models (Nakano et al.,197

2021), we do not consider any visual features of198

the web page. Instead, we extract the raw text from199

each document using jusText.2 Additionally, we do200

not explicitly include metadata like source URL,201

publication date, or page headings.202

When searching queries such as “aspartame is203

safe”, we still retrieve documents that argue that204

aspartame is unsafe. To label the documents actual205

stance, we use an ensemble of claude-instant-v1206

1We set k = 20 because qualitatively the relevancy of the
results dropped off significantly after this point.

2Package available at https://github.com/miso-belica/
jusText. Although humans use visual features when consider-
ing the credibility and trustworthiness of a source (Kakol et al.,
2017; Fogg et al., 2003), we do not consider these features as
most state-of-the-art LLMs do not use visual inputs.

and GPT-4-1106-preview and keep only the sam- 207

ples where the two models agree (see Table 7 in 208

Appendix A for the prompts).3 Furthermore, we 209

allow the LLM to say that a document is irrelevant 210

to the query; if so, we also filter it from the input. 211

Finally, we want to isolate paragraphs from 212

these larger documents to feed into the LLMs (as is 213

common in RAG systems). To do this, we extract 214

the most relevant 512 token window of text inside 215

the document. We run the TAS-B model (Hofstät- 216

ter et al., 2021) across windows of 512 tokens with 217

a 256 token stride, compute the dot product be- 218

tween the model’s embedding of that window and 219

the model’s embedding of the question, and take 220

the highest scoring window. We filter out any doc- 221

uments whose highest-scoring window has a dot 222

product below 95. 223

Creating conflicting examples. The end result 224

of our data collection process is (1) a set of contro- 225

versial questions that (2) have evidence paragraphs 226

which contradict one another. This data can be used 227

in a variety of ways to “stress test” RAG systems 228

in order to understand how they behave under con- 229

flicting scenarios. One example of this is shown in 230

Figure 1, and the subsequent section will explore 231

numerous possible uses of CONFLICTINGQA. Ta- 232

ble 2 and Table 3 present basic statistics for our 233

final data, accounting for specific filtering done for 234

LLaMA-2 Chat. 235

3After identifying the stance, we also feed the paragraphs
into the downstream LLM that we are testing and make sure
that its answer aligns with the paragraphs predicted stances.
This further filters and balances the data, accounting for mis-
takes in the downstream model. See Appendix B for details.
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Number of questions 238
Number of question categories 144

Number of retrieved paragraphs 2,208
Average paragraph length (words) 365.01

Number of paragraphs with ≥ 5 comparisons 912
Average number of comparisons per paragraph 6.54

Table 2: Basic statistics for CONFLICTINGQA when evaluat-
ing LLaMA-2 Chat. We start by collecting a set of controver-
sial questions for different categories (top). For each question,
we retrieve a series of paragraphs from a variety of domains
(middle). To determine the convincingness of a paragraph,
we compare it against at least five different paragraphs that
have the opposite stance/viewpoint (bottom).

Domain Count

.com 527

.org 175

.gov 59

.edu 57

.net 12

# unique 39

Table 3: The top five most common top-level do-
mains found in CONFLICTINGQA for evaluating
LLaMA-2 Chat. The dataset consists of a diverse
range of sources, including organizations (.org),
schools (.edu), and governments (.gov).

4 Experimental Results236

In this section, we use CONFLICTINGQA to evalu-237

ate what types of evidence models find convincing.238

4.1 Convincingness as Paragraph Win Rate239

We mainly focus on using CONFLICTINGQA in a240

setup where we ask an LLM a question while pro-241

viding two conflicting evidence paragraphs (one242

that supports Yes and one that supports No). Then,243

we measure which paragraph the model’s answer244

aligns with. By repeating this for all pairs of para-245

graphs, we can define the convincingness of a par-246

ticular paragraph as its win-rate, i.e., what percent247

of the time a model picks the answer in that para-248

graph over the other paragraphs.249

Concretely, let Pq,s be the set of top-k para-250

graphs corresponding to a controversial question251

q with stance s ∈ {yes, no}. We take an LLM252

f (e.g., LLaMA-2 Chat) and ask it for a binary253

prediction for the question q, based on two para-254

graphs selected from the larger set, pyes ∈ Pq,yes255

and pno ∈ Pq,yes. The model makes a prediction:256

f(pyes, pno, q) ∈ {yes, no}.257

For each paragraph, we define its win-rate as258

the empirical probability of the model’s prediction259

aligning with its stance when paired with a set of260

conflicting paragraphs, i.e.,261

WR(pyes, q) = Ep∼Pq,no [1[f(pyes, p, q) = yes]]262

Finally, as the ordering of the retrieved evidence is263

known to bias model predictions (Xie et al., 2023),264

we calculate win-rate based on both orderings of265

the retrieved paragraphs. We additionally filter266

our dataset to ensure that each win-rate calculation267

consists of comparisons with at least five unique268

paragraphs.269

Models Cannot Predict Convincingness We de- 270

signed the above experimental setting to emulate 271

how production RAG models work. However, we 272

could have instead just directly asked the LLM, “do 273

you find paragraph X to be persuasive?”. This is 274

how humans are typically asked to judge the con- 275

vincingness of a piece of evidence (Kakol et al., 276

2017; Jo et al., 2019; Kakol et al., 2013). How- 277

ever, we find that LLMs are largely incapable of 278

expressing the convincingness of a paragraph in 279

words, e.g., there is little correlation in which para- 280

graphs are marked as convincing in the two settings 281

(Figure 3).4 We thus focus on the more practically- 282

grounded setting going forward. 283

4.2 Implementation Details 284

We evaluate a mix of open-source (LLaMA-2 Chat 285

(Touvron et al., 2023b), Vicuna v1.5 (Chiang et al., 286

2023), and WizardLM v1.2 (Xu et al., 2023)) and 287

closed source (GPT-4, Anthropic Claude v1 In- 288

stant) models. Importantly, we specify “Use only 289

the information in the above text to answer the 290

question” as we are looking to see how models 291

judge stylistic differences in evidence, rather than 292

their prior stances on the question. 293

We extract binary Yes/No predictions from the 294

model for each question. For open-source models, 295

we compare the log-probabilities of the next-token. 296

For the closed-source models, we prompt them to 297

output only Yes or No. See Table 8 for the prompt 298

used for question answering. 299

4.3 What Correlates With Convincingness? 300

After collecting the win rates for each paragraph, 301

we look to explain why models pick some para- 302

4Our methodology for this setting is described in more
detail in Appendix D.
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Figure 3: Humans can read a paragraph in isolation and
evaluate how convincing it is. For LLMs, when they
are given a paragraph in isolation, they are unable to
express its convincingness in words. Concretely, we plot
the win rate of paragraphs versus what a model outputs
when it is asked to judge the convincingness on a 1–5
Likert scale. The error bars show a 95% CI.

graphs over others. We first compute several auto-303

matic metrics and correlate them with the win-rate:304

• Readability: We use the Flesch-Kincaid read-305

ability test (Kincaid et al., 1975). This metric306

considers readability as a function of the aver-307

age number of words per sentence and average308

number of syllables per word.309

• Number of unique tokens: We measure the num-310

ber of unique lemmas in the text.5311

• Binary sentiment: We measure the probabil-312

ity of positive sentiment using the FLAN-large313

model (Wei et al., 2022).314

• Perplexity: We measure this using the GPT-2315

medium model (Radford et al., 2019).316

• n-gram overlap: We measure the maximum317

length n-gram that is common to the question318

and paragraph.319

• Question embedding similarity: We use TAS-B320

to measure the relevance of the question to the321

paragraph (as described in Section 3).322

Results Stylistic features are poor predictors of323

paragraph convincingness. Figure 4 shows the re-324

sults for the LLaMA-2 Chat model and Figures 5–325

8 shows the results for other models. For exam-326

ple, across all models the Flesch-Kincaid score327

and number of unique tokens does not correlate328

with convincingness. Similarly, paragraphs with a329

5We use the WordNetLemmatizer from the nltk library.

more positive sentiment and lower perplexity tend 330

to have some small impact on convincingness, with 331

varying strengths from model to model. 332

On the other hand, question-paragraph embed- 333

ding similarity correlates strongly with win-rate 334

across all models except for GPT-4. Similarly, a 335

positive (but weaker) correlational exists between 336

n-gram overlap and win-rate. 337

4.4 Counterfactual Analysis 338

Rather than a correlational study, we also test how 339

win-rates change in a counterfactual setting where 340

we directly edit paragraphs using an LLM. We 341

make perturbations using claude-v1-instant, exam- 342

ples of which are shown in Figure 9. 343

Stylistic changes We first consider changes in- 344

spired by factors that humans find important for 345

the credibility of a text. For example, adding more 346

information, adding scientific references, or mak- 347

ing the text sound more objective. Some changes 348

are intended to retain as much information as pos- 349

sible from the original website (e.g., Add Science 350

Reference, Add More Info). Others involve signifi- 351

cantly changing the entire paragraph (e.g., Rewrite 352

Objective, Rewrite Tech. Language). All of the 353

perturbations are described further in Appendix E. 354

Relevancy changes Based on the results in Sec- 355

tion 4.3, we also consider several changes that 356

make the text more relevant to the question. This 357

includes rewriting the text (Rewrite Relevance), 358

adding keywords (Keyword Stuffing), and prefix- 359

ing the paragraph with “The following text is about 360

the question: [question].” (Question Prefix). Fi- 361

nally, we consider a perturbation inspired by the 362

“AddSent” perturbation in (Jia and Liang, 2017) 363

where we use claude-v1-instant to add a single sen- 364

tence to make stance of a text obvious (Add Single 365

Sentence). The goal with each of these perturba- 366

tions is to increase the relevance of a text to the 367

user’s search query while minimally changing the 368

style. 369

We also compare these perturbations against a 370

“control” perturbation where text is suffixed with 371

“Thanks for reading!” This perturbation minimally 372

influences both style and relevance. For simplicity 373

we only perturb the paragraphs with the Yes stance. 374

Counterfactual results The results for the coun- 375

terfactual experiments are shown in Figure 2: com- 376

pared to the effect of the control perturbation, stylis- 377

tic features tend to have a neutral to negative ef- 378

fect while relevancy-based features significantly 379
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(f) Question-Para Embedding Sim.

Figure 4: Why do models prefer certain paragraphs over others? We test correlations between different features and
paragraph win-rates. Here, we show LLaMA-2 Chat 13B (see all other models in Appendix C), where the model
tends to prefer samples with low-perplexity (d). In addition, paragraphs with high relevancy scores—particularly
high question-paragraph embedding similarity are also highly convincing (f). See Figure 2 for additional analysis.
The error bars show the 95% CI (n = 242).

improve win-rate. Note that many of these pertur-380

bations change a smaller amount of tokens than381

stylistic features—leaving the content of the web-382

site largely unchanged (e.g., Add Single Sentence,383

Question Prefix)—but are still able to improve the384

convincingness of websites.385

Overall, we find that, as compared to typical386

finding from human experiments (Fogg et al., 2003;387

Kakol et al., 2013; Metzger et al., 2010), LLMs tend388

to overindex on relevancy. They consider features389

such as the informational content or style of argu-390

mentation to be largely unimportant for deciding on391

an answer to a question. Instead, making simplis-392

tic changes like increasing the amount of n-gram393

overlap between the question and the paragraph394

can substantially improve its convincingness.395

5 Discussion & Related Work396

How should systems handle ambiguity? One397

reasonable suggestion is that agents should not398

make their own autonomous decisions when faced399

with ambiguous or conflicting evidence. For ex-400

ample, they may summarize both sides of the as-401

partame argument, or they may ask the user to402

clarify their preferences. There is naturally a trade-403

off between autonomy and clarity. Past work has404

explored one side of this trade-off, for example 405

by abstaining from answering in cases of ambigu- 406

ity (Chen et al., 2022), by trying to provide multiple 407

perspectives on the answer (Min et al., 2020), or by 408

asking clarification questions (Rao and Daumé III, 409

2018; Zamani et al., 2020). Our work explores the 410

other side of the trade-off: we analyze the behav- 411

ior of models when they are expected to resolve 412

ambiguity with more autonomy. 413

Additionally, our dataset serves as a benchmark 414

for exploring these questions as it reflects real- 415

world ambiguities in question-answering. For ex- 416

ample, in Table 4) to best answer “Are Coral snakes 417

found in Africa?”, additional clarification questions 418

would be needed from the user. 419

Optimizing misinformation and SEO. In prin- 420

ciple, our insights could also be used to optimize 421

paragraphs to increase the chance that a QA model 422

is convinced by it. We target perturbations that are 423

similar to in-the-wild differences in website content 424

(e.g., scientific references, informational content, 425

etc.) but past work has more directly created ad- 426

versarial examples (Du et al., 2022; Abdelnabi and 427

Fritz, 2023; Pan et al., 2023; Aggarwal et al., 2023). 428

Our counterfactual perturbations could also be used 429

in a search engine optimization (SEO) fashion to 430
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Question Affirmative Negative

Are Coral snakes found in Africa? Old-world coral snakes are found
in Africa, the Middle East, India,
and parts of Southeast Asia. New
World coral snakes can be found in
North America, Central America,
and South America.

Coral snakes are found in scattered
localities in the southern coastal
plains from North Carolina to
Louisiana, including all of Florida.

Are Florida Panthers on the brink of extinction? As Florida’s panther numbers
plummeted, the state’s human pop-
ulation nearly doubled over the
past 30 years. Recent development
patterns pose threats to panthers.

Now, though, their population is on
the upswing ... Both the numbers
and the genetic diversity of Florida
panthers improved.

Are artificial sweeteners safe for diabetics? A new study published in Febru-
ary revealed that consuming large
amounts of the artificial sweetener
erythritol can lead to an increased
risk of heart attacks and strokes.

Furthermore, xylitol does not need
insulin to be metabolized, so it can
be safely consumed by diabetics.

Table 4: We show examples of knowledge conflicts in real retrieved evidence. For example, questions may be
underspecified (e.g., “old-world” vs “new-world” coral snakes). In other cases, the answer is dependent on the
publication date (e.g., currently on the brink vs recent upswing). Finally, some evidence supports different answers
to a question without directly contradicting each other (e.g., the safety of two different artificial sweeteners).

increase how often a certain product or company is431

mentioned in a RAG LLM’s answer (Sharma et al.,432

2019). Indeed, concurrent work has explored ideas433

such as this (Aggarwal et al., 2023), where they aim434

to optimize “impressions” in long-form answers by435

maximizing the number of tokens from a particu-436

lar paragraph that appear in an output. We instead437

study how model answers can be manipulated.438

Improving model judgements. Our work high-439

lights the gap between human and model judge-440

ments of text credibility. This solution to this, how-441

ever, is not clear cut. For one, it is not clear the level442

of discretion models should have when making pre-443

dictions. Human judgements of website credibility444

differ from person to person (Kakol et al., 2013),445

and users may not be comfortable with the idea446

that models are “choosing” for them what source447

to trust. One approach is to incorporate extraneous448

information about source trustworthiness. For ex-449

ample, Bashlovkina et al. (2023) propose aligning450

model predictions with that of known trustworthy451

sources via prompting. Another solution may be to452

limit retrieval to a set of trustworthy sources.453

6 Conclusion454

We study how RAG model judge convincingness by455

collecting a diverse set of controversial questions456

and website text (CONFLICTINGQA), and design-457

ing a realistic evaluation framework based on how458

these models are used in practice. Our results show459

that today’s LLMs tend to overrely on relevancy460

and ignore many stylistic features of text that hu- 461

mans often deem important. Future work should 462

explore how integrating other forms of information 463

(e.g., metadata, visual content) can influence these 464

behaviors. In addition, given the possible flood of 465

LLM-generated content on the internet, it is im- 466

portant to consider how these synthetic texts may 467

influence LLM judgements of convincingness. 468

Limitations 469

While CONFLICTINGQA is diverse and simulates 470

real-world uses of RAG models, it may not fully 471

capture the complexity of how LLMs are used in 472

practice. In particular, we may not evaluate all 473

types of controversial questions and website text, 474

and we focus on a setting with two paragraphs as 475

input. We also only consider a binary Yes or No 476

answer to contentious questions whereas LLM out- 477

puts in practice may be more nuanced. Moreover, 478

we focus primarily on text-based content, and fu- 479

ture work should consider the impact of metadata, 480

visual content, and other forms of information that 481

could influence LLM judgements of convincing- 482

ness. Finally, we acknowledge that our study does 483

not address the broader ethical and societal implica- 484

tions of LLMs both reading and generating most of 485

the content on the web. Future research can help to 486

explore some of these questions in further depth. 487
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A Additional Details on695

CONFLICTINGQA696

Table 5 lists each question category in the dataset697

and Table 6 contains the prompt used to generate698

these category. Table 7 contains the prompt used699

to classify the stance of the retrieved websites.700

Publishing, Biodiversity, Religion, Endangered Species,
Pomology, Odontology, Pharmacology, Diabetology, Lep-
idopterology, Horticulture, Paleoclimatology, Product
Design, Sustainability, Genomics, Intellectual Property,
Gemology, Biomathematics, Karyology, Biomechanics,
Selenology, Meteoritics, Chronobiology, Online Learning,
Sustainable Living, Mammalogy, Web Design, Cytoge-
netics, Politics, Veterinary Science, Informatics, Zoo-
geography, Organic Farming, Cryptocurrency, Ethnob-
otany, Petrology, Serology, Ethology, Seismology, En-
trepreneurship, Zymology, Astronomy, Holistic Health,
Ichthyology, Trichology, Hematology, Gerontology, Neu-
rology, Aging, Heuristics, Nematology, Nuclear Energy,
Conservation, Botany, Spelaeology, Urology, Virology, Er-
gonomics, Volcanology, Yoga, Dermatology, Stomatol-
ogy, Paleopathology, Xenobiology, Anthropometry, An-
thropology, Entertainment, Poetry, Animation, Archaeol-
ogy, Ornithology, Radio, Etymology, World Religions, On-
cology, Anthrozoology, Criminology, Herpetology, Televi-
sion, Malacology, Paranormal, Philology, Forestry, Prob-
abilistics, Aerospace, Somnology, Cardiology, Cognitive
Science, Quantum Physics, Phylogenetics, Epistemol-
ogy, Vulcanology, Epidemiology, Psychobiology, Kinemat-
ics, Telecommunications, Melittology, Otorhinolaryngol-
ogy, Astronautics, Biophysics, Neuroscience, Paleo Diet,
Endocrinology, Kinesiology, Constitutional Law, Pop Cul-
ture, Lexicology, Festivals, Evolution, Metallurgy, Pedi-
atrics, Phonetics, Astrobiology, Pets, Multiculturalism,
Veganism, Andragogy, Remote Work, Speleology, Telepa-
thy, Marine Conservation, Human Geography, Creation-
ism, Philosophy, Oceanography, Mycology, Work-Life Bal-
ance, Ethics, Bioethics, Viniculture, Pedagogy, Classi-
cal Music, Paleoethnobotany, Manuscripts, Paleobotany,
Revolutions, Paleozoology

Table 5: The full list of the 136 categories from Table 1.

B Model-based Data Filtering701

We filter out any paragraph that the downstream702

LLM predicts a different stance for than the ensem-703

ble of GPT-4 and Claude v1 Instant. We do this704

by taking the paragraph of interest and comparing705

it to a paragraph with the text “This website has no706

text”. We remove any paragraph where the model’s707

output differs from the predicted stance label. We708

also balance the dataset such that each answer (Yes709

or No) to a question contains an equal number of710

convincing and unconvincing paragraphs.711

C Additional Results712

Figure 5–8 contain the analogous plots for Figure 4713

across four other models.714

I’m looking to create a list of trivia-style questions with
contentious or disagreed about answers. The questions
should be able to be answered with “yes” or “no”. I want
to be able to find sources arguing for both sides.

Here’s a list of example questions:

Are U.S. Railroad Gauges Based on Roman Chari-
ots?
Is Juice-Jacking a real threat?
Did Coca-Cola Ever Contain Cocaine?
Is red-wine good for the heart?
Does red-meat cause heart disease?
Is irregardless a real word?
Should you take baby aspirin to prevent heart attacks?
Is there an area in the Yellowstone where murder is legal?

Generate a list of questions that are in the category of
“category”. Please continue this list in the same format.
Do not repeat questions.

Table 6: The prompt used to generate the questions.

D Expressing Convincingness in Isolation 715

We consider whether LLMs are able to express the 716

convincingness of a paragraph in isolation. The 717

model makes the rating using only the website. 718

We prompt (Table 9) asking the model to rate the 719

credibility of the website from a scale of one to five. 720

The rating of the model is then determined by an 721

average of the ratings, weighted by the probability 722

of each label. Following (Santurkar et al., 2023), 723

we calculate probabilities by exponentiating and 724

normalizing the logits for "one" through "five". We 725

also give the model with examples of a "one" and 726

"five" ratings from C3 (Kakol et al., 2017), a dataset 727

for studying human credibility judgements. We use 728

these few-shot examples as the model tended to be 729

biased toward higher-ratings without them. 730

E Counterfactual Perturbations 731

1. Add Single Sentence: We use claude-v1- 732

instant to add a single sentence to make the 733

stance of the text obvious. For example, for 734

“Does producing bottled water use more water 735

than the bottle contains?”, we may add “In 736

fact, producing a single bottle of water uses 737

more water than the bottle contains.” 738

2. Rewrite Relevance: We alter the text with 739

claude-v1-instant to make the text more rele- 740

vant to the question. 741

3. Question Prefix: We prefix the document 742

with “The following text is about the ques- 743

tion: [question]”. 744

4. Keyword Stuffing: We use claude-v1-instant 745

to add additional sentences that use keywords 746
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Figure 5: The analogous plots to Figure 4 except it is for Claude v1 Instant. The statistics are calculated over a
balanced dataset consisting of 304 samples.
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Figure 6: The analogous plots to Figure 4 except it is for GPT-4. The statistics are calculated with a balanced
dataset consisting of 38 samples.
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Figure 7: The analogous plots to Figure 4 except it is for Vicuna 1.5 13B. The statistics are calculated with a
balanced dataset with 334 samples.
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Figure 8: The analogous plots to Figure 4 except it is for WizardLM 1.2 13B. The statistics are calculated with a
balanced dataset with 318 samples.
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# For Claude Instant v1
The following is text from a website:

"""
{TEXT}
"""

How would the author of this website respond to the
question: "{search_query}". Answer with "Yes" or
"No". If the text is completely irrelevant to the question,
answer with "Irrelevant". Do not answer with anything
other than "Yes", "No", or "Irrelevant".

# For GPT-4-1106-preview
The following is text from a website:

"""
{TEXT}
"""

Use ONLY the text to answer the question:
"{search_query}". Answer ONLY based on the in-
formation given in the above excerpt. First explain
your answer in 2-3 sentences. Then, if there’s enough
information in the text, answer with "Yes" or "No" in a
separate line. If there is not enough information, answer
with "Not enough info" in a separate line. Do not say
"Yes", "No", or "Not enough info" before you give your
explanation. Only answer after your explanation. Do not
answer with anything other than "Yes", "No", or "Not
enough info".
Answer with "Yes" if the answer is most likely Yes. An-
swer with "No" if the answer is most likely No. Answer
with "Not enough info" if there is not enough info.

Table 7: The prompts used to determine the authors
stance on each question.

related to the question.747

5. Add More Info: We use claude-v1-instant to748

add additional sentences of information that749

are unrelated to the question but related to the750

overall topic of the text. An example of this751

perturbation can be found in Figure 9.752

6. Add Science Reference: We use claude-v1-753

instant to add scientific references to the text.754

7. Add Contact Info: We suffix the text with the755

name and phone number of a fake author.756

8. Rewrite Confidence: We use claude-v1-757

instant to make text sound more confident.758

9. Rewrite Technical Language: We use claude-759

v1-instant to make the text more technical.760

10. Rewrite Objective: We use claude-v1-instant761

to make the text more objective, e.g., Figure 9.762

The following are two websites:

Website 1:
"""
{TEXT_1}
"""

Website 2:
"""
{TEXT_2}
"""

Using these two sources, answer the follow-
ing question: "{search_query}"
Use only the information in the above text to
answer the question. Answer with only "Yes" or
"No". Do not answer with anything other than
"Yes" or "No".

Table 8: The prompt used to make predictions based
on conflicting pairs of documents. For the open-source
models, we use “The answer is yes” and “The answer
is no” instead of “Yes” and “No” to verbalize model
predictions, as the first token in the model’s response is
often neither “Yes” nor “No”.

From a scale of one to five, how credible is this
source? Do not answer with anything other than
one, two, three, four, or five.

Table 9: The prompt used to ask models directly the
credibility of a website.
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Original excerpt Add advertising

From, the well-known diabetes to irregular levels of blood 
sugar, sugar does more harm to our body with the excess 
glucose stored in our body.
The major factors of obesity to diabetes are all linked to 
common food, Sugar. So, how can we avoid sugar in our diet 
and continue to eat our favourite foods?! Artificial 
sweeteners have created all the new rage in the marketplace 
and are gradually replacing common sugar in our kitchen. 
The various artificial sweeteners can be included in our diet 
without any negative side-effects.

From, the well-known diabetes to irregular levels of blood 
sugar, sugar does more harm to our body with the excess 
glucose stored in our body.
The major factors of obesity to diabetes are all linked to 
common food, Sugar. So, how can we avoid sugar in our diet 
and continue to eat our favourite foods?! Artificial 
sweeteners have created all the new rage in the marketplace 
and are gradually replacing common sugar in our kitchen. 
The various artificial sweeteners can be included in our diet 
without any negative side-effects. Try our new low-calorie 
stevia sweetener blend today!

Original excerpt Add more information

Praying Mantises Are Amazing Hunters
Praying mantises are a type of insect that is known for their 
unique way of hunting. They are able to turn their heads a 
full 180 degrees in order to get a better view of their prey. 
This allows them to strike quickly and accurately, which is 
how they are able to survive in the wild.
Similar to many other insects, the Mantis has three distinct 
bodies. The abdomen, head, and thorax are the three major 
organs in the body. The six sections of a mannitol bear 
appendages (e.g., antennae, mouth parts, and legs) all of 
which are clearly visible and distinguishable during 
examination. 

Praying Mantises Are Amazing Hunters
Praying mantises are a type of insect that is known for their 
unique way of hunting. They are able to turn their heads a 
full 180 degrees in order to get a better view of their prey. 
This allows them to strike quickly and accurately, which is 
how they are able to survive in the wild. The praying mantis 
has three distinct body parts: the abdomen, head, and 
thorax.
Similar to many other insects, the Mantis has three distinct 
bodies. The abdomen, head, and thorax are the three major 
organs in the body. The six sections of a mannitol bear 
appendages (e.g., antennae, mouth parts, and legs) all of 
which are clearly visible and distinguishable during 
examination. Praying mantises have incredible camouflage 
abilities that help them ambush prey. 

Original excerpt Rewrite to sound more objective

The phone on your desk still works. And it is 
secure—probably more secure than a cell phone. So instead 
of relying on email or a cell phone, verify strange requests 
with your landline—the old way.
 So why are landline telephones almost extinct, particularly 
when it appears they may be the answer to many security 
issues? The telephone companies want to limit or remove 
them because the lines are so expensive to maintain.
Thirteen states in the past three years, including Maine, have 
allowed telephone companies to stop providing traditional 
basic telephone services to consumers (i.e.landlines).

Traditional landline telephones continue to function but their 
use is declining as telephone companies limit or remove 
landline services. Landlines may offer more secure 
communication than cell phones as hackers have not 
targeted them as actively. However, 13 states have allowed 
telephone companies to end basic landline telephone 
services for consumers in recent years. 

Figure 9: We use the claude-v1-instant model to make counterfactual edits to the text in order to change certain
stylistic or relevancy features. Here, we show two examples of such perturbations.
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