
GenDec: A Generative Question-decomposition method for Multi-hop
Question-answering

Anonymous ACL submission

Abstract

Multi-hop QA involves step-by-step reasoning001
to answer complex questions and find multiple002
relevant supporting facts. Previous question-003
decomposition research on multi-hop QA has004
shown that performance can be boosted by first005
decomposing questions into simpler, single-006
hop sub-questions (QD), and then answering007
them one by one in a specific order. How-008
ever, such decomposition often leads to error009
propagation during QA: 1) incorrect QD leads010
to wrong QA results; 2) wrong answers to a011
previous sub-question compromise the next012
sub-question. In this work, we propose Gen-013
Dec, a generative QD-based model for multi-014
hop QA from the perspective of explainable015
QA by generating independent and complete016
sub-questions based on incorporating support-017
ing facts. This approach first introduces sub-018
questions in retrieving relevant passages at each019
hop and fuses features of sub-questions into QA020
reasoning, which enables it to provide an ex-021
plainable reasoning process for its answers. We022
evaluate GenDec by comparing it with exist-023
ing QD-based and other strong QA models and024
the results show GenDec outperforms all QD-025
based multi-hop QA models for answer spans026
on the HotpotQA and 2WikihopMultiHopQA027
datasets. We also conduct experiments with the028
large language models (LLMs) ChatGPT and029
LLaMA to illustrate the impact of QD on QA030
tasks in the LLM era.031

1 Introduction032

Multi-hop QA (MQA) is a task that requires mul-033

tiple reasoning steps over multiple information034

sources (e.g., text paragraphs). While explicit ques-035

tion decomposition (QD), which involves breaking036

down complex questions into simpler and more037

straightforward sub-questions, has long been an038

approach in developing robust and interpretable039

question-answering (QA) models and systems,040

most MQA models, e.g., DFGN (Qiu et al., 2019),041

DecompRC (Min et al., 2019a), CogQA (Ding042

et al., 2019), HGN (Fang et al., 2019b), C2F Reader 043

(Shao et al., 2020a), and BFR-Graph (Huang and 044

Yang, 2021) illustrate how demonstrating the rea- 045

soning ability of a model in multi-hop questions 046

remains a challenge. For example, Tang et al. 047

(2020b) proposes a human-verified sub-question 048

dataset derived from HotpotQA (Yang et al., 2018a) 049

and conducts experiments on sub-question reason- 050

ing. The results indicated that DFGN, DecompRC, 051

and CogQA performed badly on answering sub- 052

questions, even when they found the correct an- 053

swers to multi-hop questions because they usually 054

bypass the correct reasoning process and fail to 055

reason intermediate answers to sub-questions. 056

Thus, understanding and potentially decompos- 057

ing multi-hop questions into finer-grained sub- 058

questions is a key desired step in QA. To accu- 059

rately answer a multi-hop question, traditionally 060

QD + QA methods start by decomposing the given 061

multi-hop question into simpler sub-questions, at- 062

tempting to answer them in a specific order, and 063

then finally aggregating the information obtained 064

from all sub-questions. 065

Through a preliminary investigation, we find that 066

QD remains a major bottleneck in MQA. Previous 067

QD methods Min et al. (2019b); Perez et al. (2020a) 068

first decompose multi-hop questions into depen- 069

dent sub-questions, e.g., in figure 1, the original 070

question is decomposed into "Who is the record 071

holder for Argentine PGA Championship tourna- 072

ments? " and How many tournaments did [Ans 073

of Sub Q1] win?" and QA models need to cor- 074

rectly answer sub-question 1 and fill it into sub- 075

question 2 and then answer it to get the final answer. 076

Such QD+QA method suffers from error propaga- 077

tion, where incorrectly answering any of the sub- 078

questions may lead to a wrong final answer. Gen- 079

Dec mitigates this error-propagation problem dur- 080

ing reasoning since the decomposed sub-questions 081

are independent and complete, thus not requiring 082

answers in a specific order as was the case in previ- 083
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Figure 1: Example of multi-hop and decomposed sub-questions from the HotpotQA dataset. The original question
is shown in gold and the decomposed ones in gray and cyan. "Roberto de Vincenzo" in supporting facts is the answer
to sub-question Q1 and also part of the sub-question Q2. The literal "230" is the answer of sub-question Q2.

ous models. We fuse the sub-questions into the QA084

model to provide the appropriate reasoning chain.085

We propose GenDec, a generative-based QD086

method that incorporates supporting facts includ-087

ing evidence for decomposing independent sub-088

questions that do not require answers in order. Af-089

ter QD, GenDec combines the sub-questions into a090

paragraph retrieval module by computing attention091

with each paragraph. These fuses sub-questions are092

fused into a multi-hop QA module. Figure 1 shows093

the decomposition results of GenDec over the Hot-094

potQA dataset. The original multi-hop question095

"The Argentine PGA Championship record holder096

has won how many tournaments worldwide?" is097

decomposed into independent sub-questions: "Who098

is the record holder for Argentine PGA Champi-099

onship tournaments? " and How many tournaments100

did Roberto De Vicenzo win?".101

GenDec is thus less vulnerable to different types102

of question issues than other QA models as it only103

needs supporting facts as extra decomposing infor-104

mation and does not need to consider hop relations105

nor answer the order of sub-questions. We further106

evaluate the effectiveness of our system in multi-107

hop QA to illustrate that QD still plays a vital role108

in QA in the large language model (LLM) era.109

Our contributions are as follows:110

• We develop a generative QD-based model that111

can directly generate natural language sub-112

questions by incorporating evidence hidden in113

supporting facts.114

• Detailed experimental results show that in-115

corporating the generated sub-questions into116

paragraph retrieval and QA modules allow117

GenDec to outperform all QD-based QA mod- 118

els and other strong baselines. 119

• We explore the potential usage of LLMs (e.g., 120

LLaMA or ChatGPT) and demonstrate QD 121

still plays a vital role in QA in the LLM era. 122

2 Related Work 123

2.1 Multi-hop Question-answering 124

Multi-hop QA requires more than one reasoning 125

step in multiple paragraphs to answer a question. 126

For example, multi-hop QA in DROP (Dua et al., 127

2019) requires numerical reasoning such as addi- 128

tion and subtraction. Yang et al. (2018b) proposed 129

the HotpotQA dataset that contains 113K multi- 130

hop QA pairs collected from Wikipedia articles 131

by crowd-sourcing. Ho et al. (2020a) presented 132

2WikiMultiHopQA, which uses structured and un- 133

structured data and introduces the evidence infor- 134

mation containing a reasoning path for multi-hop 135

questions. 136

2.2 Question Decomposition 137

Several studies conducted QD in complex QA tasks 138

by using different methods. Wolfson et al. (2020a) 139

and Talmor and Berant (2018), inspired by SQL 140

and SPARQL query, proposed rule-based meth- 141

ods. However, they failed to generalize into dif- 142

ferent types of questions because of the limited 143

rules. Min et al. (2019b) proposed a supervised 144

QD method with human-labeling data to predict 145

the text span of sub-questions. ONUS (Perez et al., 146

2020a) is a one-to-N unsupervised sequence trans- 147

duction method that uses supervision information 148

of pseudo-decompositions from Common Crawl to 149

map complex questions into simpler questions and 150
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Figure 2: Pipeline of GenDec. From top to bottom. We first carry out Question Decomposition (QD) to decompose a
multi-hop question into its sub-questions and then train a sub-question-enhanced paragraph retrieval module (SPR).
We then input multi-hop questions, sub-questions, as well as retrieved paragraphs, into the sub-question-enhanced
QA module to extract the final answers.

recompose intermediate answers of sub-questions151

for reasoning final answers. These supervised and152

unsupervised QD methods decompose complex153

questions into two sub-questions but are not ap-154

plicable to real scenarios. Deng et al. (2022b) pro-155

posed an Abstract Meaning Representation (AMR)-156

based QD method that trains an AMR-to-text gener-157

ation model on the QDMR (Wolfson et al., 2020b)158

dataset. The entity description graph (EDG)-based159

QD method (Hu et al., 2021b) represents the struc-160

ture of complex questions to solve the question-161

understanding and component-linking problems of162

knowledge base QA tasks. Zhou et al. (2022) pre-163

trained Decomp-T5 on human-collected parallel164

news to improve the ability of semantic understand-165

ing for QD. Instead of answering sub-questions one166

by one, Guo et al. (2022) directly concatenated sub-167

questions with the original question and context168

to leverage the reading-comprehension model to169

predict the answer.170

2.3 Large Language Models on Complex171

Reasoning172

LLMs have shown reasoning abilities over several173

tasks, such as multi-hop QA (Bang et al., 2023),174

commonsense reasoning (Liu et al., 2022), and175

table QA (Chen, 2022). Chain-of-thought (CoT)176

(Wei et al., 2022) leverages a series of interme-177

diate reasoning steps, achieving better reasoning178

performance on complex tasks. Jin and Lu (2023)179

proposed a framework called Tabular Chain of180

Thought (Tab-CoT) that can perform step-by-step181

reasoning on complex tableQA tasks by creating182

a table without fine-tuning by combining the ta- 183

ble header with related column names as a prompt. 184

Khot et al. (2022) proposed an approach called De- 185

composed Prompting to solve complex tasks by 186

decomposing them into simple sub-tasks that can 187

be delegated to a shared library of prompting-based 188

LLMs dedicated to these sub-tasks. 189

However, these studies only decomposed ques- 190

tions into sub-questions and the latter sub-questions 191

always rely on previous sub-questions. When the 192

previous sub-questions are incorrectly answered, 193

the latter sub-questions are also prone to be incor- 194

rectly answered. 195

3 GenDec 196

As discussed in the preceding section, previous 197

QD-based QA methods fail to solve the error- 198

propagation problem during the answer reason- 199

ing process as they decompose questions into sub- 200

questions. GenDec’s approach consists of three 201

main components: (1) a generative QD module, to 202

generate independent sub-questions with support- 203

ing facts; (2) a sub-question-enhanced paragraph- 204

filtering module, that serves both the QD and QA 205

modules; and (3) a sub-question enhanced QA mod- 206

ule, which fuses features of sub-questions for QA 207

and supporting-facts prediction. Figure 2 shows 208

the overall framework of GenDec. 209

3.1 Question Decomposition Module 210

We explore different model architectures for the 211

QD module, i.e., generative language models 212

(e.g., BART, T5), LLMs, and traditional syntactic- 213
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Figure 3: Architecture of QA module.

parsing models. We use BART-large (Lewis et al.,214

2019) and T5-large (Raffel et al., 2020) as the gen-215

erative language models in GenDec. Considering216

the computing resources and model availability, we217

also use LLaMA-7B (Touvron et al., 2023) with the218

Low-Rank Adaptation (LoRA) technique (Hu et al.,219

2021a) for training an LLM-based QD, as a design220

alternative for evaluation. Finally, we make use of221

syntactic parsing, including constituency parsing222

and dependency parsing, to directly break multi-223

hop questions into sub-questions to compare the224

impact of not incorporating supporting facts with225

other generative QD-based QA models.226

3.1.1 Generative Question Decomposition227

To ensure the sub-questions are answerable by228

the QA module, we train a text-to-text genera-229

tion model on the sub-question dataset from Hot-230

potQA Khot et al. (2021).231

We use BART-large and T5-large models as232

backend models and fine-tune them on the sub-233

question dataset to generate sub-questions. We234

use the supporting facts p and question q as235

input to train a question-generator model G :236

(p, q) ⇒ sub_qs, where sub_qs is the generated237

sub-question set. Such a generator, G, produces238

the two sub-questions in the example in Figure 1.239

The details of finetuning T5-large and BART-large240

are given in Appendix A.241

3.1.2 Syntactic Parsing for Question242

Decomposition243

For the QD comparison on not incorporating sup-244

porting facts, we use traditional syntactic parsing,245

including constituency parsing and dependency246

parsing, which are directly applied to break multi-247

hop questions based on their sentence structure. 248

We use syntactic parsing to recognize the spe- 249

cific constituents of multi-hop questions, such 250

as clauses, noun phrases (NPs), or conjunctions, 251

by constructing a constituency parsing tree and 252

dependency-parsing graph and searching for poten- 253

tial sub-questions. Multi-hop questions can gen- 254

erally be divided into two types: bridge and com- 255

parison questions. Bridge questions are complex 256

sentences that contain subordinate clauses, while 257

comparison questions are compound sentences that 258

contain coordinate conjunctions such as "and", "or", 259

and "but". 260

Sub Question Extraction For bridge questions, we 261

use Benepar (Kitaev and Klein, 2018a), a state-of- 262

the-art (SOTA) model for constituency parsing to 263

recognize each constituent in multi-hop questions 264

in a constituency-parsing tree from top to bottom 265

and apply a depth-first search (DFS) algorithm to 266

search for potential sub-question. For comparison- 267

type questions, Gao et al. (2021b) proposed an 268

ABCD model that constructs a graph for decom- 269

posing coordinate sentences. We use Benepar and 270

ABCD for decomposing bridge and comparison 271

questions, respectively. Further details are pro- 272

vided in Appendix B. 273

3.1.3 Large Language Models in Question 274

Decomposition 275

Differently from typical QD-based QA models, we 276

also explore leveraging powerful LLMs with few- 277

shot prompting as a plugin for GenDec to decom- 278

pose complex multi-hop questions and reason with 279

the help of supporting facts. Despite the remark- 280

able advancements brought about by LLMs, com- 281

mercial models come with certain limitations that 282
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hinder transparent and open research. Therefore,283

we fine-tune LLaMA-7B (Touvron et al., 2023)284

with LoRA (Hu et al., 2021a) under low resource285

conditions as our LLM of use1. The details of286

finetuning LLaMA are presented in Appendix A.287

3.2 Sub-question-enhanced Paragraph288

Retrieval289

Multi-hop question answering takes textual context290

into account and usually, MQA datasets include291

multiple paragraphs as question context (e.g., Hot-292

potQA and 2WikiMultiHopQA datasets include 10293

paragraphs per question). However, including all294

such paragraphs is not ideal due to noise and size295

(length). Therefore, paragraph retrieval plays a296

vital role in both QA and QD modules, since Gen-297

Dec utilizes information from sub-questions and298

can thus focus on the more relevant data.299

We propose sub-question-enhanced paragraph300

retrieval (SPR), which utilizes an encoder and a301

classification head to compute scores for each para-302

graph. Given a k-hop question Q, generated k303

sub-questions q1, ...qk, and a candidate set with n304

passages as P = {p1, p2, ..., pn}, SPR aims to re-305

trieve a relevant paragraph set (p̂1, p̂2, ..., p̂k) that306

relates to the k sub-questions and the k-hop ques-307

tion Q. Most existing work formulates it as a one-308

step or two-step sequence labeling task, classifying309

every passage pi ∈ P as relevant or not.310

A passage pi ∈ P corresponds to the question311

Q and j-th sub-question qj ∈ S . Consequently, we312

also denote the output score of SPR as S(p̂i|Q, qj),313

given the concatenated sequence of question, sub-314

question, and passages identified so far, (Q, qj , p̂i).315

We use the DeBERTa model (He et al., 2021) as316

an encoder to derive embeddings for the concate-317

nated sequence (Q, qj , p̂i) and the output ói ∈ Rn.318

Subsequently, a fully connected layer is added319

after DeBERTa to project the final dimension of320

the “[CLS]” representations of these embeddings321

into a 2-dimensional space, representing “irrele-322

vant” and “relevant” respectively. The logit in the323

“relevant” side serves as the score for each para-324

graph. This scoring process is denoted by a func-325

tion S(p̂i|Q, qj). In SPR, we optimize the clas-326

sification of each combination of question, sub-327

question, and paragraph using Cross-Entropy loss.328

1https://huggingface.co/decapoda-research/llama-7b-hf

Lj =−
∑
qi∈S

∑
p̂i∈P

lj,plogS(p̂i|Q, qj)+

(1− lj,p)log(1− S(p̂i|Q, qj))

(1) 329

where lj,p is the label of p̂i and S(p̂i|Q, qj) is the 330

score function predicted by the model. 331

Thus, we train a paragraph retrieval model based 332

on DeBERTa (He et al., 2021) to execute binary 333

classification and rank the scores of paragraphs 334

containing the gold supporting facts. 335

3.3 Sub-question-enhanced QA module 336

In the QA module, we use multi-task learning to si- 337

multaneously predict supporting facts, and extract 338

answer spans by incorporating sub-questions. In 339

order to better evaluate the role of sub-question 340

incorporation, we do not include other additional 341

modules in our model. Instead, we focus on the 342

effects of sub-question incorporation on the perfor- 343

mance of the QA module. Additionally, as both 344

HotpotQA and 2WikiMultiHopQA datasets also 345

contain questions with yes/no answers, a common 346

scenario, we include an answer type task. The ar- 347

chitecture of our QA module is illustrated in figure 348

3. 349

The QA module obtains an initial representation 350

by first combining all retrieved paragraphs into con- 351

text C, which is concatenated with question Q and 352

sub-questions {Sub_Qs} and fed into DeBERTa. 353

We denote the encoded question and sub-question 354

representations as Q = {q0,q1, . . . ,qQ−1} ∈ 355

Rm×d and the encoded context representation as 356

C = {c0, c1, ..., cC−1} ∈ RC×d, where Q is the 357

length of the question. Each qi and cj ∈ Rd. 358

Pi = DeBERTa
(
S(i)[d :]

)
359

sub_qi = DeBERTa
(
Sub_Q(i)[d :]

)
360

q = DeBERTa(Q) , (2) 361

where P (i) ∈ Rd, Sub_Q(i) ∈ Rd, Q ∈ Rd re- 362

spectively denote the i-th paragraph, sub-question, 363

and question representations. 364

To extract answer spans, we use a linear pre- 365

diction layer on the contextual representation to 366

identify the start and end positions of answers and 367

employ cross-entropy as the loss function. The 368

corresponding loss terms are denoted as Lstart and 369

Lend, respectively. 370
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The classification loss for the supporting facts371

is denoted as Lsup, and we jointly optimize all of372

these objectives in our model.373

We also introduce an answer-type classification374

module trained with cross-entropy loss function.375

Ltype = E[−
3∑

i=1

ytypei log(ŷtypei )] (3)376

where ŷifine denotes the predicted probability377

of question types classified by our model, and378

yifine represents the corresponding one-hot en-379

coded ground-truth distribution. ytypei has three380

values: 0 denotes a negative answer, 1 denotes a381

positive answer, and 2 denotes the answer is a span.382

The multi-task prediction model’s total loss is:383

Lreading = λ1Ltype+λ2(Lstart+Lend)+λ3Lsup
(4)384

Similarly, we set λ1, λ2, and λ3 all to 1, giv-385

ing equal importance to each module for multitask386

learning. The implementation details of the Sub-387

question-enhanced QA module are described in388

Appendix A.389

4 Experiments and Analysis390

This section describes the different utilized datasets391

to analyse the different characteristics of the prob-392

lem and our experimental setup.393

4.1 Datasets394

Question Answering (QA) We evaluate GenDec395

on the 2WikiMultiHopQA (Ho et al., 2020b) and396

HotpotQA (Yang et al., 2018a) datasets, which397

contain 160K and 90K training instances. These398

two multi-hop QA datasets consist of questions,399

answers, supporting facts, and a collection of 10400

paragraphs as context per question.401

402

Question Decomposition (QD) To train and403

evaluate GenDec’s QD module, we use the404

sub-questions and answers data processed from the405

multi-hop HotpotQA dataset Khot et al. (2021) -406

here named SQA for clarity. These sub-questions407

are relatively high quality, in that we are able to408

use them to train a sub-question generator that409

achieves high task performance on multi-hop QD.410

411

Sub-question Reasoning To evaluate the rea-412

soning ability of GenDec, we also utilize a human-413

verified sub-question test dataset derived from Hot-414

potQA Tang et al. (2020a) - here named HVSQA415

for clarity; which provides a strong benchmark to 416

evaluate QA models in answering complex ques- 417

tions via sub-question reasoning. 418

4.2 Experiment Results 419

4.3 Quantitative Analysis 420

We use Exact Match (EM) and F1 scores as evalua- 421

tion metrics for answer span prediction and support- 422

ing facts prediction on the HotpotQA and 2Wiki- 423

MultiHopQA datasets to compare the performance 424

of GenDec with that of QD-based, GNN-based, 425

and other SOTA QA models. As shown in Table 426

1, GenDec outperforms all models in both met- 427

rics, including the strong baseline consisting of our 428

Question Decomposition method combined with 429

HGN-large (Fang et al., 2019b) (itself a strong 430

GNN-based QA model), on the HotpotQA dataset. 431

The bottom section of the table also shows GenDec 432

also outperforms previous work on the 2WikiMul- 433

tiHopQA dataset. Table 2 shows the SOTA para- 434

graph retrieval performance of our SPR method 435

against previous strong paragraph retrieval model 436

baselines. Table 3 shows the performance of Gen- 437

Dec and baselines models on the HVSQA dataset 438

(human-verified sub-questions). GenDec achieves 439

SOTA performance compared with the other QA 440

models. Moreover, it is important to note that 441

GenDec also outperforms all other models on sub- 442

question reasoning (1 and 2), which highlights 443

the benefits of our approach in reasoning chains. 444

Lastly, with the help of our QD module, relative F1 445

scores are boosted by +6.82% and EM by +5.45% 446

compared with ONUS (Perez et al., 2020b), which 447

is also a QD-based model. We further verify the ef- 448

fectiveness of GenDec’s QD module in an ablation 449

study discussed in the next section. 450

4.4 Ablation Studies 451

To evaluate the impact of GenDec’s QD module, 452

we conduct an ablation study testing the perfor- 453

mance of answering all sub-questions and original 454

questions, with and without the QD module. The 455

results, shown in Table 3, indicate that the QD 456

module shows consistent and significant improved 457

results; improving the F1 score and EM by 3.36 and 458

2.16, respectively, in the original QA. In answering 459

intermediate answers to sub-questions GenDec w/ 460

QD also improves over w/o QD (improving the F1 461

score and EM by 2.07 and 3.78, and 4.49 and 4.45 462

on sub-questions 1 and 2 respectively). The results 463

indicate that the QD module plays an important role 464
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Model
Ans Sup Joint

EM F1 EM F1 EM F1

HotpotQA test set
QD-based QA Models

DecompRC (Min et al., 2019b) 55.20 69.63 - - - -
ONUS (Perez et al., 2020a) 66.33 79.34 - - - -

GNN-based Models
DFGN (Xiao et al., 2019) 56.31 69.69 51.50 81.62 33.62 59.82
SAE-large (Tu et al., 2020) 66.92 79.62 61.53 86.86 45.36 71.45
C2F Reader(Shao et al., 2020b) 67.98 81.24 60.81 87.63 44.67 72.73
HGN-large (Fang et al., 2019a) 69.22 82.19 62.76 88.47 47.11 74.21
BRF-graph (Huang and Yang, 2021) 70.06 82.20 61.33 88.41 45.92 74.13
AMGN+ (Li et al., 2021) 70.53 83.37 63.57 88.83 47.77 75.24

Other SOTA Models
FE2H on ALBERT (Li et al., 2022b) 71.89 84.44 64.98 89.14 50.04 76.54
PCL (Deng et al., 2022a) 71.76 84.39 64.61 89.20 49.27 76.56
Smoothing R3 (Yin et al., 2023) 72.07 84.34 65.44 89.55 49.73 76.69

QD + HGN-large 71.73 84.23 64.32 89.46 49.22 75.63
GenDec (DeBERTa-large) 72.39 84.69 65.88 90.31 50.34 77.48

2WikiMultiHotpotQA test set
CRERC (Fu et al., 2021) 69.58 72.33 82.86 90.68 49.80 58.99
NA-Reviewer (Fu et al., 2022) 76.73 81.91 89.61 94.31 52.75 65.23
BigBird-base model (Ho et al., 2023) 74.05 79.68 77.14 92.13 39.30 63.24
GenDec (DeBERTa-large) 86.47 88.15 93.28 96.45 56.87 68.38

Table 1: Performance of different QA models on test distractor settings of HotpotQA and 2WikiMultihopQA
datasets. GenDec outperforms all QD-based and other GNN-based QA models.

Model EM F1
SAElarge (Tu et al., 2020) 91.98 95.76
S2Glarge (Wu et al., 2021) 95.77 97.82
FE2Hlarge (Li et al., 2022a) 96.32 98.02
C2FMlarge (Yin et al., 2023) 96.85 98.32
SPR (ours) 97.13 98.78

Table 2: Comparison of our sub-question enhanced
paragraph retriever with previous baselines on Hot-
potQA dev set.

in GenDec in not only its QA ability, but also in465

intermediate answer reasoning to support answer-466

ing the final question. We also evaluate the impact467

of different backend models in our QD module468

and compare the performances of T5-large, BART-469

large, SynDec, and LLaMA-7B on the dev distrac-470

tor setting of HotpotQA. LLaMA-7B achieves the471

best overall performance on both answer span pre-472

diction and supporting facts prediction since it had473

the best QD performance, with BART-large (even474

being a much smaller model) presenting a very 475

competitive performance, as shown in Table 6. 476

4.5 Qualitative Analysis 477

We compare the QD performance of different LMs 478

(Table 6 in the Appendix) and their impact on QA 479

performance (Table 4). LLaMA-7B achieves SOTA 480

performance in F1 score and EM (6.81 and 9.47 481

higher, respectively). We also compare F mea- 482

sure, ROUGE-1, ROUGE-L, and BLEU scores of 483

generated sub-questions and LLaMA-7B signifi- 484

cantly improves the quality of sub-questions reach- 485

ing 80.57, 69.48, and 31.32, respectively. Likely 486

due to the different max input lengths of T5-large 487

(512) and BART-large (1024), BART outperforms 488

it since some inputs contain many sentences (in- 489

cluding both the multi-hop questions themselves 490

and their supporting facts). GenDec with LLaMA- 491

7B also improves QA performance on the distractor 492

setting dev set, as shown in Table 4, but not substan- 493

tially. We also evaluate the impact of sub-question 494
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Model Q_ori Q_sub1 Q_sub2

F1 EM F1 EM F1 EM

CogQA 67.82 53.2 69.65 58.6 68.49 54
DFGN 71.96 58.1 68.54 54.6 60.83 49.3

DecompRC 77.61 63.1 75.21 61 70.77 56.8
ONUS 79.25 67.43 77.56 63.89 72.21 57.62

GenDec w/o QD 82.81 70.72 87.45 72.65 80.12 70.38
GenDec w QD 86.17 72.88 90.52 76.43 84.61 74.83

Table 3: Performance comparison between GenDec (with and without the QD module) and other QA models on
HVSQA (Tang et al., 2020a), a human-verified sub-question test dataset from HotpotQA.

Model
Ans Sup Joint

EM F1 EM F1 EM F1

GenDec (BART-large) 70.13 84.47 63.51 89.47 46.12 75.52
GenDec (T5-large) 69.94 84.11 63.32 89.35 46.02 75.69
GenDec (SynDec) 69.34 83.92 61.35 88.21 45.26 74.89
GenDec (LLaMA-7B) 70.23 84.76 63.41 89.78 46.28 76.05

Table 4: Performance of QD module with different generative LMs on SQA Khot et al. (2021), distractor dev set of
sub-questions processed from HotpotQA.

Model
Ans Sup Joint

EM F1 EM F1 EM F1

ChatGPT w/o QD 51.08 74.53 60.61 87.96 30.95 65.55
ChatGPT w QD 56.24 76.28 60.74 87.85 34.16 67.01

Table 5: Performance of ChatGPT (with and without QD) on 1000 samples from HotpotQA’s dev set distractor
setting data.

on LLM reasoning in table 5. Further analysis of495

ChatGPT is discussed in Appendix D.496

4.6 Error Analysis497

We conduct an error analysis of GenDec’s perfor-498

mance by selecting 20 samples from the dev set499

for evaluation, with 10 correct and 10 incorrect500

answers to analyze the impact of supporting facts501

prediction on QD and QA. We find a total of 12502

correct supporting facts predictions and 8 incorrect503

supporting facts predictions among these 20 sam-504

ples. For the 12 correct Supporting fact Predictions505

(SPs), we obtain 10 correct and 2 incorrect QD506

results. For the 10 correct QD results, we finally507

obtain 8 correct answers and 2 incorrect answers.508

And for the 8 incorrect SPs, we obtain 7 incorrect509

QD results and 6 incorrect answers. We then also510

select 20 samples from the dev set, with 10 correct511

and 10 incorrect QD results. For the 10 correct512

QD results, we obtain 8 correct answers, while for513

the 10 incorrect QD results, we obtain 5 correct an-514

swers. We list 6 samples of our selection in Table 515

8 in the Appendix, showing that questions be well 516

answered based on high-quality QD. 517

5 Conclusion 518

We proposed GenDec, a generative-based QD 519

method that generates independent sub-questions 520

based on incorporating supporting facts. Intuitively, 521

the supporting facts inform the reasoning chain of 522

multi-hop questions. To explore this intuition, we 523

train a sub-question-enhanced paragraph retrieval 524

and QA module that incorporates sub-questions 525

and shows that it significantly improves QA. We 526

also explore the possible role of LLMs in QD 527

and QA tasks. Lastly, while GenDec reaches new 528

SOTA results in multi-hop QA, it can still face er- 529

rors due to incorrect supporting fact predictions 530

influencing the model to incorrectly predict both 531

sub-questions and final answers. 532
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6 Limitations533

In this paper, we focus on the impact of QD in534

multi-hop QA, where the answers to most ques-535

tions can be decomposed into several independent536

sub-questions via the fusion of supporting facts.537

Although GenDec performs very well on QD and538

QA, one of its limitations is that it is still sensitive539

to errors in paragraph filtering. The QD results540

would be affected when given incorrect paragraphs541

are selected. For future work, we plan to focus on542

tackling this problem.543
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A Implementation Details 805

Question Decomposition We use the 806

pre-trained T5-large and BART-large mod- 807

els with max_input_length L = 512, and 808

max_output_length O = 64. During training, we 809

use the Adam optimizer in the QD modules and 810

set batch size to 32 and learning rate to 5e-5. All 811

experiments utilized two TITAN RTX GPUs. 812

Question Answering We choose DeBERTa-v2- 813

large as backend model and set number of epochs 814

to 12 and batch size to 4. We use BERTAdam with 815

learning rate of 5e-6 for the optimization and set 816

max position embeddings to 1024. 817

Fine-tuning LLaMA To fine-tune LLaMA, con- 818

sidering computing resources, we select LLaMA- 819

7B as backbone, batch size of 4, number of epochs 820

is 3, learning rate is 3e-4, LoRA alpha of 16, and 821

LoRA dropout of 0.05. 822

B SynDec 823

Implementation Details We leverage the well- 824

trained models from Benepar2 and ABCD3 to 825

build the constituency-parsing tree and dependency- 826

parsing graph. For bridge-type QD, the threshold t 827

is the key hyper-parameter, which is set to 5. 828

Bridge Question Decomposition Bridge ques- 829

tions are typically compound sentences that contain 830

a clause that is modified by a relative clause. This 831

enables the extraction of a clause or NP from the 832

original question and treating it as a sub-question. 833

Constituency parsing We use Benepar (Kitaev 834

and Klein, 2018b), a SOTA model for constituency 835

parsing, to recognize each constituency in multi- 836

hop questions in the constituency-parsing tree from 837

top to bottom and output the sub-tree, the label of 838

which belongs to the label set L = {NML, S, SBAR, 839

SQ, SINV, NP}, where and other labels represent 840

different types of clauses, e.g., subordinate clause 841

(SBAR) and declarative clause (SINV). 842

Sub-question Extraction We used a search algo- 843

rithm to find the sub-question in the constituency- 844

parsing tree, where each node represents a text span 845

2https://spacy.io/universe/project/self-attentive-parser
3https://github.com/serenayj/ABCD-ACL2021
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Metric

Models F Measure Rouge1 Rouge-L BLEU

BART-LARGE 74.41 73.85 62.68 26.94
T5-LARGE 72.85 71.27 60.12 24.37
LLAMA-7B 81.32 80.57 69.48 31.22

Table 6: Generative QD performance of different generative LMs on test instances of HOTPOTQA sub-questions.
Results are averaged on 1549 test instances.

GENDEC (OURS)

Sub-question 1: Which South Korean boy group had their debut album in 2014?
Sub-question 2: WINNER was formed by who?
SYNDEC (SYNTACTIC PARSING)

Sub-question 1: a South Korean boy group that was formed by who?
Sub-question 2: 2014 S/S is the debut album of ?
MODULARQA (Khot et al., 2021)

Sub-question 1: What is the name of the South Korean group that had their debut album in 2014?
Sub-question 2: What was WINNER formed by?
DECOMPRC (Min et al., 2019b)

Sub-question 1: 2014 S/S is the debut album of which South Korean boy group?
Sub-question 2: which formed by who ?

Table 7: QD examples produced by {GENDEC, SYNDEC, MODULARQA, DECOMPRC} for question “2014 S/S is
the debut album of a South Korean boy group that was formed by who?”.

of the original sentence with a specific tag. Basi-846

cally, it searches a node with any of the labels in L847

from a root of the tree in a depth-first manner.848

DFS algorithm for Bridge QD We introduce849

the DFS algorithm to find the sub-sentence from850

the root node to leaves in the constituency-parsing851

tree, where each node represents a text span of the852

original sentence with a specific tag. To prevent853

a multi-hop question from being decomposed into854

too many incomplete text segments (some clauses855

may contain a shorter clause) and output the right856

constituency, we used the following searching rules857

in the DFS algorithm:858

1) The DFS algorithm starts from the root node859

of the constituency-parsing tree and visits all the860

children of the current node.861

2) If the label of Nodei is not in L, continue search-862

ing its children nodes.863

3) If the label Nodei is in L, and the length of864

the text span of Nodei is larger than threshold t,865

the algorithm outputs this node as a potential sub-866

question and stops the loop.867

4) If the label of Nodei is an NP, but none of the868

children is in L, and the length of the text span of869

Nodei is larger than t, then the algorithm output870

this node as a potential sub-question and stops the871

loop.872

Figure 4 shows an output of Benepar and the 873

search process of the DFS algorithm. The blue 874

arrow shows the search direction of the DFS algo- 875

rithm. The algorithm finds the NP "the woman who 876

portrayed Corliss Archer in the film kiss and tell" 877

with the tag ’NP’, where the label of its child is 878

SBAR. Therefore, we go to the node SBAR and 879

find that all the labels of its children are in L. It then 880

finishes searching the parsing tree and returns to the 881

parent node and outputs it as the sub-question. The 882

pseudo-code of the DFS algorithm is shown in Al- 883

gorithm 1.

Figure 4: Constituency-parsing tree output from
Benepar and search process of DFS algorithm

884

1: Initialization: threshold t← 5 885

2: Initialization: Clause_labels ← 886
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[′NML′,′ S′,′ SBAR′,′ SQ′,′ SINV ′]887

888

3: Initialization: NP_label←′ NP ′889

4: StartfromRoot890

5: repeat891

6: Subtree← Root.child892

7: if Subtree.label in Clause_labels and893

Subtree.length >= t then894

8: Output Subree and Stop loop895

9: else if Subtree.label == NP_label and896

Subtree.length >= t then897

10: Continue898

11: else899

12: Return900

13: end if901

14: ROOT ← Subtree902

15: until Subtree.length <= 1 or Subtree.node903

== Leaf904

C DFS algorithm for Bridge QD905

Comparison QD A comparison question is a co-906

ordinate sentence with conjoined verb phrases. To907

decompose the question, certain words from the908

original sentence need to be dropped or retained909

and rewritten into two sub-sentences that do not910

overlap.911

For example, if we decompose the question912

"Were Pavel Urysohn and Leonid Levin known for913

the same type of work?", we need to recognize the914

two subjects "Pavel Urysohn" and "Leonid Levin".915

Subjects should be retained and the coordinate con-916

junction (’cc’) "and" should be dropped.917

We used the ABCD model (Gao et al., 2021a),918

which accepts, breaks, copies, and drops words919

from the complex coordinate sentences and pro-920

duces sub-sentences by constructing a dependency-921

parsing graph and using the DFS algorithm to922

search and segment graph. We applied the well-923

trained ABCD model to decompose comparison-924

type questions.925

D ChatGPT on Multi-hop QA926

We also evaluated the performance of ChatGPT927

with and without QD on 1000 samples of dev dis-928

tractor settings. Figure 5 shows the used with QD929

and without QD prompt settings. We selected the930

1-shot setting in which ChatGPT is given one ex-931

ample from the training set with two prompts, one932

is reasoning over sub-questions and the other is933

directly reasoning answers. As shown in Table 5,934

ChatGPT with additional sub-question information935

performs better than without sub-questions. Chat- 936

GPT with QD prompting achieves higher answer 937

span extraction on the F1 score (76.28) and EM 938

(56.24). However, both ChatGPT with QD prompt- 939

ing and ChatGPT without QD prompting are still 940

lower than current QA models. 941

13



Original Question Sub-questions Intermediate Answers Answer

Were Scott Derrickson and Ed Wood of
the same nationality?

What was Scott Derrickson’s national-
ity? What was Ed Wood’s nationality?
!

American! Yes!

What government position was held
by the woman who portrayed Corliss
Archer in the film Kiss and Tell?

Who portrayed Corliss Archer in Kiss
and Tell? What position was held by
Shirley Temple? !

Shirley Temple! Chief of Proto-
col!

The director of the romantic comedy B̈ig
Stone Gapïs based in what New York
City neighborhood?

Who is the director of the romantic com-
edy Big Stone Gap? In what New York
City neighborhood is Adriana Trigiani
based? !

Adriana Trigiani! Greenwich Vil-
lage!

Are Random House Tower and 888 7th
Avenue both used for real estate?

The Random House Tower used as real
estate? What is 888 7th Avenue used
also for? %

Used% No%

What is the name of the executive pro-
ducer of the film that has a score com-
posed by Jerry Goldsmith?

What is the name of the film of which
Jerry Goldsmith composed the score?
Which co-writer of Alien was also an
executive producer? !

Alien! Francis Ford
Coppola%

Alvaro Mexia had a diplomatic mission
with which tribe of indigenous people?

Who was given a diplomatic mission to
the native populations living south of St.
Augustine and in the Cape Canaveral
area? What is the name of the indige-
nous tribe of Florida? %

Alvaro Mexia% Indigenous peo-
ples of Florida
%

Table 8: Examples of 3 correct samples and 3 incorrect samples from dev set of HotpotQA

Figure 5: Prompting examples of different settings.
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