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Abstract

The transformer neural network architecture allows for autoregressive sequence-to-
sequence modeling through the use of attention layers. It was originally created
with the application of machine translation but has revolutionized natural language
processing. Recently, transformers have also been applied across a wide variety of
pattern recognition tasks, particularly in computer vision. In this literature review,
we describe major advances in computer vision utilizing transformers. We then
focus specifically on Multi-Object Tracking (MOT) and discuss how transformers
are increasingly becoming competitive in state-of-the-art MOT works, yet still lag
behind traditional deep learning methods.

1 Introduction

A vital part of explainable video understanding is being able to detect and track objects in a video.
This yields the problem of object tracking. With the recent rise of the transformer architecture in
deep learning, one may posit: how can the transformer architecture be leveraged to design effective
object-tracking methods?

In this literature review, we describe the progression of the transformer idea from language, through
computer vision and into multi-object tracking. We begin introducing transformers in Section 2. We
further discuss how they progressed into the field of computer vision, specifically object detection
in Section 3. Finally in Section 4, we delve into the problem of multi-object tracking. In particular,
we highlight how the same concepts that evolved from language transformers to vision transformers
are being applied in multi-object tracking methods. Despite this evolution of tranformers and self-
attention, the best, highest performing, object tracking methods do not use transformers, indicating
they may not be the best tool for multi-object tracking.

2 Introduction to Transformers

2.1 B.T.: Before Transformers

Sequence to sequence modeling is the problem in which one sequence of inputs needs to be translated
to a sequence of outputs. A common example of this is in machine translation, i.e. translating from
one language to another. For many years, recurrent neural networks (RNNs) performed the best for
these types of tasks. RNNs are uniquely able to input and output sequences of varying length by
sharing parameters through time, i.e. an output depends on the previous time step’s output as well.
This method is able to perform time series prediction through updating and using hidden states [18].
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The main issue with RNNs was that back-propagating the gradient through numerous time steps led
to diminishing gradient values that negligibly contributed to gradient update steps, making the model
difficult to train. Since the error vanishes through time this problem was termed vanishing gradients
[21]. Many iterations of research worked on this issue and improved on the problem. Long short
term memory (LSTM) introduced a set of learned gates to input or reset the hidden states and showed
to capture long term dependencies better [22] and Gated Recurrent Units (GRUs) performed on par
with LSTMs using significantly less gates and memory [10].

For many decades these RNN based auto-regressive models performed state of the art (SOTA) until
Vaswani et al. 2017 [43] introduced transformers. A transformer applies the concept of attention
in a novel fashion to a input of sequence. Compared to traditional RNNs, the attention mechanism
essentially avoids the vanishing gradient problem by decreasing the path length between long range
dependencies. Furthermore, compared to RNNs, the computational complexity per layer is less and
overall more parallelizable. Specifically, a self attention layer is faster than a recurrent network layer
when the sequence length n is less than than the representation’s dimensionality r, which is often the
case. Table 1, modified from [43] furthers shows this comparison.

2.2 Explanation of Transformers

Figure 1: Transformer Architecture Image
taken from original CLIP paper, please refer
to [43] for more details.

A transformer functions through an encoder decoder ar-
chitecture. The encoder reads an input sequence simulta-
neously and creates an intermediate representation. The
decoder repeatedly uses that intermediate interpretation as
well as the previous outputs of the sequence to produce the
next output. The encoder decoder transformer architecture
is shown in Fig. 1.

Within the encoder there are self attention modules which
compute weighted dot products of each input with each
other one. Each input is projected into keys, values, and
queries and the values of each input is re-weighted by
the soft-max scores of the corresponding query combined
with each of the keys. Keys and queries are combined
through dot products, but can also be combine through
other similarity metrics [43]. Intuitively, the queries and
keys give a higher score where the value needs to pay
more attention to. In terms of machine translation, when
understanding the meaning of sentence every word does
not always provide information to every other word, but
some words at arbitrary distances within the sentence will
provide more useful meaning.

Self attention layers treat inputs as an ordered set, i.e. they
are permutation equivariant. This helps model long range
dependencies in a parallelizable fashion since repeated dot
products are repeated matrix multiplications. However,

in many contexts the position of the input in a sequence does matter, so a positional encoding is
appended or somehow included in each input vector. Positional encoding can be a fixed function of
the input’s index in a sequence or a learned function [19].

2.3 Revolutionary Impacts of Transformers in Language

Transformers had the largest and most immediate impact in natural language processing (NLP).
Before transformers, NLP was dominated by classical methods such as hidden Markov models,
conditional random fields, Naive Bayes, and deep learning methods such as RNNs, LSTMs, etc. [25],
and now almost every highly used language model is based off of transformers.

Generative Pre-trained Transformer (GPT) uses the transformer decoder in a autoregressive fashion
to develop a robust representation of text that can be used for many NLP tasks[37]. Bidirectional
Encoder Representations from Transformers (BERT) similarly learns a representation of natural
language, however uses the transformer encoder to encode a sequence of text all at once using context
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Figure 2: ViT Overview ViT splits an image into fixed sizes, embeds each chunk, adds positional encoding and
feeds them through a standard transformer. Figure from [15]

on both sides of the text [14]. Both GPT and BERT follow a pretraining paradigm, where massive
models are pretrained in a self-supervised fashion online to create a natural language understanding
that can be quickly fine tuned to down stream tasks.

3 Transformers in Computer Vision

Deep learning has arguably dominated computer vision ever since the ImageNet moment in 2015,
when intelligent AI models were able to beat standard human recognition ability on image classi-
fication. Fueled by increasingly massive datasets, e.g. CIFAR [27], Imagenet [13], COCO [29],
and massive improvements in GPU computation power, computers are able to more accurately
and robustly perform vision tasks. Although transformers were originally designed for language
translation and NLP tasks, they have now been adopted for vision tasks and are used as a backbone in
many models.

3.1 Vision Transformer

Vision Transformer (ViT) is one of the first and widely used computer vision model that applies
transformers successfully [15]. Notably, they are the first work to create a purely transformer based
architecture that does not use any convolution layers. Their methodology shown in Fig. 2 casts image
classification to a sequence-to-sequence problem, by dividing an image into subsquares and treating
each as an input token in the sequence. To perform classification they embed an extra token and run
its corresponding output through a multi-layer perception (MLP) to determine the class label for the
image.

Dosovitskiy et al. [15] discover that large ViT models performance scales with dataset size more
rapidly then resnets. Training a large resenet model on a small dataset performs better than training
a large ViT model on a small dataset, however training a large resenet model on a large dataset
performs worse than training a large ViT model on a large dataset. This implies that ViT model can
capture image representations better across large amounts of data. In addition, ViT models are more
computationally parallelizable and thus require fewer computation resources to train.

ViT’s higher representational power and lower computational consumption lends itself to be a strong
candidate for large scale visual pretraining tasks. Foundation models is a new term for general
multi-modal AI models trained on massive amounts of data in a self-supervised way which aim to
obtain a general understanding of the data [6]. Some examples of foundation models include Florence
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Figure 3: ViT Performance in CLIP CLIP trained with a ViT performance best compared to other state of the
art models. Image taken from original CLIP paper, please refer to [36] for more details.

[50], Dall-E [38], CLIP[36], and ALIGN [24], notably all include a transformer and some even use
ViT directly.

Contrastive Language and Image Pretraing (CLIP) [36] uses a technique that utilizes an encoder
architecture on both images and text to learn their correlations. They use a massive amount of data
( 400 million image-caption pairs) pulled from online and train in a self-supervised fashion called
contrastive learning. CLIP beats baseline ResNet50 models in 16 different zero shot learning tasks.
As shown in Fig. 3, CLIP trained with ViT encoders consistently outperforms CLIP trained with
ResNet and other convolution based based transfer learning models such as EfficientNet [41] or Big
Transfer (BiT) [26].

3.2 DETR

The aforementioned advances in computer vision include classification and visual image pretraining,
however these tasks involve broadly understanding visual representations. Transformers have also
proven to effectively perform fine-grained computer vision tasks such as object detection and segmen-
tation. Carion et al. [8] introduce a new framework called the Detection Transformer (DETR) that
views object detection as a set prediction problem. DETR uses a CNN backbone to extract image
features, and uses each feature as a token to a standard transformer encoder decoder architecture to
produce bounding boxes as illustrated in Fig. 4. One main difference is during the decoder phase,
instead of passing decoder outputs back as inputs autoregressively, the decoder learns n object queries
to predict n output bounding boxes in parallel through back-propagation through the decoder’s cross
attention modules.

Surprisingly, DETR did not become well known for its pure performance. In fact, it performs worse
on detecting small objects and takes a very long time to train. Nonetheless, it is a simple architecture
and it is extensible and relatively interpretable. Compared to other legacy SOTA object detection
frameworks, such as Faster R-CNN, DETR does not need a region proposal network (RPN), non
maximum suppression and region of interest alignment or any other hand designed components in
a detection system. Some works such as YOLO [39] and SSD [30] claim to save hand designed
additional components (e.g. RPN) for object detection through end-to-end neural network systems,
however these works still rely on multiple implicit steps such as bounding box regression and
IOU maximum suppression which DETR avoids altogether. Furthermore, through visualizing the
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Figure 4: DETR Architecture First features are extracted using a CNN backbone, and positional encodings are
concatenated to the features. Then features are fed into the encoder and used in the decoded along with learned
object queries. Finally, the output s from the decoder are passed through a shared feedforward network that
predicts either a detection (class and bounding box) or no detection (through the "no object" class). Image taken
from original DETR paper, please refer to [8] for more details.

(a) DETR Attention Visualization The visual-
ization of the attention scores of the DETR model
on the image show that the when determining
bounding boxes the model is focusing on the ex-
tremities of objects. Image taken from original
DETR paper, please refer to [8] for more details.

(b) Deformable DETR The graph shows the 10x train-
ing speedup of Deformable DETR. Image modified from
original Deformable DETR paper, please refer to [56]
for more details.

Figure 5: The left shows visualizations of detection using attention presented in DETR [8]. The right shows the
speedup of deformable DETR from [56].

transformer attention of the network DETR provides a new interpretable perspective compared to
these convolution-based architectures (Fig. 5a).

Many works have built upon DETR, one of the most important such extensions is Deformable DETR
[56]. Deformable DETR has shown a 10x significant speedup in training time for similar performance
metrics and is thus more widely used in practice . Intuitively, Deformable DETR uses deformable
attention layers to learn which neighbors to attend to, thus requiring less inputs to be passed into the
transformer over time. The significant speedup is shown in Fig. 5b.

In this section we covered a few of the many impressive works using transformers to outperform
existing computer vision tasks. Transformers in computer vision is still a very active research field
and is still being adapted in novel ways to different tasks. In the next section we describe the impact
transformers are having for one of these tasks, called Multi Object Tracking.

4 Multi Object Tracking

4.1 Problem description

Visual Object Tracking (VOT) and Multi Object Tracking (MOT) are an extension of object detection
to videos. Visual object tracking is a simpler problem where a detection in the first frame is given
as input and the network has to provide a bounding box for that object in subsequent frames. Multi
object tracking is a more challenging, yet realistic, extension where the goal is to provide a bounding
box, classification label and instance track id for each object in each frame of a video[44]. However,
it is not as simple as performing frame-by-frame detections since providing a track ID involves
determining which objects are the same across frames. This introduces numerous challenges, and 3
of the main challenges are outlined below [48]:
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Figure 6: Fragmentation and IDS in MOT The figure shows various cases for fragmentions and ID switches.
Image taken from original MOT16, please refer to [35] for more details.

1. Track creation: During a video a new object can appear in the frames that has not been seen
in previous frames. A model must be able to detect it as a new object and create a new track
ID, instead of mislabeling it as a previously identified object. This is sometimes referred to
as track birth.

2. Track termination: Objects may leave the frame in the middle of a video and the model must
be able to recognize this and terminate that track ID. This is sometimes referred to as track
death.

3. Reidentification (ReID): Objects in videos often get occluded. For example a truck could
come in front of a human or a ball could leave the frame bounce and come back. Being able
to re-identify an object involves being able to terminate its track ID and revive the same
track id when the object returns in the frame instead of creating a new instance label for it.

Other challenges include tracking through occlusions, background clutter and pose changes. Thus,
most frameworks perform MOT in 2 high level steps. First, they perform object detection on images
and then they associate each of those detections with track IDs across consecutive frames. The
detections are canonically performed with pretrained SOTA object detectors, and the associations
often use some sort of motion or appearance model.

There are many different applications of MOT such as tracking pedestrians or vehicles for autonomous
driving, players on a court for sports analysis, groups of animals in the wilderness for biodiversity
studies, etc [33]. As a result, there are many different datasets corresponding to each unique
application.

The most widely used datasets are the MOT challenge datasets, namely MOT16 [35] and it’s following
iterations (MOT17 and MOT20 [12]). These datasets are mostly surveillance camera footage meant
for tracking humans. The authors of the data sets do label cars, bicycles and motorcycles, but only
use them as occlusions when calculating the precision and recall of human tracks.

Another major category of datasets include object tracking for autonomous driving such as Berkely
Deep Drive (BDD) [49], and Karlsruhe Institute of Technology and Toyota Technological Institute
(KITTI) [20]. Recent works also introduce multi-purpose dataset sets, specifically Track Any Object
(TAO) [11] has a long-tailed distribution of object classes where some objects appear less frequently
than others, and TAO-Open World [31] contains novel objects and claims this is more real-world as
any model will inevitably run into objects it has never seen before.

There are numerous MOT metrics because measuring tracking is a difficult objective. Perhaps the
most widely used metric is the multi-object tracking accuracy (MOTA) which corresponds to how
well the object can be tracked overall [35]. It combines three error sources: false positives, missed
targets and identity switches (IDS). IDS is the number of times an object with a correct track ID
switches to an incorrect track ID in the middle of the video. This is correlated with a with another
metric called fragmentations (frag) where an object with an existing track ID appears in the image
but goes unlabeled by the model or an object with an existing track ID is labeled in an image but
the object left the image or is completely occluded (Fig. 6). An IDF1 score is the ratio of correctly
identified detections over the average number of ground truth and computed detections. Higher order
tracking metric (HOTA) is another recent yet widely used metric that attempts to balance the different
aspects of MOT better than MOTA, such as accurate detection, association and localization [32].

4.2 Tracking without Transformers

Before transformers one of the main MOT methods was Simple Online and Realtime Tracking
(SORT) [5]. This was the first method to perform tracking fast enough to be considered realtime.
As opposed to previous works that attempted to be robust for all edge cases SORT relies on simple
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Figure 7: Siamese Network Concept The figure shows simple explanation of the concept behind a Siamese
Network. The detection z from image x is passed through a different branch then the rest of the image and the
branches output a filter which is convolved as a template with the original images feature map. Now x can be
updated to be the next image in the frame while z remains to determine where that object track ID appears in the
next image. Image taken from original SiamFC, please refer to [4] for more details.

and reliable frame to frame associations. They purposefully ignore ReID since trying to account
for it includes unnecessary complexity and precludes real time tracking. Instead they use classical
tracking algorithms, such as Kalman filters for state estimate of each of the object IDs and the
Hungarian algorithm for data association, with learned object detection models. An extension of
SORT, DeepSORT [2] uses object appearances as well to improve ReID of a person on the MOT17
dataset. They also train a CNN to discriminate pedestrians offline, and apply it during the association
step to decrease the IDS metric.

Around the same time as SORT, another common tracking method was through siamese networks
such as SiamFC [4]. Siamese networks include 2 branches, one that learns the canonical object
detection used for tracking and another that learns to associate objects through frames. The goal
is to learn convolutional features of an object in one detection that can be used as a template or
convolutional filter itself in the other branch. SiamFC refers to this second branch as similarity
learning, where they try to learn a network that can tell if two objects are similar and gives it a higher
score if so. The detections in the first branch essentially serve as "exemplar images" for the second
branch to predict where that exact object was, by applying the learned filter or template for that object
to all parts of the image (like a regular convolution) (Fig. 7).

SiamRPN [28] uses a similar idea of having one detection as a template for other objects on that track
by computing the correlation between the template and the detections in the following images. This
formulates the tracking problem as a one shot detection problem: use the template branch to predict
weights for kernels in the RPN of an object detector and regress accordingly on those results. During
inference, only the first frame runs through both branches then the template branch is turned off and
the weights outputted from it are used in the RPN for the rest of the images detectors to perform
tracking.

A work called Joint Detection and Embedding (JDE) [46] noticed that previous tracking works have
two stages, one was outputting bounding boxes and features and the second is passing those detections
through a separate ReID network to correlate "appearance features" to label track IDs. JDE creates
an end to end network to determine both object detections and object appearance embeddings at
once. They test on MOT16 and don’t out perform SOTA methods on the MOTA metric at their time,
however, they get really close and perform 3x faster, at 24 FPS "near real-time."

Traktor [3] takes advantage of object detection RPN and bounding box regression methods to do
tracking. They predict the object ID in the next frame by regressing previous bounding boxes on
the current frame’s features maps to predict track IDs. They further provide an extension of their
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mode, Traktor++ which adds a ReID siamese network and motion model to perform association
better. Traktor++ work achieved SOTA results on MOT15,16, and 17 at that time (2019).

CenterTrack [53] is based off of a novel detection framework that detects objects as points
(CenterNet[54]). Tracking objects as points simplifies tracking conditioned detection as many
objects can be represented as heatmaps of points. This condensed representation allows the next
frame’s detector to be condition on multiple previous frames, which works well especially for low
frame rate sequences where boxes between frames might not overlap, compared to detectors like
Traktor [3] which relies on the overlap in the RPN to link detections into tracks. This is one of the
first tracking works that trains on static images with aggressive data augmentation, i.e. they crop and
shift detections to mimic motion and expand their training dataset.

[42] extends on Centertrack[53], specifically focusing on tracking through occlusions. Working off
of KITTI, they claim to track pedestrians that are fully occluded by a vehicle. They do such by
augmenting a recurrent memory module RNN to reason about object location and identity. Their
custom synthetic ParallelDomain dataset they train on has groundtruth labels behind complete
occlusions which warrants their success on KITTI.

AOA [16] is the first place winner in the TAO challenge. They argue that MOT trackers often learn
both appearance and movement models but object movement is too unpredictable. They create a
model that tracks objects based only on appearance. This aligns with their success in the Track Any
Object Dataset because a ball or bird moves very differently from a car or person and predicting a
general motion model for any object may lead to more errors than benefits. They use an ensemble of
detection and ReID networks to output multiple tracks which are then averaged or merged together.

Recently, a few more improved SORT methods have arisen. StrongSORT [17] improves DeepSORT
with an appearance-free link to use only spatio-temporal information to predict whether tracklets
(snippets of tracks across multiple frames) belong to the same ID or not. They also use guassian
smoothed interpolation as opposed to linear interpolations for missing detections. OC-SORT [7],
claims most models assume simple and linear motion, but instead if you have a more robust motion
model you can perform well without an appearance model through occlusions and nonlinear motions.
This especially performed well on the DanceTrack dataset where performers had similar costumes
and appearances.

ByteTrack [52] is a more recent SOTA method that attempts to revive dropped or fragmented tracks.
Their intuition follows that when an object is occluded or blurred through motion its bounding
box prediction is going to be less confident, yet the detection should not be discarded. Instead
ByteTrack performs two rounds of associations, where it firsts associates track IDs to objects with
high confidence detection results, and then associates the remaining track IDs to low confidence
detections. As per its original motivation, ByteTrack achieved SOTA IDF1 and IDS scores when it
came out.

4.3 Tracking with Transformers

Soft data association (SoDA) [23] uses attention to encode spatio-temporal dependencies and better
track through occlusions, as shown by their low IDS score on the MOT17 dataset. To our knowledge,
TransTrack (2020) [40] is the first work to successfully apply the transformer model to tracking.
They apply object features from a previous frame as a query for the current frame and introduce
the concept of track queries that are inputs to a decoder representing existing tracks. They still use
the concept of object queries from DETR in a second decoder. The network essentially associates
the track queries with detected objects from the object queries. The complete architecture is shown
in Fig. 8. Similar to TransTrack, Trackformer[34] extends DETR almost directly using object and
Track queries. Trackformer only has one decoder which does the heavy lifting part of the tracking,
including the birth and death of tracks. Multiple-Object Tracking with Transformers (MOTR) [51],
extends Trackformer with a Query Interaction Module which interacts with the decoder and more
precisely handles the birth and death of track queries.

TransMOT [9] points to issues in the TransTrack [40] line of work being that these works do
not account for the spatial temporal structure of the object, and they require lots of computation.
TransMOT represents detections in a frame as a graph and then use a transformer made from graph
neural networks to create tracks.
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Figure 9: Global Tracking Transformer Image taken from original GTR paper, please refer to [55] for more
details.

Transcenter [47] argues existing tracking with transformers works are un-optimal given that their
initial learned object and track queries are initialized by noise. They train a query learning network
to get image-related dense prediction queries and sparse tracking queries and use those to perform
tracking better.

Figure 8: TransTrack Architecture Image
taken from original TransTrack paper, please
refer to [40] for more details.

Global Tracking Transformers (GTR) [55] provides a
novel approach by using transformers only for tracking, in-
stead of joint detection and tracking. They perform object
detection first and send each of the detection crops across
a temporal window of frames into a transformer. Using
learned trajectory-queries, similar to track-queries in previ-
ous works, the transformer outputs a vector for each query
scoring how well each input detection belongs to the cor-
responding query’s trackID (Fig. 9). This architecture is
simple and lightweight and gains a lot of information from
using a temporal window as opposed to simply the past 1
or 2 frames, however, it does not perform state of the art.

4.4 State of the Art Tracking

Although transformers have performed extremely well on
many tasks, whether they will outperform existing meth-
ods in object tracking is still uncertain. Papers with Code
is a website that ranks existing works faster than they
can be published for ongoing research tasks. Observing
the MOT17 benchmark on Papers with Code 1, the most
widely used MOT benchmark, we see the top two per-
formers are BoT-SORT [1], and SMILEtrack [45]. BoT-
SORT combines motion, appearance, camera-motion and
Kalman filters to improve upon ByteTrack and the original
SORT algorithm. SMLE uses a similarity learning module

motivated from Siamese networks to correlate objects to tracks. Ironically, the top SOTA models
today are not one of the many transformer-related tracking papers but instead are using the first 2
foundational MOT frameworks we discussed above from about 7 years ago, SORT[5] and SiamFC[4].

5 Conclusion

We have presented an extensive review of transformers in computer vision. We discuss the background
of transformers and how they have impacted NLP. We further describe how they made their way

1https://paperswithcode.com/sota/multi-object-tracking-on-mot17
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into computer vision and are having a tranformative impact on SOTA pretraining models and object
detection. Finally, we dive into the field of Multi-Object Tracking and show how transformers are
playing a role there. Although, transformers have performed well in MOT occasionally, current SOTA
does not use transformers and the field is highly active.
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