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ABSTRACT

Large Vision Transformers (ViTs) must often be compressed before they can be
deployed on resource-constrained edge devices. However, many edge devices
require only part of the all-classes knowledge of a pre-trained ViT in their corre-
sponding application scenarios. This is overlooked by existing compression meth-
ods. Lightweight models produced by these methods retain a substantial amount
of class-irrelevant knowledge and suffer suboptimal performance on target classes.
To address this, we analyze the knowledge distribution of ViT and reveal a knowl-
edge disentanglement within it: neurons in the feed-forward network (FFN) mod-
ules encode class-specific knowledge, while the multi-head attention (MHA) mod-
ules capture class-agnostic patterns. Building on this insight, we introduce Vulcan,
a pruning-oriented post-training method for deriving compact class-specific mod-
els from a pre-trained ViT under given resource budgets. Vulcan follows a novel
train-then-prune paradigm, which introduces redundancy into ViTs deliberately
by collapsing FFN neurons onto those with the highest class-specific activations
and by enforcing low-rankness in MHA weights. This design mitigates the irre-
versible knowledge loss of direct pruning, so that the post-trained model can be
compressed into a compact one with negligible performance loss. Notably, the
derived edge ViTs not only achieve significant reductions in size and computation
but also even surpass the original ViTs in performance on specific classes. Com-
prehensive experiments with five base ViTs covering three representative visual
tasks on four datasets demonstrate that Vulcan-derived ViTs outperform the base
ViTs on class-specific tasks by up to 15.12% in accuracy, with only 20%–40%
of their sizes. Compared with state-of-the-art structured pruning methods, Vulcan
improves class-specific accuracy by up to 13.92%. Code is available at Vulcan.

1 INTRODUCTION

Vision Transformers (ViTs) have achieved remarkable success in diverse visual tasks, including
image recognition (Lu et al., 2025; Fixelle, 2025), object detection (Singh, 2023; Wang et al., 2025a),
and instance segmentation (Yang et al., 2022; Ravi et al., 2025). Recent advances largely come
from scaling up ViTs, which enhances their representation and generalization ability (Wang et al.,
2024; 2025b; Han et al., 2025). While such scaling trends have pushed performance boundaries on
various benchmarks, they inevitably result in ViTs that are computationally expensive and memory-
intensive (Papa et al., 2024; Saha & Xu, 2025). As a result, these oversized ViTs are typically
deployed on cloud servers with sufficient computing resources (Jiang et al., 2025).

As illustrated in Figure 1, cloud deployment often fails to guarantee real-time performance, security,
and reliability, while edge deployment can address these issues via local inference (Wen et al.,
2023; Liao et al., 2024; Ding et al., 2024; Bonazzi et al., 2025). This highlights the urgent need to
unlock the potential of ViTs on edge devices such as drones and autonomous vehicles through model
compression (Tuli & Jha, 2023; Ye et al., 2024). However, existing compression methods ignore
the fact that edge ViTs, i.e., ViTs deployed on edge devices, typically require only class-specific
knowledge in their own application scenarios, rather than the all-classes knowledge embedded in
large-scale pre-trained ViTs (Yao & Abdelzaher, 2023; Zhuang et al., 2024). For example, an in-
vehicle sensor tasked with recognizing traffic-related classes such as vehicles, street signs, and traffic
lights does not require knowledge about flowers or insects. The presence of irrelevant knowledge
distracts a model from focusing on target classes, leading to suboptimal performance. This raises

1

https://anonymous.4open.science/r/Vulcan-4CEB


054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2026

Cloud Deployment Edge Deployment

Birds

Base ViT All-Classes Knowledge

Insects

Flowers Vehicles

Insects

Class-Specific Edge ViTs

Vehicles

Base ViT
Birds

Flowers

Model
Derivation

Data
Processing

1) High latency

2) Privacy leakage

3) Poor reliability

Model Distribution···

Figure 1: Comparison between cloud and edge ViTs deployment. 1) Cloud Deployment: users
access models via cloud APIs, suffering from high latency, privacy risks, and poor reliability due
to communication and network dependence. 2) Edge Deployment: local inference reduces latency,
preserves privacy, and improves reliability. Class-specific models are provided for users.

a key question: how to derive compact class-specific edge ViTs from a general-purpose pre-trained
base ViT for lightweight deployment?

To address this question, we adopt structured pruning (Cheng et al., 2024), an edge-friendly tech-
nique (§2), for lightweight deployment. However, existing pruning methods (Zhang et al., 2024;
Sun et al., 2025) lack pruning strategies tailored to class specificity. Simply replacing calibration
datasets with class-specific data during pruning and retraining is insufficient, as it results in models
that still fail to focus on target classes. Moreover, these methods follow the conventional prune-then-
train paradigm, which often incurs irreversible knowledge loss, particularly at high pruning rates,
since pruned weights may be unimportant but not dispensable. More fundamentally, achieving class-
specific model derivation requires an understanding of how class-specific knowledge is distributed
across ViT modules—a question that remains largely unresolved, as existing interpretability studies
offer only limited insights (Choi et al., 2024; Li et al., 2025).

We investigated the knowledge distribution within ViTs (Geva et al., 2021; Dai et al., 2022) and
found a disentangled distribution: FFNs primarily encode interpretable class-specific knowledge,
while MHAs capture class-agnostic patterns. Building on this insight, this paper presents Vulcan, a
pruning-oriented post-training method that can derive compact class-specific ViTs from a pre-trained
ViT. Unlike conventional pruning methods, Vulcan follows a novel train-then-prune paradigm that
ensures near-lossless pruning after post-training and minimizes knowledge loss during model com-
pression. Specifically, Vulcan employs class-centric neuron collapse to aggregate FFN neurons
onto those with the highest activations, deliberately introducing redundancy while enabling class-
relevant neurons to dominate feature extraction. Meanwhile, Vulcan applies truncated nuclear-norm
regularization to enhance the low-rankness of projection matrices in MHA, enabling near-lossless
pruning via singular value decomposition (SVD). Given a specified resource budget (e.g., #Param,
GFLOPs), Vulcan integrates these two strategies under an augmented Lagrangian framework (Birgin
& Martı́nez, 2014) to derive edge ViTs. We summarize the key contributions of Vulcan as follows:

• We provide fundamental insights into the internal knowledge distribution of ViTs, revealing a
knowledge disentanglement where FFN modules encode class-specific knowledge while MHA
modules capture class-agnostic patterns.

• To the best of our knowledge, Vulcan is the first technique for deriving compact class-specific
ViTs. As a pruning-oriented post-training method, it is also the first to introduce the novel train-
then-prune compression paradigm, which minimizes knowledge loss during pruning.

• Extensive experiments with five base ViTs covering three typical visual tasks and four bench-
marks demonstrate that Vulcan-derived edge ViTs achieve significant reductions in model size
while outperforming both the base ViTs and models derived by state-of-the-art structured prun-
ing methods in class-specific performance.
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Figure 2: Overview of Vulcan. 1) Class-Centric Neuron Collapse (CCNC): neurons in FFN modules
are clustered, and all neurons within a cluster collapse into the one with the highest activation for
the target classes. 2) Truncated Nuclear Norm Regularization (TNNR): low-rank structures are
introduced into matrices in MHA modules to support near-lossless SVD-based compression.

2 BACKGROUND AND RELATED WORK

Edge Model Deployment. Recently, a series of increasingly large ViTs have been developed (Zhai
et al., 2022; Dehghani et al., 2023; Wang et al., 2024), contrasting with the growing demand for
deploying models on edge devices for real-time responsiveness, privacy preservation, and reliable
service. To address this, several edge-friendly architectures have been proposed, such as Mobile-
ViT (Mehta & Rastegari, 2022), EfficientViT (Liu et al., 2023), and Flatten Transformer (Han et al.,
2023). While effective, these approaches rely on manual architecture design and require training
from scratch. Moreover, such specialized architectures do not naturally scale with the rapid advances
of large ViTs, limiting their ability to deliver increasingly powerful models for edge deployment. In
contrast, Vulcan focuses on deriving compact ViTs from a pre-trained base ViT, allowing edge ViTs
to inherit knowledge from the base ViT and enabling efficient model development.

Model Compression. Various compression methods enable edge deployment of ViTs, including
quantization (Choi & Kim, 2025; Zhong et al., 2025), knowledge distillation (Yang et al., 2024b;
Cao et al., 2025), as well as structured (Zhang et al., 2024; Sun et al., 2025) and unstructured prun-
ing (Chen et al., 2021; Liao et al., 2023). However, not all are edge-friendly (Appendix A). Quan-
tization and unstructured pruning typically rely on specialized infrastructure for acceleration, which
limits their applicability on diverse edge devices (Yang et al., 2024a; Cheng et al., 2024). Knowledge
distillation transfers knowledge only from the feature space, incurring substantial training cost (He
et al., 2025). In contrast, structured pruning extracts knowledge from the parameter space and yields
regularly shaped models that can be deployed across diverse edge devices, which serves as the
foundation of Vulcan. Different from the conventional prune-then-train paradigm, Vulcan follows a
train-then-prune paradigm that avoids irreversible knowledge loss caused by direct weight removal
and achieves near-lossless pruning. It is worth noting that Vulcan is orthogonal to other compression
techniques and can be seamlessly combined with them for even lighter deployment (Appendix J.8).

Interpretability of ViTs. Extensive research has investigated the interpretability of ViTs from dif-
ferent perspectives, such as attention visualization (Chefer et al., 2021; Choi et al., 2024), decision
pathways (Komorowski et al., 2023; Brinkmann et al., 2024), and robustness to perturbations (Fu
et al., 2022; Hu et al., 2024). However, the distribution of class-specific knowledge across different
modules of ViTs remains largely unexplored. This missing insight is particularly critical for sup-
porting class-specific model derivation, which is essential to meet the customized requirements of
edge users. In this paper, we shed light on this issue by providing an analysis of how class-specific
and class-agnostic knowledge are structurally disentangled within ViTs (§3.2-§3.3).
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1

Figure 3: Top-25 activated images for random FFN neurons in DeiT-Base. (a)-(f) correspond to pat-
terns of cold color tones, vertical stripes, monotone backgrounds, grid textures, stacked objects, and
snakes, illustrating the strong interpretability of FFN neurons. See Appendix B for more examples.

3 VULCAN: CLASS-SPECIFIC MODEL DERIVATION

This section introduces Vulcan, a pruning-oriented post-training method for class-specific model
derivation. We begin with notations and preliminaries (§3.1), then detail two key components: class-
centric neuron collapse for FFNs (§3.2) and truncated nuclear norm regularization for MHAs (§3.3).
Finally, we introduce the post-training procedure and the pruning strategy for constructing compact
models from the post-trained base ViT (§3.4). An overview of Vulcan is illustrated in Figure 2.

3.1 NOTATIONS AND PRELIMINARIES

Vision Transformer. A ViT (Dosovitskiy, 2021) consists of a stack of Transformer blocks, each
containing an MHA and FFN module. Given a patch token sequence X ∈ RN×d with N tokens and
embedding dimension d, each MHA head computes and aggregates contextualized representations:

MHA(l)(X) =

Hl∑
h=1

Attn(l,h)(X) =

Hl∑
h=1

softmax
(XW

(l,h)
Q

⊤
W

(l,h)
K X⊤

√
ql

)
XW

(l,h)
V

⊤
W

(l,h)
O

⊤
(1)

where W (l,h)
Q|K ∈ Rql×d, W (l,h)

V ∈ Rvl×d and W (l,h)
O ∈ Rd×vl are the query, key, value, and out-

put projection matrices for the h-th head in the l-th block. For simplicity, bias terms are omitted.
Following MHA, the FFN module applies a two-layer multi-layer perceptron:

FFN(l)(X) = σ(XW
(l)
1

⊤
)W

(l)
2

⊤
=

el∑
i=1

σ(XW
(l)
1 [i])⊗W

(l)
2

⊤
[i] =

el∑
i=1

σ(Xn
(l,i)
1 )⊗ n

(l,i)
2 (2)

where W (l)
1 ∈ Rel×d and W (l)

2 ∈ Rd×el are the FFN projection matrices in l-th block, σ(·) is a
nonlinear activation (e.g., GELU), n(l,i)

1|2 ∈ Rd is the i-th neuron in W (l)
1|2, and⊗ is the outer product.

Sub-Task. LetMB be the pre-trained base ViT trained onDY for classes Y = y1, . . . , y|Y|. Vulcan
aims to derive a compact class-specific edge ViTME fromMB , specialized for a subset S ⊆ Y .
We refer to S as a sub-task ofMB , and denote its corresponding dataset by DS .

3.2 CLASS-CENTRIC NEURON COLLAPSE FOR FFNS

Insight. As shown in Eq. (2), an FFN computes via weighted aggregation, where the activation of
each neuron n(l,i)

1 serves as weights and n(l,i)
2 as values. Thus, activation magnitudes decisively de-

termine neuron contributions to FFN outputs. Inspired by the concept of “knowledge neurons” (Geva
et al., 2021; Dai et al., 2022), we conduct an activation-driven analysis on DeiT-Base (Touvron et al.,
2021). Specifically, for each neuron n(l,i)

1 , we sum its activations over all patch tokens for each image
in the ImageNet-1K validation set (Russakovsky et al., 2015), and visualize the top-25 images with
the highest activations to inspect what kind of knowledge is encoded in the neuron. Figure 3 shows
that these neurons exhibit remarkably strong human-recognized interpretability, with knowledge be-
coming more semantic in deeper blocks. For example, shallow neurons capture simple patterns such
as color tones, textures, or backgrounds, while deeper neurons specialize in semantic concepts such
as specific classes like snakes. This suggests that FFN modules serve as reservoirs of class-specific
knowledge, since different classes can be distinguished by shallow and semantic patterns.

Class-Centric Neuron Collapse (CCNC). Building on this insight, we propose CCNC to introduce
redundancy into the FFN intermediate dimension (e) for pruning. Given a sub-task S, Vulcan useDS
to compute the activations a(l,i) =

∑
i σ(X[i] · n(l,i)

1 ). Higher activation implies stronger relevance
of n(l,i)

1 to target classes in S. To guide the model to focus on class-specific knowledge, Vulcan
performs k-means clustering on n(l,i)

1 in each block based on their weights, and collapses all neurons

4
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Figure 4: Comparison of accuracy between
SVD-based and score-based pruning for DeiT-
Base on ImageNet-1K. Tj/N (R) represents sub-
task Tj (|Tj|=N ) with pruning rate R. SVD out-
performs other methods by a significant margin.
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Figure 5: Effective rank (Erank) distribution of
QK and VO dimensions across different blocks
of DeiT-Base. The QK/VO Erank represents the
sum of the Erank values across all heads in these
two dimensions for each block.

within the same cluster C(l)k into the neuron with the highest activation â(l)k , termed the anchor neuron
n̂(l)
k . As Figure 3 shows that neurons in different blocks specialize in distinct functions, Vulcan

avoids uniform pruning rates across all blocks (Appendix J.2). Instead, it adaptively determines the
number of clusters per block based on activation distribution and overall pruning rate R ∈ (0, 1).
Formally, the number of clusters in the FFN of the l-th block K(l) is calculated as follows:

K(l) =

el∑
i=1

I
(
a(l,i) > Φ

(
A(l), ⌈(

L∑
j=1

ej)×R⌉
))

, A(l) =

L⋃
l=1

{a(l,i)|i = 1, . . . , el} (3)

where Φ(A, k) returns the k-th smallest element in set A. To realize cluster-level collapse, Vulcan
enforces the weights or activations of all neurons within the same cluster to contract toward the
anchor neuron. This is achieved by introducing a collapse regularization term during post-training:

Lcollapse =

L∑
l=1

1

K(l)

K(l)∑
k=1

|C(l)
k |∑

i=1

|ν(l,i)k − ν̂
(l)
k |, ν̂

(l)
k = ν

(l,i∗)
k , i∗ = max

i∈[|C(l)
k |]

a
(l,i)
k (4)

where C(l)k is the k-th cluster in the l-th block, and ν(l,i)k denotes either the weight n(l,i)
k or the

activation a(l,i)k of the i-th neuron in C(l)k , with a unique choice applied in practice. Experiments
show that weight collapse converges faster and performs better than activation collapse (Figure 10).
Through Eq. (4), Vulcan guides the model to focus on class-specific knowledge and enables each
cluster to be represented by a single anchor neuron, which achieves effective compression of the FFN
modules. Appendix C further shows that CCNC can also be applied to other FFN architectures.

3.3 TRUNCATED NUCLEAR NORM REGULARIZATION FOR MHAS

Insight. For MHA, Vulcan prunes the query-key (QK: q) and value-output dimensions (VO: v), en-
forcing identical sizes across heads in each block (Appendix D). As shown in Eq. (1), the QK and VO
dimensions are intermediate dimensions of two matrix multiplications (i.e., W⊤

QWK ,W⊤
V W⊤

O ∈
Rd×d), indicating that they can be pruned through singular value decomposition (SVD). Surpris-
ingly, we observe that this data-free SVD-based method consistently outperforms data-independent
score-based pruning methods (Yu et al., 2018; Chen et al., 2021; Yang et al., 2023), as shown in
Figure 4. It suggests that effective compression of MHA can be achieved even when the sub-task
is unknown. This method-driven analysis indicates that the QK and VO dimensions in MHA store
class-agnostic knowledge. We provide a theoretical explanation for this observation in Appendix E.

Truncated Nuclear Norm Regularization (TNNR). To leverage SVD for near-lossless MHA prun-
ing, we propose TNNR to introduce low-rank structures into W (l,h)

Q and W (l,h)
V , with their low-rank

properties shared by W (l,h)
K and W (l,h)

O , respectively. We use effective rank (Roy & Vetterli, 2007)
to measure the knowledge capacity of each attention head and observe that the knowledge in MHA
is also unevenly distributed across different blocks and dimensions, as shown in Figure 5. Based
on this observation, Vulcan adaptively determines the pruning rate R(l)

QK|V O for the QK and VO
dimensions according to the dimension-level effective ranks and the overall pruning rate R:

R
(l)
QK|V O =

2r
(l)
V O|QK

r
(l)
QK + r

(l)
V O

R(l), R(l) =
L∑L

i=1 1/(r
(i)
QK + r

(i)
V O)

· R

r
(l)
QK + r

(l)
V O

(5)
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r
(l)
QK|V O =

Hl∑
h=1

E(W (l,h)
QK|V O), E(W ) = exp(−

∑
i

pi log pi), pi =
σi∑
j σj

(6)

where W (l,h)
QK = W (l,h)

Q
⊤W (l,h)

K , W (l,h)
V O = W (l,h)

V
⊤W (l,h)

O
⊤, E(W ) is the effective rank of matrix

W and σi is the i-th singular value of W . Then, Vulcan applies truncation to the nuclear norm of
W (l,h)

Q and W (l,h)
V according to Eq. (5) and constructs a regularization term:

Lrank =

L∑
l=1

Hl∑
h=1

 ql∑
i=q′l+1

σ
(l,h,i)
Q +

vl∑
i=v′

l+1

σ
(l,h,i)
V

 , q′l = ⌊ql(1−R
(l)
QK)⌋, v′l = ⌊vl(1−R

(l)
V O)⌋ (7)

where σ(l,h,i)
Q|V is the i-th singular value of W (l,h)

Q|V . With Eq. (7), Vulcan effectively extracts class-
agnostic knowledge from the MHA and supports near-lossless pruning after post-training.

3.4 POST-TRAINING AND PRUNING

Objective. Vulcan post-training aims to focus the model on specific classes while introducing re-
dundancy in the three ViT dimensions (e, q, v) for pruning. Eqs. (4) and (7) serve as redundancy
constraints that guide the compression process. To strictly enforce these constraints during post-
training, Vulcan uses the augmented Lagrangian framework to construct the final objective function.
Specifically, it extends Eqs. (4) and (7) into linear and quadratic functions, and introduces two learn-
able Lagrange multipliers λ1 and λ2 to control convergence. The final loss function is as follows:

L = LT +

L∑
l=1

1

K(l)

K(l)∑
k=1

|C(l)
k |∑

i=1

(
λ1|ν(l,i)k − ν̂

(l)
k |+ λ2(ν

(l,i)
k − ν̂

(l)
k )2

)

+

L∑
l=1

Hl∑
h=1

 ql∑
i=q′l+1

(
λ1σ

(l,h,i)
Q + λ2σ

(l,h,i)
Q

2)
+

vl∑
i=v′

l+1

(
λ1σ

(l,h,i)
V + λ2σ

(l,h,i)
V

2) (8)

where LT is the loss term for visual tasks, as well as λ1 and λ2 are initialized to zero and updated
using gradient ascent with a penalty parameter ρ as the learning rate.

Pruning. After post-training, Vulcan can directly derive a compact class-specific edge ViT from the
post-trained base ViT with negligible performance loss (Appendix F and G). Specifically, the pruned
FFN module contains two new weights, W (l)′

1 ∈ RK(l)×d and W (l)′

2 ∈ Rd×K(l)

, which satisfy:

W
(l)′

1 [k] = n̂
(l)
k , W

(l)′

2 [:, k] =

|C(l)
k |∑

i=1

n
(l,i)
k,2 , k ∈ [K(l)] (9)

where n(l,i)
k,2 denotes the neuron in W (l)

2 corresponding to n(l,i)
k . This process is essentially the

inverse of network expansion (Ding et al., 2023; Yao et al., 2024) and adheres to the function-
preserving principle (Chen et al., 2016). For the pruned MHA module, its four new weights,
W (l,h)′

Q|K ∈ Rq′l×d, W (l,h)′

V ∈ Rv′
l×d, and W (l,h)′

O ∈ Rd×v′
l can be directly obtained through SVD:

W
(l,h)′

Q = (U
(l,h)
QK [:, : q′l]Σ

(l,h)
QK [: q′l, : q

′
l])

⊤ ×
√
q′l/ql, W

(l,h)′

K = (V
(l,h)
QK [:, : q′l])

⊤ (10)

W
(l,h)′

V = (U
(l,h)
V O [:, : v′l]Σ

(l,h)
V O [: v′l, : v

′
l])

⊤, W
(l,h)′

O = V
(l,h)
V O [:, : v′l] (11)

where U (l,h)
QK Σ(l,h)

QK V (l,h)
QK

⊤ = W (l,h)
QK and U (l,h)

V O Σ(l,h)
V O V (l,h)

V O
⊤ = W (l,h)

V O . It is worth noting that
conventional pruning methods remove weights based on importance scores, which may still discard
useful knowledge. In contrast, Vulcan ensures that the pruned weights are entirely redundant and do
not contain any valuable knowledge. Pseudocode is provided in Appendix K.

4 EXPERIMENTS AND ANALYSIS

Models and Datasets. We evaluate Vulcan on two widely adopted ViT families: DeiT-
Base/Small/Tiny (Touvron et al., 2021) and Fast/Mask R-CNN (Swin-T) (Liu et al., 2021). For
recognition tasks, we use ImageNet-1K (Russakovsky et al., 2015) and CIFAR-100/10 (Krizhevsky
et al., 2009); for detection and segmentation tasks, we use COCO (Lin et al., 2014). Sub-tasks of
varying scales are constructed by randomly sampling classes from each dataset.
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Table 1: Overall performance of Vulcan and baselines on DeiT-Base with ImageNet-1K sub-tasks
of different sizes (25, 50, 100 classes) under pruning rates of 0.60 and 0.80. The best top-1 accuracy
(%) in each column is highlighted in bold, while the second best is underlined. ‘(FT)’ denotes
fine-tuning on the class-specific data. Results for other pruning rates are provided in Appendix J.1.

Method T1/25 T2/25 T3/25 Avg T4/50 T5/50 T6/50 Avg T7/100 T8/100 T9/100 Avg

DeiT-Base 79.92 82.56 80.67 81.05 80.48 79.64 84.96 81.69 80.49 84.12 78.58 81.06
DeiT-Base (FT) 96.40 96.96 96.96 96.77 95.00 93.36 94.68 94.35 91.56 93.29 92.84 92.56

Pruning Rate = 0.60
Random 91.76 92.72 89.69 91.39 86.16 85.60 87.56 86.44 83.11 86.10 80.42 83.21
NViT 83.91 87.12 85.62 85.55 81.64 81.20 80.72 81.19 78.31 80.31 78.12 78.91
X-Pruner 91.68 93.04 93.21 92.64 90.24 88.28 90.16 89.56 84.51 87.12 86.46 86.03
DC-ViT 71.60 83.28 76.92 77.27 69.48 67.20 66.96 67.88 60.06 64.98 65.18 64.41
MDP 91.04 94.80 92.09 92.64 90.32 85.00 91.16 88.83 82.61 84.33 82.86 83.27
Vulcan 95.04 96.24 95.53 95.60 92.16 91.72 92.44 92.11 88.03 90.70 89.02 89.25

Pruning Rate = 0.80
Random 71.36 78.48 82.90 77.58 71.92 71.16 73.28 72.12 65.28 67.71 60.98 64.66
NViT 64.16 58.00 60.38 60.85 52.76 53.44 49.04 51.75 41.56 47.62 48.74 45.97
X-Pruner 85.60 86.00 85.62 85.74 76.24 74.00 79.72 76.65 72.62 76.74 75.52 74.95
DC-ViT 54.72 66.24 64.46 61.81 47.52 53.40 50.84 50.59 35.66 35.12 34.66 35.15
MDP 83.68 88.08 84.66 85.47 74.04 74.20 79.88 76.04 61.72 67.81 67.54 65.69
Vulcan 92.24 94.32 92.57 93.04 88.36 88.12 88.52 88.33 81.82 85.20 82.84 83.29

Implementations. GFLOPs is used as the metric to compute pruning rates. During post-training,
we set the batch size to 256, the learning rate to 10−4, the penalty parameter ρ to 1.0, and use the
AdamW for optimization. For CCNC, we apply z-score normalization to the activation values across
blocks before computing K(l). Anchor neurons are updated per batch. To ensure that the derived
models can achieve accelerated inference on a wide range of edge devices, Vulcan aligns the pruned
dimensions to multiples of 8 (NVIDIA, 2023). See Appendix H for more details.

Baselines. We compare Vulcan with five state-of-the-art structured pruning methods: Random Prun-
ing (Gadhikar et al., 2023), NViT (Yang et al., 2023), X-Pruner (Yu & Xiang, 2023), DC-ViT (Zhang
et al., 2024), and MDP (Sun et al., 2025) (Appendix I). To ensure fairness, we retrain the models
pruned by these methods until they converge.

4.1 RESULTS

T1/25

T2/25

T3/25
T4/50

T5/50

T6/50

T7/100
T8/100

T9/100
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Pruning Rate = 0.20
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T9/100
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X-Pruner
DC-ViT

MDP
Vulcan

Figure 6: Comparison between class-agnostic
and class-specific model derivation. Tj/N rep-
resents sub-task Tj with N random classes.

Class-Agnostic vs. Class-Specific. We compare
class-agnostic and class-specific methods to high-
light the advantages of the latter. Baselines derive
class-agnostic models from DeiT-Base for all Im-
ageNet classes, while Vulcan derives class-specific
models tailored to the target sub-task S. Figure 6
shows that Vulcan consistently outperforms base-
lines in class-specific accuracy at the same prun-
ing rate. This demonstrates Vulcan’s advantage in
meeting edge devices’ customized needs.

Overall Performance. For a fair comparison, we replace the calibration datasets originally used
by the baselines with the sub-task dataset DS , which adapts them to the setting of class-specific
model derivation. As shown in Table 1, Vulcan-derived edge ViTs achieve up to 15.12% higher
accuracy than the base ViT and up to 13.92% over the models derived by state-of-the-art baselines
across different sub-tasks and pruning rates. At a pruning rate of 0.60, Vulcan improves accuracy by
11.05% over the base ViT, and surpasses the two best-performing baselines, X-Pruner and MDP, by
2.91% and 4.07%, respectively. Even at a high pruning rate of 0.80, where all methods suffer from
significant accuracy degradation, Vulcan still delivers strong performance, yielding improvements of
6.95%, 9.11%, and 12.49% over the base ViT, X-Pruner, and MDP, respectively. It can be seen that
the advantages of Vulcan become more pronounced as the pruning rate increases and the sub-task
size grows. Meanwhile, Vulcan is able to retain 97.63% and 93.30% of the accuracy of the fine-
tuned base ViT at pruning rates of 0.60 and 0.80, respectively. These results demonstrate Vulcan’s
strong capability to specialize models for target classes.

Generality Across Models and Datasets. To further validate the generality of Vulcan, we extend
our evaluation to different base models (DeiT-Small/Tiny and Fast/Mask R-CNN with Swin-T back-
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Figure 7: Performance of edge ViTs derived by Vulcan across different base models and datasets.

Table 2: Comparison of computational efficiency between DeiT-Base and edge ViTs derived by
Vulcan under different R, evaluated on Jetson Orin NX (bz=1) and NVIDIA RTX 4090 (bz=256).

Methods
Latency (ms) Throughput (image/s) Memory (GB) #Param #FLOPs

Orin NX RTX 4090 Orin NX RTX 4090 Orin NX RTX 4090 (M) (G)

DeiT-Base 45.45 274.27 22.00 933.39 0.34 2.21 86.57 17.57

Vulcan (0.20) 36.84 (1.23×) 218.16 (1.26×) 27.14 1173.43 0.27 2.14 67.22 13.56 (↓21.51%)
Vulcan (0.40) 29.73 (1.53×) 176.01 (1.56×) 33.63 1454.42 0.21 1.82 51.00 10.24 (↓41.72%)
Vulcan (0.60) 21.81 (2.16×) 136.67 (2.01×) 45.86 1873.11 0.15 1.66 34.09 6.77 (↓61.47%)
Vulcan (0.80) 15.06 (3.02×) 99.59 (2.75×) 66.41 2570.61 0.08 1.40 16.96 3.26 (↓81.45%)

bone) and datasets (CIFAR-100/10 and COCO2017). As shown in Figure 7, for recognition tasks,
the derived edge ViTs consistently outperform the base ViT on sub-tasks when the pruning rate is
below 0.60. Even at pruning rates higher than 0.80, the accuracy of edge ViTs does not degrade
severely enough to make the models unusable. For some small-scale sub-tasks, edge ViTs even
significantly outperform the base ViT at pruning rates as high as 0.90. For detection and segmenta-
tion tasks, Vulcan also effectively extracts class-specific (i.e., person, car, and cat) knowledge from
Swin Transformer backbones and yields edge ViTs that rival the performance of the base ViT. See
Appendix J.4–J.6 for experiments on generalization, robustness, and open-domain adaptation.

Computational Efficiency. We evaluate the efficiency of edge ViTs derived by Vulcan on both a
representative edge device, Jetson Orin NX, and an NVIDIA RTX 4090. Considering that requests
typically arrive sequentially in real-time edge scenarios, whereas servers process requests in batches,
we use batch sizes of 1 and 256 to measure the speedup on Orin NX and RTX 4090, respectively. All
results are averaged over the models for nine sub-tasks listed in Table 1. As shown in Table 2, when
the pruning rate ranges from 0.20 to 0.80, Vulcan-derived models achieve 1.23×–3.02× speedup on
Orin NX and 1.26×–2.75× on RTX 4090, while reducing memory consumption by 20.59%–76.47%
and 3.17%–36.65%, respectively. See Appendix J.3 for comparisons with baselines.

4.2 ANALYSIS

We further analyze the effectiveness of Vulcan from multiple perspectives. Unless otherwise speci-
fied, all experiments are conducted on DeiT-Base at a pruning rate of 0.60, with the sub-tasks T1–T3
in Table 1 constructed by sampling classes from ImageNet-1K.

Understanding the Post-Training Process. We visualize the post-training process of Vulcan by
tracking 1) the accuracy of the derived edge ViT (Acc-Pruned) and the base ViT (Acc-Base) as well
as their accuracy gap (∆Acc), and 2) the overall loss L in Eq. (8). As shown in Figure 8, the post-
training process can be viewed as a gradual alignment between the edge ViT and the base ViT. At
the early stage, the task loss LT dominates, leading to an improvement in the accuracy of the base
ViT. As the Lagrange multipliers λ1,2 increase, the redundancy-enforcing losses Lcollapse and Lrank
begin to dominate. Consequently, the accuracy of the base ViT slightly decreases while that of the
edge ViT increases substantially. In the later stage, the two models converge, achieving equivalence.

Penalty Parameter ρ. As discussed in Section 3.4, the penalty parameter ρ, as the only hyperpa-
rameter of Vulcan, serves as the learning rate for updating λ1,2. It determines when Lcollapse and
Lrank dominate post-training and align edge ViTs with base ViT. However, Vulcan is largely insen-
sitive to ρ. As shown in Figure 9, when ρ is set to 0.1, 1.0, or 10.0, both the convergence speed and
the final accuracy of the edge ViT remain almost unchanged, which demonstrates the robustness of
Vulcan. We further analyze the effects of batch size and learning rate in Appendix J.7.

Weight vs. Activation Collapse. As discussed in Section 3.2, the term ν(l,i)k in Lcollapse can be
defined in two ways: using the weight vector n(l,i)

k (weight collapse) or the activation value a(l,i)k
(activation collapse). As shown in Figure 10, weight collapse achieves both faster convergence
and higher final accuracy compared to activation collapse. We attribute this to two main reasons:

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

0 500 1000 1500 2000 2500 3000
Step

0

20

40

60

80

100

Ac
cu

ra
cy

 (%
)

Acc-Pruned (R=0.6)
Acc-Base (R=0.6)

Acc (R=0.6)

0 500 1000 1500 2000 2500 3000
Step

0.0e+00

1.0e+05

2.0e+05

3.0e+05

4.0e+05

5.0e+05

Lo
ss

Loss (R=0.6)

0 1000 2000 3000 4000 5000
Step

0

20

40

60

80

100

Ac
cu

ra
cy

 (%
)

Acc-Pruned (R=0.8)
Acc-Base (R=0.8)

Acc (R=0.8)

0 1000 2000 3000 4000 5000
Step

0.0e+00

1.0e+05

2.0e+05

3.0e+05

4.0e+05

5.0e+05

6.0e+05

7.0e+05

Lo
ss

Loss (R=0.8)

Figure 8: Mean accuracy and loss curves with standard deviation bands on sub-
tasks T1/25, T2/25, and T3/25 when deriving models from DeiT-Base using
Vulcan at pruning rates 0.60 and 0.80.
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can is insensitive
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Figure 10: Accuracy trajectories of derived edge
ViTs during post-training with weight collapse
(W Coll.) and activation collapse (A Coll.).

Table 3: Ablation study of Vulcan. At a prun-
ing rate of 0.60, the edge ViTs derived from DeiT-
Base for classes in sub-tasks T1–T3 exhibit sig-
nificant accuracy degradation when any of CCNC,
TNNR, or anchor neurons are removed.

Setting T1/25 T2/25 T3/25 Avg

Vulcan 95.04 96.24 95.53 95.60

w/o CCNC 8.08 13.68 12.30 11.35 (↓84.25%)
w/o TNNR 79.36 81.60 77.38 79.45 (↓16.15%)
w/o anchor 90.00 92.32 90.81 91.04 (↓4.56%)

1) weight collapse directly enforces equality among weights, which better aligns with the pruning
process of Vulcan; and 2) the Lcollapse under activation collapse is smaller in magnitude, resulting in
weaker constraints. Moreover, we observe that simply increasing ρ does not alleviate this issue.

Ablation Study. Class-centric neuron collapse (CCNC) and truncated nuclear norm regularization
(TNNR) are Vulcan’s core components, responsible for extracting class-relevant knowledge from the
FFN and MHA modules, respectively. Table 3 summarizes their effectiveness. Removing CCNC
causes an 84.25% accuracy drop due to irreversible knowledge loss in the FFN. Without TNNR,
accuracy drops 16.15%, smaller since MHA matrices are inherently low-rank. We further compare
collapsing neurons toward the anchor neuron versus a random neuron within each cluster, and find
that the absence of anchor guidance leads to an average accuracy drop of 4.56%. These results
demonstrate that all designs in Vulcan are indispensable for effective class-specific model derivation.

Figure 11: Dog-related neurons in the
last block of Vulcan-derivedME/dogs.

Visualization. To further show that the models derived
by Vulcan indeed specialize in the target classes, we de-
rive an edge ViTME/dogs from DeiT-Base at a pruning
rate of 0.60 for the Stanford Dogs (Khosla et al., 2011), a
subset of ImageNet consisting of 120 dog classes. Fol-
lowing the same procedure as Figure 3, we visualize
the 680 neurons in the last block of ME/dogs and iden-
tify 229 neurons specialized in recognizing dog-related
classes. Representative examples are shown in Figure 11.
This demonstrates Vulcan’s ability to effectively guide
the model toward target classes.

5 CONCLUSION

This paper presented Vulcan, a novel pruning-oriented post-training method that derives class-
specific models from pre-trained ViTs for deployment on edge devices. Motivated by the insight that
the FFN modules of ViTs primarily encode class-specific knowledge while the MHA modules cap-
ture class-agnostic patterns, Vulcan adopts a novel train-then-prune compression paradigm, lever-
aging class-centric neuron collapse and truncated nuclear norm regularization to introduce redun-
dancy into the FFN and MHA modules, respectively. This design allows Vulcan to derive compact
class-specific edge ViTs from the post-trained base ViTs under resource constraints with negligible
performance loss. Extensive experiments demonstrate its effectiveness, generality, and robustness.
In future work, we plan to extend Vulcan to large language models (LLMs), vision-language models
(VLMs), and multi-modal language models (MMLMs).
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A COMPARISON OF MODEL COMPRESSION TECHNIQUES

Quantization and Unstructured Pruning. As discussed in Section 2, quantization and unstruc-
tured pruning cannot deliver practical acceleration on edge devices without specialized hardware
or software support. To empirically validate this point, we conduct experiments on Jetson Orin
NX, a widely used embedded device in robotics, industrial inspection, and autonomous driving.
Specifically, we apply INT8 quantization (Xi et al., 2024) and magnitude pruning (Han et al., 2015)
as representative techniques of quantization and unstructured pruning, respectively, on DeiT-Base,
DeiT-Small, and DeiT-Tiny (Touvron et al., 2021). We then measure inference latency with a batch
size of 1, since edge devices are typically deployed in real-time scenarios where inputs arrive se-
quentially. As shown in Table 4, INT8-quantized models cannot be executed on the GPU of Jetson
Orin NX due to the lack of INT8 support, and are instead forced to run on the CPU, which results in
significantly slower inference compared to the original base ViTs. For magnitude pruning, although
the pruned models can still run on the GPU, the parameter count remains unchanged, leading to vir-
tually no difference in inference latency before and after pruning. This result suggests that relying on
quantization or unstructured pruning would undermine the latency advantage of edge deployment.

Table 4: Inference latency and throughput of ViTs before and after INT8 quantization and magnitude
pruning. Quantized models run on CPU due to lack of TensorRT support, resulting in much slower
inference, while magnitude pruning does not reduce parameter count and thus yields no speedup.

Methods

Base ViT (GPU) INT8 Quantization (CPU) Magnitude Pruning (GPU)

Latency Throughput Latency Throughput Latency Throughput
(ms) (image/s) (ms) (image/s) (ms) (image/s)

DeiT-Base 45.45 22.00 3429.48 0.29 45.47 21.99
DeiT-Small 15.58 64.16 1497.11 0.67 15.80 63.28
DeiT-Tiny 14.52 68.87 666.43 1.50 14.88 67.21

Knowledge Distillation. As discussed in Section 2, knowledge distillation (KD) incurs substantial
training overhead. This is because KD transfers knowledge primarily in the feature space, where
the student model is trained from scratch to fit the outputs of a teacher model. Given a student
architecture, it is often infeasible to obtain a pre-trained model with the exact same architecture
for initialization. The absence of parameter-space knowledge transfer results in slow convergence.
In contrast, structured pruning naturally enables parameter-space knowledge transfer by inheriting
weights from the pre-trained model, which provides a strong initialization and significantly acceler-
ates convergence compared to KD.
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Figure 12: Comparison of convergence speed between logit-based knowledge distillation (KD) and
random pruning (Pruning) across different pruning rates with DeiT-Base on CIFAR-10.
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To illustrate this, we compare the convergence speed of logit-based KD (Hinton, 2015) with random
pruning (Gadhikar et al., 2023) with DeiT-Base on CIFAR-10 (Krizhevsky et al., 2009). Specifically,
random pruning uniformly selects a proportion of query-key and value-output dimensions in MHA
modules as well as neurons in FFN modules according to the target pruning rate, and removes them
to construct a smaller model. In the KD setting, the same student architecture derived from random
pruning is instead trained from scratch, with the original pre-trained model serving as the teacher.
A KL divergence loss (Van Erven & Harremos, 2014) between the student and teacher logits is
used to perform distillation. As shown in Figure 12, the pruned models converge significantly faster
than their KD counterparts, highlighting the effectiveness of parameter-space knowledge transfer.
Nevertheless, it is worth noting that KD can be effectively combined with structured pruning to
further improve the accuracy of pruned models.

B INTERPRETABILITY OF NEURONS IN FFN

As discussed in Section 3.2, neurons in the FFN modules of ViTs exhibit remarkably strong in-
terpretability. In this appendix, we provide additional experimental details and supplementary re-
sults to further support this finding. We begin by clarifying how the activation of a specific neuron
n(l,i)
1 ∈ Rd is computed for a given image. For an input image, it is represented as a sequence of

patch tokens X ∈ RN×d fed into the FFN of the l-th block. The activation of neuron n(l,i)
1 for this

image is then defined as:

a(l,i) =

N∑
j=1

σ (⟨X[j], n(l,i)
1 ⟩) (12)

We use Eq. (12) to measure the relevance between an image and a neuron, and then rank all images
in the dataset accordingly. For each neuron, we select the top-25 images with the highest activations
to examine the type of knowledge encoded in that neuron.

(a) n(1,2640)
1 : Dark color tones. (b) n(2,718)

1 : Repetitive textures. (c) n(3,1718)
1 : Grid textures.

(d) n(4,543)
1 : Grid textures. (e) n(5,575)

1 : Close-up shots. (f) n(6,1848)
1 : Honeycomb textures.

Figure 13: Additional visualizations of top-25 activated images for randomly selected FFN neurons
from the first six blocks of DeiT-Base.
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(a) n(7,1296)
1 : Green backgrounds. (b) n(8,1732)

1 : Paired objects. (c) n(9,801)
1 : Chocolate drizzles.

(d) n(10,1670)
1 : Urban landscapes. (e) n(11,2501)

1 : Water birds. (f) n(12,17)
1 : Dogs.

Figure 14: Additional visualizations of top-25 activated images for randomly selected FFN neurons
from the last six blocks of DeiT-Base.

As shown in Figures 13 and 14, we provide additional visualizations of randomly selected neurons
from all blocks of DeiT-Base. Consistent with the observations in Section 3.2, these neurons ex-
hibit strong interpretability, and the knowledge stored in deeper blocks tends to be more semantic.
Interestingly, as illustrated in Figure 13(e), we even observe neurons that capture patterns such as
“close-up shots,” which are unrelated to the actual content of the image. This further demonstrates
that FFN neurons not only encode class-specific knowledge but also capture interpretable patterns
beyond classes.

C EXTENDING NEURON COLLAPSE TO ALTERNATIVE FFN ARCHITECTURES

Our class-centric neuron collapse (CCNC), originally designed for the canonical FFN architecture,
is representative and generalizable, making it applicable to other mainstream Transformer FFN vari-
ants. Taking SwiGLU (Shazeer, 2020), a widely used design in LLMs, as an example, its computa-
tion is as follows:

SwiGLU(l)(X) =
(
σ(XW

(l)⊤
1 )⊙ (XW (l)⊤

g )
)
W

(l)⊤
2

=

el∑
i=1

(
σ(XW

(l)
1 [i])⊙ (XW (l)

g [i])
)
⊗W

(l)⊤
2 [i]

=

el∑
i=1

(
σ(Xn

(l,i)
1 )⊙ (Xn(l,i)

g )
)
⊗ n

(l,i)
2

(13)

where W (l)
1 ∈ Rel×d and W (l)

2 ∈ Rd×el are the up- and down-projection matrices of the FFN in
the l-th block of ViT, Wg ∈ Rel×d is the gating matrix, and n(l,i)

1|2|g ∈ Rd denotes the i-th neuron in
W (l)

1|2|g . To prune the intermediate dimension el of the FFN, one only needs to extend Eq. (4) with
additional constraints on ng . Specifically, the anchor neuron of each cluster for n1 and ng is selected
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as the one that maximizes the following value:

s(l,i) =

N∑
j=1

(
σ
(
⟨X[j], n

(l,i)
1 ⟩

)
⊙ ⟨X[j], n(l,i)

g ⟩
)

(14)

Notably, in most Transformer architectures, the neurons associated with different intermediate di-
mensions of the FFN (e.g., n(l,i)

1 , n(l,i)
2 , and n(l,i)

g at the i-th dimension in SwiGLU) are mutually
independent, which implies that CCNC can be readily applied to these architectures as well.

D COMPARISON OF PRUNING SETTINGS IN MHA

Table 5: Comparison of head-level and dimension-level pruning on DeiT-Base with ImageNet-1K
sub-tasks under pruning rates of 0.40 and 0.60. Dimension pruning achieves consistently higher
accuracy, showing its advantage in preserving knowledge compared to coarse-grained head pruning.

Methods
T1/25 T2/50 T3/100

0.40 0.60 0.40 0.60 0.40 0.60

Head-level 4.56 1.12 1.68 0.92 14.11 3.47
Dimension-level 78.08 59.76 78.76 62.20 77.29 61.46

Head or Dimension? The Multi-Head Attention (MHA) module can be pruned at two different
granularities: head-level pruning, which removes entire attention heads, and dimension-level prun-
ing, which reduces the dimensionality of the query, key, or value vectors. To determine the appro-
priate pruning granularity for Vulcan, we conduct a comparative study between these two strate-
gies. For head-level pruning, we follow prior works and adopt the Taylor expansion approxima-
tion (Molchanov et al., 2019; Yang et al., 2023) criterion to evaluate the importance of each attention
head and perform block-uniform pruning (Blalock et al., 2020). For dimension-level pruning, we
apply singular value decomposition (SVD) to compress the query-key (QK) and value-output (VO)
dimensions, motivated by the clear advantage of SVD observed in Figure 4.

As shown in Table 5, we compare these two strategies across different pruning rates (0.40, 0.60) and
sub-task (25, 50, 100) sizes with DeiT-Base on ImageNet-1K. The results show that dimension-level
pruning consistently outperforms head-level pruning, indicating that coarse-grained head pruning
leads to substantial knowledge loss. In contrast, Vulcan leverages the computational structure of
MHA and applies SVD-based adaptive pruning to the QK and VO dimensions, enabling more effi-
cient and effective knowledge extraction.

Table 6: Inference latency of DeiT-Base, DeiT-Small, and DeiT-Tiny under uniform vs. uneven
QK/VO dimensions on Jetson Orin NX (bz=1) and NVIDIA A40 (bz=256). In the uneven setting,
the dimensions of each head in each block are randomly assigned while keeping the total parameter
count unchanged.

Methods
DeiT-Base (ms) DeiT-Small (ms) DeiT-Tiny (ms)

bz=1 bz=256 bz=1 bz=256 bz=1 bz=256

Uniform 45.45 600.52 15.58 186.30 14.52 76.45
Uneven 84.10 629.62 50.66 200.63 31.50 82.51

Uniform vs. Uneven QK/VO Dimensions. One key design of Vulcan is to enforce identical query-
key (QK) and value-output (VO) dimensions across all heads within the same block, which is crucial
for efficient inference. When head dimensions are uniform, the MHA module can be computed
in parallel across heads; otherwise, attention must be evaluated sequentially, introducing slicing
operations and memory copies that significantly increase latency. As shown in Table 6, we measure
inference latency on both Jetson Orin NX (batch size = 1) and NVIDIA A40 (batch size = 256) for
DeiT-Base, DeiT-Small, and DeiT-Tiny under two settings: uniform vs. uneven QK/VO dimensions.
Despite identical parameter counts and GFLOPs, the uniform-head setting achieves consistently
lower latency, with the gap particularly pronounced on edge devices.
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E THEORETICAL ANALYSIS OF SVD FOR MHA COMPRESSION

As shown in Figure 4, pruning the query-key and value-output dimensions with singular value de-
composition (SVD) achieves significantly better performance than score-based pruning methods. In
this section, we first introduce the fundamentals of SVD, and then provide a theoretical explanation
for this seemingly counterintuitive observation.

SVD. Given a matrix W ∈ Rm×n, SVD factorizes it into a set of orthogonal singular vectors
and their associated singular values, which capture the intrinsic low-rank structure of the matrix.
Formally, SVD expresses W as:

W = UΣV ⊤, U ∈ Rm×m,Σ ∈ Rm×n, V ∈ Rn×n (15)
where U is the left singular matrix, Σ is the diagonal singular value matrix, and V is the right singular
matrix. The columns of U , referred to as the left singular vectors, are eigenvectors of WW⊤ and
provide an orthogonal basis for the input (row) space. The columns of V , referred to as the right
singular vectors, are eigenvectors of W⊤W and provide an orthogonal basis for the output (column)
space. The diagonal entries of Σ are non-negative real numbers known as singular values, arranged
in descending order. Each singular value quantifies the “stretching factor” of the matrix along the
corresponding singular direction, with larger values indicating more informative directions.

Why SVD is Better? SVD not only reveals the low-rank structure of W but also allows for con-
structing its best rank-k approximation by truncating the top-k singular values and their associated
singular vectors. Taking WQ ∈ Rq×d and WK ∈ Rq×d as an example, when pruning the query-key
dimension, the goal is to preserve the intermediate representations as much as possible. In other
words, the optimal pruned matrices W ′

Q
∗ ∈ Rq′×d and W ′

K
∗ ∈ Rq′×d should satisfy:

W ′
Q
∗
,W ′

K
∗
= argmin

W ′
Q,W ′

K

∥W ′
Q
⊤
W ′

K −W⊤
QWK∥F (16)

According to the Eckart-Young theorem (Chipman, 2020), SVD guarantees the minimization of the
truncation error in the Frobenius norm. Specifically, for a given pruned query-key dimension q′ < q,
the optimal pruned matrices W ′

Q and W ′
K are obtained by applying SVD to W⊤

QWK :

W⊤
QWK = UQKΣQKV ⊤

QK (17)

W ′
Q
∗
= (UQK [:, : q′]ΣQK [: q′, : q′])

⊤
, W ′

K
∗
= (VQK [:, : q′])⊤ (18)

In contrast, score-based pruning methods remove certain row vectors from WQ and WK directly,
which leads to a truncated error in the Frobenius norm that is no smaller than that obtained by
SVD. This inevitably results in greater loss of information. Therefore, SVD maximizes knowledge
preservation under the same pruning rate, which explains its significant advantage over score-based
methods.

F PROOF OF PRUNING RATE SATISFACTION IN DERIVED MODELS

The pruning rate R is determined according to the resource constraints of the target edge device. To
ensure that the derived models can be successfully deployed for inference on such devices, Vulcan
must strictly satisfy the specified pruning rate. In this section, we first introduce the computation
of FLOPs for ViT, and then provide a formal proof that the size of the models derived by Vulcan
exactly matches the pruning rate R.

FLOPs. FLOPs represent the number of floating-point operations required for a model to perform
inference on a single image. For a ViT, let the embedding dimension be d, the query–key dimension,
value–output dimension, and the number of heads in the MHA module of the l-th block be ql, vl,
and Hl, respectively, and let the intermediate dimension of the FFN module in the l-th block be el.
Then, for a ViTMB consisting of L blocks, the total FLOPs can be formulated as:

FLOPs(MB) =

L∑
l=1

[ (
2Ndql + 2Ndvl +N2ql +N2vl

)
×Hl + (2Ndel)

]

= (2Nd+N2)

L∑
l=1

Hl(ql + vl) + 2Nd

L∑
l=1

el

(19)
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where N is the number of patch tokens. It can be observed that the three dimensions pruned by
Vulcan, i.e., ql, vl, and el, are directly associated with the FLOPs of a ViT.

Proof1: Pruning Rate Satisfaction. We denote the actual pruning rate of the derived model ME

as R′. Then, proving that Vulcan strictly satisfies the target pruning rate amounts to showing that:

R′ = 1− FLOPs(ME)

FLOPs(MB)
≥ R (20)

From Eq. (3), it follows that the intermediate dimension of the pruned FFN module in the l-th block,
denoted e′l, satisfies:

L∑
l=1

e′l =

L∑
l=1

K(l) =

L∑
l=1

el∑
i=1

I
(
a(l,i) > Φ

(
A, ⌈(

L∑
j=1

ej)×R⌉
))

=

L∑
l=1

el − ⌈(
L∑

l=1

el)×R⌉ <
L∑

l=1

el − (

L∑
l=1

el)×R

=

(
L∑

l=1

el

)
× (1−R)

(21)

Under the assumption that ql = vl and qi = qj , according to Eq. (5) and Eq. (6), the query–key
dimension q′l and value–output dimension v′l in the pruned MHA modules satisfy:

L∑
l=1

(q′l + v′l) =

L∑
l=1

(
⌊ql(1−R

(l)
QK)⌋+ ⌊vl(1−R

(l)
V O)⌋

)
<

L∑
l=1

(
ql(1−R

(l)
QK) + vl(1−R

(l)
V O)

)

=

L∑
l=1

(
r
(l)
QK + r

(l)
V O − 2r

(l)
V OR

(l)

r
(l)
QK + r

(l)
V O

ql +
r
(l)
QK + r

(l)
V O − 2r

(l)
QKR(l)

r
(l)
QK + r

(l)
V O

vl

)

=

L∑
l=1

2(r
(l)
QK + r

(l)
V O)− 2(r

(l)
QK + r

(l)
V O)R

(l)

r
(l)
QK + r

(l)
V O

ql

= 2

L∑
l=1

(1−R(l))ql = 2q1

L∑
l=1

(1−R(l))

= 2q1

L∑
l=1

(
1− L∑L

i=1 1/(r
(i)
QK + r

(i)
V O)

· R

r
(l)
QK + r

(l)
V O

)

= 2Lq1 − 2q1
LR

∑L
l=1 1/(r

(l)
QK + r

(l)
V O)∑L

i=1 1/(r
(i)
QK + r

(i)
V O)

= 2Lq1 − 2Lq1R

= 2Lq1 · (1−R) = (L(q1 + v1)) (1−R) =

(
L∑

l=1

(ql + vl)

)
(1−R)

(22)

Under the assumption that Hi = Hj , substituting these relations into Eq. (20), we obtain:

R′ = 1−
(2Nd+N2)

∑L
l=1 Hl(q

′
l + v′l) + 2Nd

∑L
l=1 e

′
l

(2Nd+N2)
∑L

l=1 Hl(ql + vl) + 2Nd
∑L

l=1 el

< 1−
(2Nd+N2)

∑L
l=1 Hl(ql + vl)(1−R) + 2Nd

∑L
l=1 el(1−R)

(2Nd+N2)
∑L

l=1 Hl(ql + vl) + 2Nd
∑L

l=1 el

= 1− (1−R) = R

(23)

This establishes that the models derived by Vulcan strictly satisfy the specified pruning rate R.
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G PROOF OF LOSSLESS PERFORMANCE AFTER PRUNING

As discussed in Section 3.4, once the constraints in Eq. (4) and Eq. (7) are fully satisfied, i.e.,
Lcollapse = 0 and Lrank = 0, Vulcan ensures lossless pruning for the post-trained model. In this
section, we provide a formal proof of this property.

Proof2: Lossless Performance after Pruning. After post-training, the base ViT satisfies the fol-
lowing two key conditions:

1. All neurons within the same cluster C(l)k in the FFN module in l-th block collapse to the anchor
neuron n̂(l)

k of that cluster.

2. For the h-th attention head in l-th block, the matrices W (l,h)
Q and W (l,h)

V contain exactly q′l and
v′l non-zero singular values, respectively. This means rank(W (l,h)

Q ) ≤ q′l and rank(W (l,h)
V ) ≤ v′l.

FFN Case. According to Eq. (2), the output of the FFN in the l-th block can be expressed as:

FFN(l)(X) =

el∑
i=1

σ(Xn
(l,i)
1 )⊗ n

(l,i)
2 =

K(l)∑
k=1

|C(l)
k |∑

j=1

σ(Xn
(l,j)
k )⊗ n

(l,j)
k,2

=

K(l)∑
k=1

|C(l)
k |∑

j=1

σ(Xn̂
(l)
k )⊗ n

(l,j)
k,2 =

K(l)∑
k=1

σ(Xn̂
(l)
k )⊗

|C(l)
k |∑

j=1

n
(l,j)
k,2

(24)

where n(l,j)
k,2 denotes the neuron in W (l)

2 corresponding to n(l,j)
k . According to Eq. (9), the output of

the pruned FFN in the l-th block can be expressed as:

FFN(l)
pruned(X) =

e′l∑
k=1

σ(XW
(l)
1

′
[k])⊗W

(l)′
2

⊤
[k] =

K(l)∑
k=1

σ(XW
(l)
1

′
[k])⊗W

(l)′
2 [:, k]

=

K(l)∑
k=1

σ(Xn̂
(l)
k )⊗

|C(l)
k |∑

j=1

n
(l,j)
k,2 = FFN(l)(X)

(25)

MHA Case. According to the second key condition, we can conclude that:

rank(W (l,h)⊤

Q W
(l,h)
K ) ≤ min(rank(W (l,h)

Q ), rank(W (l,h)
K )) ≤ q′l

rank(W (l,h)⊤

V W
(l,h)⊤

O ) ≤ min(rank(W (l,h)
V ), rank(W (l,h)

O )) ≤ v′l

(26)

Therefore, the pruning process based on SVD is lossless, i.e., the pruned matrices W (l,h)′

Q|K|V |O satisfy:

W
(l,h)′

Q

⊤
W

(l,h)′
K = W

(l,h)
Q

⊤
W

(l,h)
K ,W

(l,h)′

V

⊤
W

(l,h)′
O

⊤
= W

(l,h)
V

⊤
W

(l,h)
O

⊤
(27)

Substituting these equalities into the Eq. (1), we obtain:

MHA(l)
pruned(X) =

Hl∑
h=1

softmax
(XW

(l,h)′
Q

⊤
W

(l,h)′
K X⊤

√
ql

)
XW

(l,h)′
V

⊤
W

(l,h)′
O

⊤

=

Hl∑
h=1

softmax
(XW

(l,h)
Q

⊤
W

(l,h)
K X⊤

√
ql

)
XW

(l,h)
V

⊤
W

(l,h)
O

⊤
= MHA(l)(X)

(28)

Thus, both the FFN and MHA modules of the pruned model produce identical outputs to those of
the post-trained base ViT, which completes the proof.

In practice, since Lcollapse and Lrank only asymptotically approach zero, the model accuracy be-
fore and after pruning exhibits minimal fluctuations, meaning that Vulcan effectively achieves near-
lossless pruning.

H IMPLEMENTATION DETAILS

We summarize the hyperparameter settings used during the post-training process in Table 7.
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Table 7: Hyperparameters for the post-training process of Vulcan. Here, R denotes the target pruning
rate and λ represents the Lagrange multipliers.

Hyperparam Value
Steps 6250R2 + 1250R, R ∈ (0, 1)

Optimizer AdamW (Loshchilov & Hutter, 2017)
Batch Size 256 (Recognition), 8 (Detection/Segmentation)
Learning Rate (LR) 1e-4 (Recognition), 5e-5 (Detection/Segmentation)
LR Scheuler Constant
Weight Decay 0.05
Penalty Parameter ρ 1.0
Penalty Update Rule λi+1 = λi + ρ(∂L/∂λi)

Seed 42

Normalization. As discussed in Section 4, Vulcan will normalize the activations of each neuron
before computing K(l). The choice of normalization strategy is closely related to the derived model
architecture. Therefore, we compare three commonly used normalization strategies. For activation
vectors a(l) = [a(l,1), a(l,2), . . . , a(l,el)] ∈ Rel , their normalization processes are as follows:

• L2 Normalization:

a(l,i)norm =
a(l,i)√∑el

i=1

(
a(l,i)

)2
• Min-Max Normalization:

a(l,i)norm =
a(l,i) −min(a(l))

max(a(l))−min(a(l))

• Z-score Normalization:

a(l,i)norm =
a(l,i) − µ

σ
, µ =

1

el

el∑
j=1

a(l,j), σ =

√√√√ el∑
j=1

(
a(l,j) − µ

)2
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Figure 15: Architectures of models de-
rived under different normalization strate-
gies. Since the architectures corresponding
to T1–T3 are highly similar, this figure shows
their averaged architectures.

0 500 1000 1500 2000 2500 3000
Step

0

20

40

60

80

100

Ac
cu

ra
cy

 (%
)

L2
Min-Max
Z-Score
Uniform

2500 2600 2700 2800 2900 3000
91

92

93

94

95

96

Figure 16: Convergence curves of models with three
normalization methods and the uniform architecture.
Z-score normalization and the uniform architecture
achieve faster convergence and higher accuracy than
L2 and Min-Max normalization.

At a pruning rate of 0.60, we derive a series of edge ViTs from DeiT-Base for the three ImageNet
sub-tasks (T1–T3) in Table 1. In addition, we introduce uniformly structured models as a baseline
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for comparison with the activation-adaptive architectures. As illustrated in Figure 15, the architec-
tures resulting from different normalization methods exhibit substantial differences. Specifically,
L2 normalization produces architectures with fewer parameters in the intermediate blocks, min-max
normalization leads to architectures with fewer parameters in the deeper blocks, while z-score nor-
malization yields relatively uniform architectures, showing an overall trend where the number of
parameters decreases as the block depth increases. Figure 16 further demonstrates that the archi-
tecture derived with z-score normalization achieves the best performance, and thus Vulcan adopts
it for normalizing activation values of DeiT. At the same time, we also observe that the effective-
ness of normalization strategies is model-dependent. For Swin-Transformer, Vulcan instead adopts
min-max normalization.

Adaptive Pruning Rate Allocation for Non-Uniform Architectures. Eq. (3) and Eq. (5) implicitly
assume that all Transformer blocks share an identical architecture, which does not hold for non-
uniform models such as Swin-Transformer (Liu et al., 2021), where different blocks may contain
heterogeneous structures. To address this limitation, we extend Eq. (3) and Eq. (5) to support non-
uniform architectures. First, let the number of parameters in the FFN module and the MHA module
of the l-th block be denoted as P (l)

F and P (l)
M , respectively. By incorporating P (l)

F and P (l)
M into the

importance evaluation, we generalize the computation of K(l) and R(l) as follows:

K(l) =

el∑
i=1

I
(

a(l,i)

log(P
(l)
F )

> Φ
(
A, ⌈(

L∑
j=1

ej)×R⌉
))

, A =

L⋃
l=1

{ a(l,i)

log(P
(l)
F )
|i = 1, . . . , el} (29)

R(l) =

∑L
i=1 P

(i)
M∑L

i=1 P
(i)
M

(
P

(i)
M /(r

(i)
QK + r

(i)
V O)

) · P
(l)
M

r
(l)
QK + r

(l)
V O

·R (30)

It is worth noting that in certain extreme cases (e.g., when the importance of a particular block
is significantly lower than that of others while the pruning rate is very high), the values of R(l)

computed by Eq. (5) and Eq. (30) may exceed 1. In such situations, Vulcan sets the query–key and
value–output dimensions of the overflowing blocks to 1, and iteratively recalculates the R(l) of the
remaining blocks until all blocks satisfy R(l) ∈ (0, 1).

I BASELINES

In this section, we detail the five baselines used for comparison with Vulcan:

• Random. The random pruning method operates on the same dimensions as Vulcan, i.e., the
intermediate dimension (e) of the FFN and the query–key and value–output dimensions (q, v) of
the MHA. Given a pruning rate, it uniformly prunes dimensions by randomly selecting neurons
to delete, without considering the specific sub-task. We adopt this class-agnostic pruning method
as a lower-bound benchmark to evaluate the effectiveness of class-specific model derivation.

• NViT (Yang et al., 2023). NViT prunes all dimensions of a ViT, including the intermediate
dimension (e) of the FFN, the query–key, value–output dimensions (q, v), and the number of
attention heads (H) of the MHA, and the embedding dimension (d). It groups the weights along
each dimension and evaluates their importance using a Hessian-based importance score. The
pruning process is performed iteratively by removing the groups with the lowest scores until the
resource constraints of the target device are satisfied.

• X-Pruner (Yu & Xiang, 2023). X-Pruner prunes the intermediate dimension of the FFN (e)
and the number of attention heads (H) in the MHA. It introduces learnable masks into the ViT,
and pruning is achieved by applying sparsity regularization to gradually drive parts of the mask
values to zero.

• DC-ViT (Zhang et al., 2024). The goal of DC-ViT is to achieve the target pruning rate while
pruning as few blocks as possible. It designs an importance metric to evaluate each block, and
for the selected blocks, it removes the entire MHA module and uniformly prunes the intermediate
dimension (e) of the FFN at random. Among all the baselines, DC-ViT is the only method that
performs pruning at the module level.

• MDP (Sun et al., 2025). Similar to NViT, MDP jointly prunes multiple dimensions of ViTs,
including the embedding dimension (d), the number of attention heads (H), the query–key and
value–output dimensions (q, v), and the FFN intermediate dimension (e). It formulates pruning
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as a mixed-integer nonlinear program (MINLP) problem under latency budgets, solved with
Hessian-based importance scores and a precomputed latency lookup table (LUT).

It is worth noting that although Random pruning is intuitively expected to perform the worst, it ac-
tually outperforms some score-based methods. We attribute this to the fact that it adopts the same
pruning dimensions and granularity as Vulcan. In contrast, DC-ViT suffers from overly coarse prun-
ing granularity, making it difficult to recover model accuracy through retraining when the pruning
rate becomes high.

J ADDITIONAL EXPERIMENTAL RESULTS

In this section, we present additional experimental results and analyses. Appendix J.1 compares
Vulcan with five baselines at lower pruning rates to further demonstrate the effectiveness of Vul-
can. Appendix J.2 visualizes the model architectures of edge ViTs derived by Vulcan and further
investigates how class-specific knowledge is distributed across different blocks. Appendix J.3 com-
pares the computational efficiency of Vulcan-derived models with five baselines, demonstrating the
edge-friendliness of Vulcan. Appendix J.4 further demonstrates the scalability of Vulcan on larger
ViTs and BERT. Appendix J.5 shows that Vulcan enhances model generalization and robustness.
Appendix J.6 evaluates Vulcan in complex open-domain scenarios. Appendix J.7 investigates the
trade-off between derivation performance and derivation overhead. Appendix J.8 illustrates how
Vulcan can be combined with other compression techniques to achieve extreme lightweighting.

J.1 PERFORMANCE UNDER MODERATE PRUNING

Table 8: Overall performance of Vulcan and baselines on DeiT-Base with ImageNet-1K sub-tasks
of different sizes (25, 50, 100 classes) under pruning rates of 0.20 and 0.40.

Method T1/25 T2/25 T3/25 Avg T4/50 T5/50 T6/50 Avg T7/100 T8/100 T9/100 Avg

DeiT-Base 79.92 82.56 80.67 81.05 80.48 79.64 84.96 81.69 80.49 84.12 78.58 81.06
DeiT-Base (FT) 96.40 96.96 96.96 96.77 95.00 93.36 94.68 94.35 91.56 93.29 92.84 92.56

Pruning Rate = 0.20
Random 95.60 96.48 96.40 96.16 93.84 93.36 94.60 93.93 91.41 93.07 91.44 91.97
NViT 94.96 96.32 96.01 95.76 92.96 92.72 94.32 93.10 91.27 92.83 91.84 91.98
X-Pruner 96.56 96.48 96.88 96.62 94.40 93.00 95.40 94.26 91.16 92.65 91.70 91.84
DC-ViT 95.52 95.76 94.57 95.28 91.40 93.16 94.00 92.85 84.73 88.34 90.84 87.97
MDP 95.44 96.56 94.73 95.58 92.60 88.00 92.48 91.03 84.50 92.79 90.74 89.34
Vulcan 96.48 97.12 97.04 96.88 95.00 93.24 94.60 94.28 91.49 92.91 91.74 92.05

Pruning Rate = 0.40
Random 94.64 95.68 94.48 94.93 91.84 90.84 92.48 91.72 87.94 90.41 89.12 89.16
NViT 92.08 94.24 94.17 93.50 90.60 90.00 91.52 90.71 87.23 90.10 87.88 88.40
X-Pruner 94.76 94.68 95.01 94.82 92.34 91.60 93.28 92.41 88.95 91.67 89.04 89.89
DC-ViT 86.80 89.12 88.66 88.19 83.84 80.60 87.52 83.99 80.91 83.73 83.16 82.60
MDP 95.36 96.40 93.69 95.15 93.40 89.76 90.60 91.25 88.89 88.12 89.36 88.79
Vulcan 94.80 95.68 94.97 95.15 92.76 91.52 93.60 92.63 89.71 91.59 89.84 90.38

We first compare Vulcan with five baselines at pruning rates of 0.20 and 0.40 to evaluate its perfor-
mance under moderate pruning conditions. As shown in Table 8, we observe that at pruning rates of
0.20 and 0.40, Vulcan consistently outperforms the base ViT and five baselines in terms of accuracy
across different sub-task sizes. Specifically, at a pruning rate of 0.20, the model derived by Vulcan
outperforms the base ViT by 13.13% on average, and further surpass the best-performing baselines,
X-Pruner and MDP, by up to 0.64% and 6.99%, respectively. At the higher pruning rate of 0.40,
Vulcan achieves average accuracy improvements of 11.45%, 0.35%, and 5.99% over the base ViT,
X-Pruner, and MDP, respectively. These results further confirm the effectiveness of Vulcan, showing
that it delivers consistent advantages even under moderate pruning conditions.
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J.2 MODEL ARCHITECTURES OF EDGE VITS
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Figure 17: Visualization of the architectures of edge ViTs derived by Vulcan from DeiT-Base for
sub-tasks T1–T3 on ImageNet under pruning rates of 0.60 and 0.80.

We visualize the architectures of edge ViTs derived from DeiT-Base for the sub-tasks T1–T3 in
Table 1, as shown in Figure 17. From the visualization, we observe that class-specific knowledge in
the FFN modules is more concentrated in the middle blocks, while class-agnostic knowledge in the
MHA modules is more concentrated in the value–output dimensions.

J.3 COMPUTATIONAL EFFICIENCY COMPARISON

Table 9: Comparison of computational efficiency between DeiT-Base and edge ViTs derived by
Vulcan and five baselines under different pruning rate R, evaluated on Jetson Orin NX (bz=1) and
NVIDIA RTX 4090 (bz=256).

Methods
Latency (ms) Throughput (image/s) Memory (GB) #Param #FLOPs Acc.

Orin NX RTX 4090 Orin NX RTX 4090 Orin NX RTX 4090 (M) (G) (%)

DeiT-Base 45.45 274.27 22.00 933.39 0.34 2.21 86.57 17.57 81.27

Pruning Rate = 0.20
Random 42.97 (1.05×) 278.21 (0.99×) 23.27 920.15 0.28 2.75 69.47 14.06 (↓19.98%) 94.02 (↑12.75)
NViT 37.49 (1.21×) 227.53 (1.21×) 26.68 1125.15 0.27 2.15 68.71 14.05 (↓19.98%) 93.61 (↑12.34)
X-Pruner 37.49 (1.21×) 223.87 (1.23×) 26.67 1143.51 0.28 2.15 68.58 13.94 (↓20.66%) 94.24 (↑12.97)
DC-ViT 36.98 (1.23×) 225.19 (1.22×) 27.04 1136.83 0.28 2.15 69.62 12.49 (↓28.91%) 92.03 (↑10.76)
MDP 33.78 (1.35×) 202.48 (1.35×) 29.61 1264.31 0.25 2.12 62.21 14.05 (↓19.98%) 91.98 (↑10.71)
Vulcan 36.84 (1.23×) 218.16 (1.26×) 27.14 1173.43 0.27 2.14 67.22 13.56 (↓21.51%) 94.40 (↑13.13)

Pruning Rate = 0.40
Random 34.24 (1.33×) 229.04 (1.20×) 29.20 1117.69 0.21 2.57 52.39 10.55 (↓39.95%) 91.94 (↑10.67)
NViT 29.25 (1.55×) 182.20 (1.51×) 34.19 1405.02 0.21 1.99 50.86 10.54 (↓40.01%) 90.87 (↑9.60)
X-Pruner 29.54 (1.54×) 183.33 (1.49×) 33.86 1396.38 0.21 2.09 52.61 10.71 (↓39.04%) 92.37 (↑11.10)
DC-ViT 28.62 (1.59×) 175.33 (1.56×) 34.94 1460.09 0.21 2.08 52.38 10.54 (↓39.04%) 84.93 (↑3.66)
MDP 26.30 (1.73×) 159.68 (1.72×) 38.03 1603.25 0.19 2.06 45.76 9.25 (↓47.35%) 91.73 (↑10.46)
Vulcan 29.73 (1.53×) 176.01 (1.56×) 33.63 1454.42 0.21 1.82 51.00 10.24 (↓41.72%) 92.72 (↑11.45)

Pruning Rate = 0.60
Random 26.74 (1.70×) 184.40 (1.49×) 37.39 1388.29 0.15 2.39 35.29 7.04 (↓59.93%) 87.01 (↑5.74)
NViT 24.55 (1.85×) 137.03 (2.00×) 40.73 1868.23 0.14 1.44 33.13 7.02 (↓60.05%) 81.88 (↑0.61)
X-Pruner 21.79 (2.09×) 135.53 (2.02×) 45.89 1888.93 0.15 2.02 35.56 7.27 (↓58.62%) 89.41 (↑8.14)
DC-ViT 20.04 (2.27×) 126.84 (2.16×) 49.90 2018.22 0.15 2.02 35.43 7.03 (↓59.99%) 69.85 (↓11.42)
MDP 19.35 (2.35×) 122.99 (2.23×) 51.67 2081.54 0.13 1.43 31.08 6.20 (↓64.71%) 88.25 (↑6.98)
Vulcan 21.81 (2.16×) 136.67 (2.01×) 45.86 1873.11 0.15 1.66 34.09 6.77 (↓61.47%) 92.32 (↑11.05)

Pruning Rate = 0.80
Random 15.19 (2.99×) 101.99 (2.69×) 65.85 2510.1 0.08 1.06 18.21 3.53 (↓79.91%) 71.45 (↓9.82)
NViT 19.13 (2.37×) 98.94 (2.77×) 52.28 2587.47 0.08 1.37 16.77 3.49 (↓80.14%) 52.86 (↓28.41)
X-Pruner 19.76 (2.30×) 90.92 (3.02×) 50.61 2815.58 0.09 1.33 19.19 3.80 (↓78.37%) 79.11 (↓2.16)
DC-ViT 14.76 (3.08×) 79.66 (3.44×) 67.75 3213.83 0.08 1.95 18.19 3.51 (↓80.02%) 49.18 (↓32.09)
MDP 18.30 (2.48×) 82.79 (3.31×) 54.64 3092.11 0.08 1.09 17.73 3.35 (↓80.93%) 75.73 (↓5.54)
Vulcan 15.06 (3.02×) 99.59 (2.75×) 66.41 2570.61 0.08 1.40 16.96 3.26 (↓81.45%) 88.22 (↑6.95)
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Given that some pruning methods are not hardware-friendly, we compare the computational effi-
ciency of Vulcan with five baselines under different pruning rates. As shown in Table 9, under
the same pruning rate, Vulcan-derived models achieve comparable or better inference efficiency,
ranking in the top-3 speedups in most cases, demonstrating Vulcan’s hardware friendliness. It is
worth noting that although DC-ViT attains a significantly higher speedup at a pruning rate of 0.80
by removing part of the MHA modules, the resulting models suffer from overly degraded accuracy,
making this trade-off unreasonable.

J.4 SCALING TO LARGER MODEL AND NEW DOMAIN

Table 10: Performance of Vulcan on larger ViT-L/16 and BERT-Base from the NLP domain. ‘(FT)’
denotes fine-tuning on the class-specific data.

Methods
ViT-L/16 (ImageNet) BERT-Base (NewsGroups)

T1/25 T2/25 T3/25 T1/2 T2/4 T3/8

Base ViT 82.64 84.72 83.76 77.60 68.34 72.71
Base ViT (FT) 97.52 97.28 98.16 94.43 87.95 81.52

Vulcan (0.60) 96.72 97.10 97.58 94.56 86.41 81.66
Vulcan (0.80) 94.54 94.73 93.75 93.16 85.68 80.19

To further demonstrate the scalability of Vulcan, we conduct experiments on both a larger vision
model, ViT-L/16, and a language model, BERT-Base, from a different domain. For ViT-L/16, we
derive edge ViTs for the sub-tasks T1–T3 in Table 1. For BERT-Base, we fine-tune the model on the
20 NewsGroups (Lang, 1995) dataset and derive edge ViTs for three sub-tasks with 2, 4, and 8 target
classes. As shown in Table 10, Vulcan achieves results comparable to those in Table 1, confirming
its strong scalability across both larger architectures and new domains.

J.5 GENERALIZATION AND ROBUSTNESS OF DERIVED MODELS

Table 11: Accuracy comparison on distribution-shifted datasets between DeiT-Base and Vulcan-
derived models for three ImageNet sub-tasks under pruning rates of 0.60 and 0.80. The models
derived from DeiT-Base by Vulcan exhibit stronger generalization and robustness on the sub-tasks.

Methods
ImageNet-V2 ImageNet-R

T1/25 T2/25 T3/25 T1/25 T2/25 T3/25

DeiT-Base 2.40 0.40 0.00 0.00 0.00 0.00

Vulcan (0.60) 11.60 11.20 8.00 1.63 0.11 0.00
Vulcan (0.80) 12.40 7.60 10.40 2.17 2.36 0.26

To evaluate the generalization and robustness of the edge ViTs derived by Vulcan, we further com-
pare DeiT-Base and its derived edge ViTs on two datasets whose distributions differ from ImageNet:

• ImageNet-V2 (Recht et al., 2019): A re-collection of ImageNet validation data designed to test
distribution shifts. It contains images sampled from the same class labels but gathered under
different conditions, serving as a benchmark for evaluating model generalization.

• ImageNet-R (Hendrycks et al., 2021): A dataset consisting of various renditions of ImageNet
classes (e.g., sketches, paintings, cartoons), which introduces significant appearance variations
and is commonly used to assess robustness against domain shifts.

As shown in Table 11, Vulcan can improve the generalization and robustness of base ViTs on sub-
tasks to some extent. We attribute this improvement to Vulcan’s ability to encourage edge ViTs to
focus on specific classes, enhancing their capacity to extract and recognize class-related features. An
interesting observation is that models with higher pruning rates exhibit even stronger generalization,
suggesting a promising direction for future exploration.
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J.6 VULCAN FOR TRANSFER LEARNING

Vulcan is designed to derive compact models from a pre-trained base ViT for a sub-task S, where
S ⊆ Y and Y denotes the class set recognized by the base ViT. This corresponds to a closed-domain
scenario. In practical applications, however, users often encounter open-domain settings in which
the target classes of a sub-task are not contained in Y . Such cases fall within the scope of transfer
learning. To investigate Vulcan’s effectiveness in this context, we employ DeiT-Base pre-trained
on ImageNet as the base ViT and evaluate Vulcan-derived models under different pruning rates on
three downstream benchmarks: Stanford Cars (Krause et al., 2013), Oxford Flowers-102 (Nilsback
& Zisserman, 2008), and Food-101 (Bossard et al., 2014).

Table 12: Overall performance of Vulcan under different pruning rates on downstream tasks. The
classes and data distribution of downstream tasks are different from the pre-training data of the base
ViT. ‘(FT)’ denotes fine-tuning on the downstream task data.

Methods Stanford Cars Oxford Flowers-102 Food-101 Avg

DeiT-Base (FT) 84.02 90.58 86.81 87.14

Vulcan (0.60) 79.62 86.40 80.60 82.21
Vulcan (0.80) 66.70 78.16 74.25 73.04

As shown in Table 12, at pruning rates of 0.60 and 0.80, the edge ViTs derived by Vulcan achieve
94.34% and 83.82% of the accuracy of models obtained by directly fine-tuning the base ViT. This
performance is somewhat lower than the results in Table 1, as the three selected downstream tasks
all belong to fine-grained image recognition (FGVC), which are inherently more challenging and
complex than the ImageNet sub-tasks. Nevertheless, the results clearly demonstrate the strong gen-
eralizability of Vulcan and its applicability to more difficult open-domain scenarios.

J.7 TRADE-OFF BETWEEN PERFORMANCE AND OVERHEAD

Effects of Batch Size and Learning Rate. Considering that practical applications often impose
varying constraints on memory usage and derivation efficiency, we investigate how batch size (bz)
and learning rate (lr)—two critical training configurations directly related to these factors—affect
the performance of Vulcan. Specifically, for the three ImageNet sub-tasks T1–T3 defined in Table 1,
Vulcan derives models from DeiT-Base under different batch sizes and learning rates. We record
memory usage and the accuracy of the derived models across varying batch sizes, as well as the
convergence speed of the derivation process under different learning rates.
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Figure 18: Effects of batch size and learning rate on edge ViTs derived by Vulcan. The asterisks in
the right figure mark the step–accuracy points at convergence for each learning rate.

As shown in Figure 18, Vulcan exhibits robustness to batch size: memory usage is reduced by
86.34% with only a 4.59% average drop in accuracy. For the learning rate, convergence is defined
as accuracy fluctuations within 0.1% over 100 steps. When the learning rate is set to 5 × 10−4

and 10−3, derivation efficiency improves by 57.14% and 65.44% with accuracy losses of 3.02%
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and 6.05%, respectively, indicating that higher learning rates can accelerate derivation at a modest
accuracy cost.

Table 13: Compatibility of Vulcan with LoRA (r=256). The edge ViTs are derived from DeiT-Base
with a pruning ratio of 0.60, tailored for the three ImageNet subtasks T1–T3.

Methods Memory (GB)
Acc. (%)

T1/25 T2/25 T3/25 Avg

Vulcan 1.67 95.04 96.24 95.53 95.60
Vulcan (LoRA) 1.10 (↓34.13%) 88.32 89.75 89.05 89.04 (↓6.56%)

Compatibility of Vulcan with LoRA. In addition, we can also extend Vulcan to LoRA (Hu et al.,
2021) to reduce memory usage. We observe that post-training with LoRA requires a relatively larger
learning rate to achieve stable convergence. Accordingly, we set the learning rate to 1 × 10−3. As
shown in Table 13, when adapted to LoRA (r=256) with a batch size of 4 and gradient accumulation
steps of 64, Vulcan incurs an average accuracy drop of 6.56% while reducing memory consumption
by 34.13%. We must acknowledge that LoRA inevitably introduces a degree of accuracy degrada-
tion, as optimizing two low-rank matrices alone cannot fully satisfy the constraints associated with
Lcollapse and Lrank. Consequently, these losses do not monotonically decrease during the later stages
of post-training; instead, they tend to increase monotonically with larger values of λ1 and λ2. Nev-
ertheless, the derived model still substantially outperforms the base ViT (DeiT-Base), achieving an
average improvement of 8.01% across the three sub-tasks.

J.8 EXTREME MODEL COMPRESSION

As discussed in Section 2, Vulcan is orthogonal to other model compression techniques and can be
combined with them to enable even lighter deployment. To demonstrate this, we take the edge ViT
ME/T1 derived from DeiT-Base at a pruning rate of 0.80 for the ImageNet sub-task T1/25, and
further compress it using knowledge distillation (KD) and INT8 quantization.

Table 14: Results of combining Vulcan with depth pruning, knowledge distillation, and FP16 quan-
tization on ImageNet T1/25. With Vulcan as the core, integrating other compression techniques
enables effective lightweighting.

Methods
Latency (ms) Throughput (image/s) Storage #Param #FLOPs Acc.

Orin NX RTX 4090 Orin NX RTX 4090 (MB) (M) (G) (%)

DeiT-Base 45.45 274.27 22.00 933.39 0.34 2.21 86.57 17.57
Vulcan (T1-0.80) 15.04 (3.02×) 99.14 (2.77×) 66.48 2581.97 69.48 (↓78.96%) 18.21 3.49 92.24

Depth Pruning + KD 13.16 (3.45×) 82.24 (3.33×) 75.96 3112.8 60.24 (↓81.76%) 15.79 3.06 92.32
Quantization (FP16) 11.35 (4.00×) 28.34 (9.68×) 88.07 9033.06 30.12 (↓90.88%) 15.79 3.06 92.32

Specifically, we sample 5,000 samples from the T1/25 training set to evaluate the accuracy change
after removing each block of ME/T1. Following a greedy strategy, at each step we remove the
block that incurs the smallest accuracy drop. Through this depth pruning process, three blocks are
removed fromME/T1 to construct a student model for knowledge distillation. Next, we take the
DeiT-Base fine-tuned on the T1/25 training set as the teacher model and fine-tune the student model
for 5,000 steps using logit-based knowledge distillation with a learning rate of 1e-5. As shown
in Table 14, the distilled model achieves an additional 0.08% accuracy gain. We then apply FP16
quantization to the distilled model, further reducing storage cost and improving inference efficiency.
Overall, this pipeline reduces the model’s storage cost by 90.88%, improves accuracy on the sub-
task by 12.40%, and achieves 4.00× and 9.68× inference speedups on Orin NX and RTX 4090,
respectively, substantially enhancing the deployability of the model.

28



1512
1513
1514
1515
1516
1517
1518
1519
1520
1521
1522
1523
1524
1525
1526
1527
1528
1529
1530
1531
1532
1533
1534
1535
1536
1537
1538
1539
1540
1541
1542
1543
1544
1545
1546
1547
1548
1549
1550
1551
1552
1553
1554
1555
1556
1557
1558
1559
1560
1561
1562
1563
1564
1565

Under review as a conference paper at ICLR 2026

K PSEUDOCODE

Algorithm 1 Vulcan – Class-Specific Model Derivation

Input: pre-trained base ViTMB , sub-task S, class-specific dataset DS , pruning rate R, Lagrange
multiplier λ1, λ2, penalty parameter ρ

Output: compact class-specific edge ViTME

1: # Determine the target model architecture
2: {a(l,i)}1≤l≤L,1≤i≤el ←MB(DS) ▷ obtain the activation values of the neurons in W

(l,h)
1

3: {K(l)}1≤l≤L ← Compute K(l) according to {a(l,i)}1≤l≤L,1≤i≤el and Eq. (3)
4: {C(l)k }1≤l≤L,1≤k≤K(l) ← Perform clustering based on {K(l)}1≤l≤L

5: {R(l)
QK}1≤l≤L, {R(l)

V O}1≤l≤L ← Compute R
(l)
QK|V O according to Eq. (5)

6: # Post-training
7: λ1, λ2 ← 0.0, 0.0
8: step← 0
9: total step← 6250R2 + 1250R ▷ empirical relationship between total step and R

10: while true do
11: for t-th batch Bt in DS do
12: {a(l,i)}1≤l≤L,1≤i≤el ← Forward propagationMB(Bt)
13: Update the anchor neuron n̂

(l)
k of each cluster C(l)k to the neuron with the max activation

14: L ← Compute L according to λ1, λ2 and Eq. (8)
15: Backward propagation on L and update parameters ofMB using optimizer
16: λ1,2 ← λ1,2 + ρ ∂L

∂λ1,2
▷ update the Lagrange multipliers via gradient ascent

17: if step ≥ total step then break
18: end for
19: if step ≥ total step then break
20: end while

21: # Pruning
22: ME =

⋃L
l=1{W

(l)
1 ,W

(l)
2 ,
⋃Hl

h=1{W
(l,h)
Q ,W

(l,h)
K ,W

(l,h)
V ,W

(l,h)
O }} ←MB

23: for l-th block inME do
24: Create the weight matrix W

(l)′
1 ∈ RK(l)×d,W

(l)′
2 ∈ Rd×K(l)

25: W
(l)′
1 ,W

(l)′
2 ← Pruning according to Eq. (9)

26: for h-th head in l-th block inME do
27: q′l, v

′
l ← ⌊ql(1−R

(l)
QK)⌋, ⌊vl(1−R

(l)
V O)⌋

28: Create the weight matrix W
(l,h)′
Q|K ∈ Rq′l×d,W

(l,h)′
V ∈ Rv′

l×d,W
(l,h)′
O ∈ Rd×v′

l

29: W
(l,h)′
Q ,W

(l,h)′
K ,W

(l,h)′
V ,W

(l,h)′
O ← Pruning according to Eq. (10) and Eq. (11)

30: end for
31: end for
32: ME ←

⋃L
l=1{W

(l)′
1 ,W

(l)′
2 ,

⋃Hl

h=1{W
(l,h)′
Q ,W

(l,h)′
K ,W

(l,h)′
V ,W

(l,h)′
O }}

33: return ME
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