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ABSTRACT

Diffusion probabilistic models (DPMs) represent a class of powerful generative
models. Despite their success, the inference of DPMs is expensive since it gener-
ally needs to iterate over thousands of timesteps. A key problem in the inference
is to estimate the variance in each timestep of the reverse process. In this work,
we present a surprising result that both the optimal reverse variance and the cor-
responding optimal KL divergence of a DPM have analytic forms w.r.t. its score
function. Building upon it, we propose Analytic-DPM, a training-free inference
framework that estimates the analytic forms of the variance and KL divergence
using the Monte Carlo method and a pretrained score-based model. Further, to
correct the potential bias caused by the score-based model, we derive both lower
and upper bounds of the optimal variance and clip the estimate for a better result.
Empirically, our analytic-DPM improves the log-likelihood of various DPMs, pro-
duces high-quality samples, and meanwhile enjoys a 20x to 80 speed up.

1 INTRODUCTION

A diffusion process gradually adds noise to a data distribution over a series of timesteps. By learning
to reverse it, diffusion probabilistic models (DPMs) (Sohl-Dickstein et al., 2015; Ho et al., 2020;
Song et al., 2020b) define a data generative process. Recently, it is shown that DPMs are able
to produce high-quality samples (Ho et al., |2020; Nichol & Dhariwall 2021} |[Song et al., [2020bj
Dhariwal & Nichol, |2021), which are comparable or even superior to the current state-of-the-art
GAN models (Goodfellow et al.,[2014; |[Brock et al., [2018; |Wu et al., 2019; Karras et al.,[2020b).

Despite their success, the inference of DPMs (e.g., sampling and density evaluation) often requires
to iterate over thousands of timesteps, which is two or three orders of magnitude slower (Song et al.,
2020a)) than other generative models such as GANs. A key problem in the inference is to estimate
the variance in each timestep of the reverse process. Most of the prior works use a handcrafted
value for all timesteps, which usually run a long chain to obtain a reasonable sample and density
value (Nichol & Dhariwall [2021). |[Nichol & Dhariwal (2021)) attempt to improve the efficiency of
sampling by learning a variance network in the reverse process. However, it still needs a relatively
long trajectory to get a reasonable log-likelihood (see Appendix E in|Nichol & Dhariwal (2021)).

In this work, we present a surprising result that both the optimal reverse variance and the corre-
sponding optimal KL divergence of a DPM have analytic forms w.r.t. its score function (i.e., the
gradient of a log density). Building upon it, we propose Analytic-DPM, a training-free inference
framework to improve the efficiency of a pretrained DPM while achieving comparable or even su-
perior performance. Analytic-DPM estimates the analytic forms of the variance and KL divergence
using the Monte Carlo method and the score-based model in the pretrained DPM. The correspond-
ing trajectory is calculated via a dynamic programming algorithm (Watson et al.,|2021). Further, to
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correct the potential bias caused by the score-based model, we derive both lower and upper bounds
of the optimal variance and clip its estimate for a better result. Finally, we reveal an interesting
relationship between the score function and the data covariance matrix.

Analytic-DPM is applicable to a variety of DPMs (Ho et al.l 2020} [Song et al., [2020aj, Nichol &
Dhariwall 2021)) in a plug-and-play manner. Empirically, Analytic-DPM consistently improves the
log-likelihood of these DPMs and meanwhile enjoys a 20x to 40x speed up. Besides, Analytic-
DPM also consistently improves the sample quality of DDIMs (Song et al., [2020a) and requires
up to 50 timesteps (which is a 20x to 80x speed up compared to the full timesteps) to achieve a
comparable FID to the corresponding baseline.

2 BACKGROUND
Diffusion probabilistic models (DPMs) firstly construct a forward process (1. |®o) that injects
noise to a data distribution g(x¢ ), and then reverse the forward process to recover it. Given a forward

noise schedule 3, € (0,1),n = 1,---, N, denoising diffusion probabilistic models (DDPMs) (Ho
et al.,[2020) consider a Markov forward process:

am(T1:n|®0) = HqM Tp|Tn-1),  am(Zn|Tn-1) = N(Zn|Vanzn—1,BuI), (D

where I is the identity matrlx, ayn, and (3, are scalars and «, :== 1—,,./Song et al.|(2020al)) introduce

a more general non-Markov process indexed by a non-negative vector A = (A1, -+ ,Ax) € Ré\'o:
N
i (@1y|z0) = ga(@n o) [ ax(@n-1l@n, o), 2)
n=2

q/\(iL‘N|£B0) :N(CL'N|\/6N(BO7BNI)5
qA(iL'n71|CEn7w()) = N(wn71|ﬂn(wnv ZB()), >‘721I)

2 (@, o) = /Cn_1@0 + 1/ Brq — A2 - \/»ozna:o

Here @, = [];_, a; and B,, =1 — @,. Indeed, Eq. (2) includes the DDPM forward process as a

special case when \2 = f3,, where 3, = b %‘1 Br. Another special case of Eq. (2) is the denoising

diffusion implicit model (DDIM) forward process, where )\% = 0. Besides, we can further derive
qx(Tn|To) = N(Tn|v/@nxo, B, I), which is independent of . In the rest of the paper, we will
focus on the forward process in Eq. since it is more general, and we will omit the index A and
denote it as g(x1.v|xo) for simplicity

The reverse process for Eq. (2) is defined as a Markov process aimed to approximate g(xg) by
gradually denoising from the standard Gaussian distribution p(zy) = N (zN|0,I):

p(xo:n) = p(xN) H p(xn_1|xn), plXp-1lT,) = N(:’:n—lwn(mn)vaiI)v

n=1

where ., (x,,) is generally parameterized[]by a time-dependent score-based model s, (x,,) (Song
& Ermonl 2019; Song et al., |2020b):

_ 1 =
lj'n(wn) = Hn (wn7 \/?—n(wn + ann(wn))> . 3)
The reverse process can be learned by optimizing a variational bound L4, on negative log-likelihood:
N
L, =E, Pogp(l’o@iwrZDKL(Q(mn—ﬂmo, xn)||[p(zrn—1]Ts))+Dxi(g(zn|zo)||p(TN))| »
n=2

"Ho et al,|(2020); Song et al.|(2020a) parameterize ft,, () With fi,, (@, \/% (xn—1/B,€n(xn))), which

is equivalent to Eq. 1| by letting sy, (x,) = — \/%Ten(mn).
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which is equivalent to optimizing the KL divergence between the forward and the reverse process:

min Ly, <  min_ Dki(g(zo.n)||p(z0:n)). 4
{l‘nao'%}ﬁ;l {l‘nagi}ﬁ;l

To improve the sample quality in practice, instead of directly optimizing L.y, [Ho et al| (2020)
consider a reweighted variant of Ly, to learn s, (z,,):

milrvl E”BnEqn(wn)Hsn(q’n) — Vg, log Qn(wn)H2 = En,wo,eHe + \/ ann(wnm2 +c¢ (5

{sn}i=1

where n is uniform between 1 and N, ¢, (x,,) is the marginal distribution of the forward process
at timestep n, € is a standard Gaussian noise, x,, on the right-hand side is reparameterized by

Tn = Vapxo+ \/37 € and cis a constant only related to g. Indeed, Eq. (5) is exactly a weighted sum
of score matching objectives (Song & Ermon, 2019), which admits an optimal solution s}, (z,) =
Va, log gu(z,) foralln € {1,2--- | NJ.

Note that Eq. (5)) provides no learning signal for the variance o2. Indeed, o2 is generally handcrafted

in most of prior works. In DDPMs (Ho et al., [2020), two commonly used settings are Jfl = B, and

02 = f3,,. In DDIMs, |Song et al.[(2020a) consistently use 02 = \2. We argue that these handcrafted
values are not the true optimal solution of Eq. (@) in general, leading to a suboptimal performance.

3 ANALYTIC ESTIMATE OF THE OPTIMAL REVERSE VARIANCE

For a DPM, we first show that both the optimal mean p%; (x,,) and the optimal variance o2 to Eq.
have analytic forms w.r.t. the score function, which is summarized in the following Theorem

Theorem 1. (Score representation of the optimal solution to Eq. (), proof in Appendix[A.2))
The optimal solution w,(x,) and o* to Eq. (4) are

1 _
N:L(mn) = [y (m'm \/?—n(mn + ﬁnvwn 1Og Qn(mn))> , 6)

2
* 777, ol ol Vm lo n\Ln 2
oz =n [ m (1_5nEqn(%)| 1ot >||>, -

where q,(xy,) is the marginal distribution of the forward process at the timestep n and d is the
dimension of the data.

The proof of Theorem|I]consists of three key steps:

* The first step (see Lemma @ is known as the moment matching (Minka, 2013)), which
states that approximating arbitrary density by a Gaussian density under the KL divergence
is equivalent to setting the first two moments of the two densities as the same. To our
knowledge, the connection of moment matching and DPMs has not been revealed before.

* In the second step (see Lemma|13)), we carefully use the law of fotal variance conditioned
on x( and convert the second moment of g(x,—1|x,, ) to that of g(x|x,,).

* In the third step (see Lemma, we surprisingly find that the second moment of g(xq|x,,)
can be represented by the score function, and we plug the score representation into the
second moment of ¢(x,,_1|x,) to get the final results in Theorem

The results in Theorem (and other results to appear later) can be further simplified for the DDPM
forward process (i.e., )\% = B, see Appendix |D| for details). Besides, we can also extend Theo-
rem E] to DPMs with continuous timesteps (Song et al.| [2020b} Kingma et al., 2021)), where their
corresponding optimal mean and variance are also determined by the score function in an analytic
form (see Appendix [E.1]for the extension).

Note that our analytic form of the optimal mean g, (2,,) in Eq. (6) and the previous parameterization
of p,(x,) (Ho et all [2020) in Eq. coincide. The only difference is that Eq. replaces the
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Figure 1: Comparing our analytic estimate 62 and prior works with handcrafted variances (3, and

Br. (a) compares the values of the variance for different timesteps. (b) compares the term in Ly},
corresponding to each timestep. The value of L.y, is the area under the corresponding curve.

score function V,, log g, (x,,) in Eq. (6) with the score-based model s,, (). This result explicitly
shows that Eq. (5) essentially shares the same optimal mean solution to the L.y, objective, providing
a simple and alternative perspective to prior works.

In contrast to the handcrafted strategies used in (Ho et al., |2020; [Song et al.l |2020a), Theorem |I|
shows that the optimal reverse variance o2 can also be estimated without any extra training process
given a pretrained score-based model s,, (¢, ). In fact, we first estimate the expected mean squared
norm of Vo log ¢, (x,) by ' = (I'1, ..., '), where

M
1 ||3n(wnm)”2 iid
Fn = 37 7’7 nm ~ n\Ln). 8
Mﬂ; y Tnm ~ n(n) ®)

M is the number of Monte Carlo samples. We only need to calculate I' once for a pretrained
model and reuse it in downstream computations (see Appendix for a detailed discussion of the
computation cost of I'). Then, according to Eq. H we estimate o~ as follows:

2
22 _ 42 B 7 7
CRECR N/ ) R RS) 0

We empirically validate Theorem [1} In Figure (1| (a), we plot our analytic estimate 62 of a DDPM
trained on CIFAR10, as well as the baselines (3,, and 3,, used by Ho et al.|(2020). At small timesteps,
these strategies behave differently. Figure(b) shows that our &2 outperforms the baselines for each
term of L.y, especially at the small timesteps. We also obtain similar results on other datasets (see
Appendix |G_T|) Besides, we show that only a small number of Monte Carlo (MC) samples (e.g.,
M=10, 100) is required to achieve a sufficiently small variance caused by MC and get a similar
performance to that with a large M (see Appendix [G.2). We also discuss the stochasticity of L.y,
after plugging 62 in Appendix

3.1 BOUNDING THE OPTIMAL REVERSE VARIANCE TO REDUCE BIAS

According to Eq. (7) and Eq. (EI), the bias of the analytic estimate 62 is

2
2 B _ /3 2 Ve, 10g gn ()|
o2 a2l = (2 - B x| Balrs - By, Mm@, g

Approximation error

Coefficient

Our estimate of the variance employs a score-based model s,,(x,,) to approximate the true score
function V, log g, (). Thus, the approximation error in Eq. is irreducible given a pretrained
model. Meanwhile, the coefficient in Eq. (I0) can be large if we use a shorter trajectory to sample
(see details in Section[d), potentially resulting in a large bias.
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To reduce the bias, we derive bounds of the optimal reverse variance o2 and clip our estimate based
on the bounds. Importantly, these bounds are unrelated to the data distribution ¢(x() and hence
can be efficiently calculated. We firstly derive both upper and lower bounds of o without any
assumption about the data. Then we show another upper bound of o2 if the data distribution is
bounded. We formalize these bounds in Theorem 2

Theorem 2. (Bounds of the optimal reverse variance, proof in Appendix[A.3))

02 has the following lower and upper bounds:

2
N <or? <N 4 ,/ﬁ—”—\/Bn,l—Ai ) (1)
Qp

If we further assume q(xo) is a bounded distribution in [a,b]?, where d is the dimension of data,
then %% can be further upper bounded by

—\ 2 2
022§A3+<\/ﬁ—m-\/(;7> (b;a) ' (42

Theorem states that the handcrafted reverse variance )\% in prior works (Ho et al.||2020;Song et al.,
2020a) underestimates o*2. For instance, A2 = f3,, in DDPM. We compare it with our estimate in
Figure |1|(a) and the results agree with Theorem 2] Besides, the boundedness assumption of ¢(x)
is satisfied in many scenarios including generative modelling of images, and which upper bound
among Eq. (T and Eq. (I2) is tighter depends on n. Therefore, we clip our estimate based on the
minimum one. Further, we show theses bounds are tight numerically in Appendix [G.3]

4 ANALYTIC ESTIMATION OF THE OPTIMAL TRAJECTORY

The number of full timesteps IV can be large, making the inference slow in practice. Thereby, we can
construct a shorter forward process ¢(x,, - - , T |€o) constrained on a trajectory 1 =71 < - -+ <
T = N of K timesteps (Song et al.| 2020a; Nichol & Dhariwall [2021; Watson et al., 2021)), and K
can be much smaller than N to speed up the inference. Formally, the shorter process is defined as

K
q(mﬁ »0y Lrg |m0) = q(mTK |m0) Hk:2 q(wTk—l |m7'k7x0)’ where
(s, |2r,, 20) = N (21, |ﬂ'rk_1\7k (7, T0), )‘72—k,1|rk1)7 (13)
= I Try, — /7, To 1‘0
Pr. 1|7k (@, o) Oy o + ﬂ"'k 1 Tk e /
Tk
The corresponding reverse process is p(Lo, &1y, , L7y ) = P(Try ) szl p(Zr,_,|Ts,), where

p(mTk-—l ‘mm) = N(m‘rk—l |/1’7'k,1\7'k (mTk)ﬂ 0—72'1@71|7’kI)'

According to Theorem the mean and variance of the optimal p*(x.,_, |-, ) in the sense of KL
minimization is

* ~ 1 —
/J’frkfl\frk (wTk) = p"rk,llﬂrk (w‘rm F(wﬂc + /BTk,vak logQ(w‘ﬂc))> B
Tk

*2 rk ||vmrk log q(x+, )| ?
aTk 1\Tk Tk llTk Qry |7 Tk 1 Tk 1|7k (w‘rk) d )7
k| Th—1

*2
Th—1|Tk

where o, |-, _, = O, /ar,_,. According to Theorem 2, we can derive similar bounds for o

(see details in Appendlx . Similarly to Eq. @) the estimate of 0*2 . Im is

6’2 Tk )
Th—1|Tk Tk 1|7'k o Tk 1 'rk 1|7 L'z,
Th|Th—1
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where I is defined in Eq. (§) and can be shared across different selections of trajectories. Based on
the optimal reverse process p* above, we further optimize the trajectory:

K
. . d
min DKL(q(x()valv' o 7wTK)Hp (w(hx‘rlv' o 7‘,-ETK)) = 5 E J(kala’rk) +Cv (14)
k=2

T1, " TK

where J(T_1,7T) = log(a;‘_illm Ekilm) and c is a constant unrelated to the trajectory 7 (see
proof in Appendix [A.4). The KL in Eq. (I4) can be decomposed into K — 1 terms and each term
has an analytic form w.r.t. the score function. We view each term as a cost function J evaluated
at (Tg—1,7x), and it can be efficiently estimated by J(7x_1, %) ~ 1Og(&72'k—1‘7k/>\72'k—1|7'k)’ which
doesn’t require any neural network computation once I' is given. While the logarithmic function
causes bias even when the correct score function is known, it can be reduced by increasing M .

As a result, Eq. is reduced to a canonical least-cost-path problem (Watson et al., [2021)) on a
directed graph, where the nodes are {1,2,---, N} and the edge from s to ¢ has cost J(s,t). We
want to find a least-cost path of K nodes starting from 1 and terminating at N. This problem
can be solved by the dynamic programming (DP) algorithm introduced by [Watson et al.| (2021).
We present this algorithm in Appendix [B] Besides, we can also extend Eq. (14) to DPMs with
continuous timesteps (Song et al.l 2020b; Kingma et al., [2021]), where their corresponding optimal
KL divergences are also decomposed to terms determined by score functions. Thereby, the DP
algorithm is also applicable. See Appendix [E.2]for the extension.

5 RELATIONSHIP BETWEEN THE SCORE FUNCTION AND THE DATA
COVARIANCE MATRIX

In this part, we further reveal a relationship between the score function and the data covariance
matrix. Indeed, the data covariance matrix can be decomposed to the sum of Ey (5, yCov g (z|a,.)[T0]
and Covy(z, ) Eq(zo|a,) [To], Where the first term can be represented by the score function. Further,
the second term is negligible when n is sufficiently large because x and x,, are almost independent.
In such cases, the data covariance matrix is almost determined by the score function. Currently, the
relationship is purely theoretical and its practical implication is unclear. See details in Appendix[A.5]

6 EXPERIMENTS

We consider the DDPM forward process (A2 = f3,) and the DDIM forward process (A2 = 0),
which are the two most commonly used special cases of Eq. (Z). We denote our method, which
uses the analytic estimate 02 = 62, as Analytic-DPM, and explicitly call it Analytic-DDPM or
Analytic-DDIM according to which forward process is used. We compare our Analytic-DPM with
the original DDPM (Ho et al.l |2020), where the reverse variance is either o’% = (3, or o’fL = [, as

well as the original DDIM (Song et al., [2020a), where the reverse variance is O'?L = )\721 =0.

We adopt two methods to get the trajectory for both the analytic-DPM and baselines. The first one is
even trajectory (ET) (Nichol & Dhariwall 2021)), where the timesteps are determined according to a
fixed stride (see details in Appendix [F4). The second one is optimal trajectory (OT) (Watson et al.,
2021)), where the timesteps are calculated via dynamic programming (see Sectiond). Note that the
baselines calculate the OT based on the L., with their handcrafted variances (Watson et al.| [2021).

We apply our Analytic-DPM to three pretrained score-based models provided by prior works (Ho
et al.l [2020; Song et al., |2020a; |[Nichol & Dhariwal, 2021), as well as two score-based models
trained by ourselves. The pretrained score-based models are trained on CelebA 64x64 (Liu et al.,
2015)), ImageNet 64x64 (Deng et al.| 2009) and LSUN Bedroom (Yu et al.,[2015) respectively. Our
score-based models are trained on CIFAR10 (Krizhevsky et al.l 2009) with two different forward
noise schedules: the linear schedule (LS) (Ho et al.l[2020) and the cosine schedule (CS) (Nichol &
Dhariwall 2021). We denote them as CIFAR10 (LS) and CIFAR10 (CS) respectively. The number
of the full timesteps V is 4000 for ImageNet 64x64 and 1000 for other datasets. During sampling,
we only display the mean of p(xg|x1) and discard the noise following Ho et al.[(2020), and we
additionally clip the noise scale oo of p(x1|x2) for all methods compared in Table [2|(see details in
Appendix [F2]and its ablation study in Appendix[G.4). See more experimental details in Appendix[F
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Table 1: Negative log-likelihood (bits/dim) | under the DDPM forward process. We show results
under trajectories of different number of timesteps K. We select the minimum K such that analytic-
DPM can outperform the baselines with full timesteps and underline the corresponding results.

Model \ # timesteps K 10 25 50 100 200 400 1000
CIFARI10 (LS)

DDPM, 02 = (3, 7495 2498 1201 7.08 503 429 3.73
ET DDPM, o2 =3, 699 611 544 486 439 407 375
Analytic-DDPM 547 479 438 4.07 3.84 371 3.59

DDPM, 02 =, 538 434 397 3.82 377 375 375
Analytic-DDPM 411 368 3.61 359 359 359 359

CIFAR10 (CS)

DDPM, 02 = Bn 7596 2494 1196 7.04 495 4.19 3.60
ET DDPM,oc2 =03, 651 555 492 441 403 378 3.54
Analytic-DDPM 508 445 4.09 383 364 353 342

DDPM, 02 =3, 551 430 3.86 3.65 357 354 354
Analytic-DDPM 399 356 347 344 343 342 342

CelebA 64x64

DDPM, o2 = Bn 3342 1309 7.14 460 345 3.03 271
ET DDPM,o2 =03, 667 572 498 431 374 334 293
Analytic-DDPM 454 389 348 316 292 279 2.66

DDPM, 02 =3, 476 358 316 299 294 293 293

oT

oT

OT  Analytic-DDPM ~ 2.97 271 267 2.66 2.66 2.66 2.66
Model \ # timesteps K 25 50 100 200 400 1000 4000
ImageNet 64x64

DDPM, 02 = 3, 10587 4625 2202 1210 759 504 3.89
ET DDPM,o2=p, 581 520 470 431 404 381 365
AnalyticcDDPM 478 442 415 395 381 3.69 3.61

DDPM, 02 = j3, 456 409 384 373 3.68 3.65 3.65

or Analytic-DDPM 383 370 3.64 3.62 3.62 3.61 3.61

We conduct extensive experiments to demonstrate that analytic-DPM can consistently improve the
inference efficiency of a pretrained DPM while achieving a comparable or even superior perfor-
mance. Specifically, Section and Section present the likelihood and sample quality results
respectively. Additional experiments such as ablation studies can be found in Appendix

6.1 LIKELIHOOD RESULTS

Since )\% = 0 in the DDIM forward process, its variational bound L.y, is infinite. Thereby, we
only consider the likelihood results under the DDPM forward process. As shown in Table|l} on all
three datasets, our Analytic-DPM consistently improves the likelihood results of the original DDPM
using both ET and OT. Remarkably, using a much shorter trajectory (i.e., a much less inference
time), Analytic-DPM with OT can still outperform the baselines. In Table |1} we select the mini-
mum K such that analytic-DPM can outperform the baselines with full timesteps and underline the
corresponding results. Specifically, analytic-DPM enjoys a 40x speed up on CIFARI10 (LS) and
ImageNet 64x64, and a 20x speed up on CIFAR10 (CS) and CelebA 64x64.

Although we mainly focus on learning-free strategies of choosing the reverse variance, we also
compare to another strong baseline that predicts the variance by a neural network (Nichol & Dhari-
wall 2021). With full timesteps, Analytic-DPM achieves a NLL of 3.61 on ImageNet 64x64, which
is very close to 3.57 reported in Nichol & Dhariwal (2021). Besides, while Nichol & Dhariwal
(2021) report that the ET drastically reduces the log-likelihood performance of their neural-network-
parameterized variance, Analytic-DPM performs well with the ET. See details in Appendix



Published as a conference paper at ICLR 2022

Table 2: FID | under the DDPM and DDIM forward processes. All are evaluated under the even
trajectory (ET). The result with T is slightly better than 3.17 reported by Ho et al.| (2020), because
we use an improved model architecture following |[Nichol & Dhariwal (2021)).

Model \ # timesteps K 10 25 50 100 200 400 1000
CIFAR10 (LS)
DDPM, 02 = B 4445  21.83 1521 1094 823 643 5.1
DDPM, 02 = 33, 23341 125.05 66.28 3136 1296 4.86 13.04
Analytic-DDPM 3426 11.60 725 540 401 3.62 4.03
DDIM 21.31 10.70 774 6.08 507 4.61 4.13
Analytic-DDIM 14.00 581 4.04 355 339 350 3.74
CIFAR10 (CS)
DDPM, o2 = Bn 3476  16.18 11.11 838  6.66 565 492
DDPM, o2 = 83, 205.31 84.71 3735 1481 574 340 3.34
Analytic-DDPM 22.94 850 550 445 4.04 396 431
DDIM 3434 1668 1048 794 6.69 578 4.89
Analytic-DDIM 26.43 996 6.02 4838 492 500 4.66
CelebA 64x64
DDPM, o2 = Bn 36.69 2446 1896 1431 1048 809 595
DDPM, o2 = 83, 29479 115.69 5339 2565 9.72 395 3.16
Analytic-DDPM 2899 16.01 11.23 8.08 6.51 5.87 521
DDIM 20.54 1345 933  6.60 496 4.15 3.40
Analytic-DDIM 15.62 922 613 429 346 338 3.13
Model \ # timesteps K 25 50 100 200 400 1000 4000
ImageNet 64x64
DDPM, 02 = Bn 29.21 21.71 19.12 17.81 1748 16.84 16.55
DDPM, o2 = 83, 170.28 83.86 45.04 2839 2138 17.58 16.38
Analytic-DDPM 3256 2245 18.80 17.16 16.40 16.14 16.34
DDIM 26.06 20.10 18.09 17.84 17.74 17.73 19.00
Analytic-DDIM 2598 19.23 17.73 1749 1744 17.57 18.98

6.2 SAMPLE QUALITY

As for the sample quality, we consider the commonly used FID score (Heusel et al.,|2017), where a
lower value indicates a better sample quality. As shown in Table[2] under trajectories of different K,
our Analytic-DDIM consistently improves the sample quality of the original DDIM. This allows us
to generate high-quality samples with less than 50 timesteps, which results in a 20x to 80x speed
up compared to the full timesteps. Indeed, in most cases, Analytic-DDIM only requires up to 50
timesteps to get a similar performance to the baselines. Besides, Analytic-DDPM also improves the
sample quality of the original DDPM in most cases. For fairness, we use the ET implementation in
Nichol & Dhariwal| (2021) for all results in Table @ We also report the results on CelebA 64x64
using a slightly different implementation of the ET following [Song et al.| (2020a)) in Appendix
and our Analytic-DPM is still effective. We show generated samples in Appendix [G.9}

We observe that Analytic-DDPM does not always outperform the baseline under the FID metric,
which is inconsistent with the likelihood results in Table[I] Such a behavior essentially roots in the
different natures of the two metrics and has been investigated in extensive prior works (Theis et al.,
20155 Ho et al.,[2020; |[Nichol & Dhariwal, 2021 [Song et al,[2021;|Vahdat et al., 2021} Watson et al.,
2021 Kingma et al.,[2021). Similarly, using more timesteps doesn’t necessarily yield a better FID.
For instance, see the Analytic-DDPM results on CIFAR10 (LS) and the DDIM results on ImageNet
64x64 in Table 2] A similar phenomenon is observed in Figure 8 in Nichol & Dhariwall (2021).
Moreover, a DPM (including Analytic-DPM) with OT does not necessarily lead to a better FID
score (Watson et al., [2021) (see Appendix for a comparison of ET and OT in Analytic-DPM).
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Table 3: Efficiency comparison, based on the least number of timesteps | required to achieve a FID
around 6 (with the corresponding FID). To get the strongest baseline, the results with T are achieved
by using the quadratic trajectory [Song et al.[(2020a) instead of the default even trajectory.

Method CIFAR10 CelebA 64x64 LSUN Bedroom
DDPM (Ho et al., 2020) 190 (6.12) > 200 130 (6.06)
DDIM (Song et al.,2020a) 30 (5.85) > 100 Best FID > 6
Improved DDPM (Nichol & Dhariwall, 2021) 45 (5.96) Missing model 90 (6.02)
Analytic-DPM (ours) 25 (5.81) 55 (5.98) 100 (6.05)

We summarize the efficiency of different methods in Table [3] where we consider the least number
of timesteps required to achieve a FID around 6 as the metric for a more direct comparison.

7 RELATED WORK

DPMs and their applications. The diffusion probabilistic model (DPM) is initially introduced by
Sohl-Dickstein et al.| (2015), where the DPM is trained by optimizing the variational bound L.y,.
Ho et al.|(2020) propose the new parameterization of DPMs in Eq. (3) and learn DPMs with the
reweighted variant of L.y, in Eq. (3)). [Song et al| (2020b) model the noise adding forward process
as a stochastic differential equation (SDE) and introduce DPMs with continuous timesteps. With
these important improvements, DPMs show great potential in various applications, including speech
synthesis (Chen et al.| |2020; Kong et al., [2020; [Popov et al., 2021} [Lam et al.| |2021)), controllable
generation (Choi et al., 2021; |Sinha et al., [2021)), image super-resolution (Saharia et al., 2021} |L1
et al.| [2021), image-to-image translation (Sasaki et al.| 2021}, shape generation (Zhou et al., [2021)
and time series forecasting (Rasul et al.| 2021).

Faster DPMs. Several works attempt to find short trajectories while maintaining the DPM per-
formance. [Chen et al|(2020) find an effective trajectory of only six timesteps by the grid search.
However, the grid search is only applicable to very short trajectories due to its exponentially growing
time complexity. |Watson et al.| (2021) model the trajectory searching as a least-cost-path problem
and introduce a dynamic programming (DP) algorithm to solve this problem. Our work uses this
DP algorithm, where the cost is defined as a term of the optimal KL divergence. In addition to
these trajectory searching techniques, [Luhman & Luhman| (2021) compress the reverse denoising
process into a single step model; [San-Roman et al.| (2021) dynamically adjust the trajectory dur-
ing inference. Both of them need extra training after getting a pretrained DPM. As for DPMs with
continuous timesteps (Song et al., [2020b)), |Song et al.| (2020b) introduce an ordinary differential
equation (ODE), which improves sampling efficiency and enables exact likelihood computation.
However, the likelihood computation involves a stochastic trace estimator, which requires a multiple
number of runs for accurate computation. Jolicoeur-Martineau et al.| (2021)) introduce an advanced
SDE solver to simulate the reverse process in a more efficient way. However, the log-likelihood
computation based on this solver is not specified.

Variance Learning in DPMs. In addition to the reverse variance, there are also works on learning
the forward noise schedule (i.e., the forward variance). Kingma et al.|(2021)) propose variational
diffusion models (VDMs) on continuous timesteps, which use a signal-to-noise ratio function to
parameterize the forward variance and directly optimize the variational bound objective for a better
log-likelihood. While we primarily apply our method to DDPMs and DDIMs, estimating the optimal
reverse variance can also be applied to VDMs (see Appendix [E)).

8 CONCLUSION

We present that both the optimal reverse variance and the corresponding optimal KL divergence
of a DPM have analytic forms w.r.t. its score function. Building upon it, we propose Analytic-
DPM, a training-free inference framework that estimates the analytic forms of the variance and KL
divergence using the Monte Carlo method and a pretrained score-based model. We derive bounds
of the optimal variance to correct potential bias and reveal a relationship between the score function
and the data covariance matrix. Empirically, our analytic-DPM improves both the efficiency and
performance of likelihood results, and generates high-quality samples efficiently in various DPMs.
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A PROOFS AND DERIVATIONS

A.1 LEMMAS

Lemma 1. (Cross-entropy to Gaussian) Suppose q(x) is a probability density function with mean
g and covariance matrix X, and p(x) = N (x|, X) is a Gaussian distribution, then the cross-
entropy between q and p is equal to the cross-entropy between N (x|pq, 2q) and p, i.e.,

H(q,p) = HN (z|pq, Eq),p)
=5 Tog((2m)[Z1) + 5 (S5 4 4 (g — 1) TS g — 1),

Proof.
1 (—p) "2 (2 —p)
H(q,p) = —E,(z)logp(x) = —E, (2 log ————exp(—
(4,p) g(x) log () @) 08 TS p( 5 )
1 _
log((2m)*|Z]) + - Eq(a)(x — p) 27 (@ — )

2
log((2m)*[B) + S Eye) tr((@ — o) — ) 2
os((27)'|2) + 5 r(Eyqe) [(@ — ) — )T 57
og((2m)[Z]) + %tr(Eq(m) [(@ — po)(@ — pq) " + (g — ) (g — )] =71
o((2m)[1) + 5 (S + (g — )1ty — )] 57)
os((2m)"[S) + 1 1r(S, 5 4 4 ((ptg — )1ty — ) 5
log(2) 1) + 5 (S4B ) + 5 (g — 1) TS gty — 1)

N(m|“q72q)ap)-

[—

—_

—_

—_

Il Il
ST NI SR ST S T

—

O

Lemma 2. (KL to Gaussian) Suppose q(x) is a probability density function with mean p, and
covariance matrix X and p(x) = N (x|, X) is a Gaussian distribution, then

Dxw(qllp) = Dxr(N (g, Zq)llp) + HN (2|p1q, Zy)) — H(q),

where H (-) denotes the entropy of a distribution.

Proof. According to Lemmall} we have H(q, p) = H(N (z|ptq, ), p). Thereby,

q,
Dxw(qllp) = H(g,p) — H(q) = HWN (x|pq, Bq),p) — H(q)
=H (N (x|pq, 2y),p) — HN (z|pg, By)) + HN (z|pg, 2q)) — H(q)
=Dxr (N (z|pg, 2o)llp) + HN (x|pg, Ey)) — H(q).

O

Lemma 3. (Equivalence between the forward and reverse Markov property) Suppose q(xo.n) =

N
q(xo) [ q(xnlTn-1) is a Markov chain, then q is also a Markov chain in the reverse direction,
n=1
N

ie., Q(mO:N) = C]($N) H q(mn71|wn)

n=1
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Proof.
Q(mn—la Ly, 7mN)
A p—1|Tp, "+, TN) =
(@n-i] )= @ ww)
N
q(mn—lvwn) H Q($i|mi—1)
1=n-+1
= N = Q(mn—1|mn)~
q(xn) I a(milzi1)
i=n—+1
N
Thereby, ¢(zo.n) = q(xn) [ ¢(®n-1]Tn). O
n=1

Lemma 4. (Entropy of a Markov chain) Suppose q(xo.n ) is a Markov chain, then

H(q(zo.n)) = H(q(zn)) + Z EqH(q(@n-1]®n)) = H(q(x0)) + Z EqH (q(xn|Tn-1))-

n=1 n=1

Proof. According to Lemma 3] we have

N N
H(q(xon)) = — Eglogq(zn) [ [ ¢(@n-1]zn) = —Eqlogg(@n) — > Eqlogg(zn_1|z,)

n=1 n=1

N
=H(q(ay)) + ) EgH(g(@n1zn))-

n=1
N
Similarly, we also have H(¢(xo.n)) = H(q(x0)) + Y EqH(q(xn|Tn-1)). O
n=1

Lemma 5. (Entropy of a DDPM forward process) Suppose q(xo.n) is a Markov chain and
q(mn|wn—1) = N(mnl\/ anmn—laﬁnI); then

H(q(zo.n)) = H(q(0)) + g > log(2mef,).

Proof. According to Lemmad] we have

N N
d
H(q(zo.n)) = H(q(x0)) + Zl EoH (q(n|2n—1)) = H(q(o)) + Zl 5 log(2mefn).
O
Lemma 6. (Entropy of a conditional Markov chain) Suppose q(x1.n|xo) is Markov, then
N
H(q(wo.v)) = H(q(xo)) + EqH (q(zn|T0)) + Z EqH(q(Zn-1|Tn, x0)).
n=2
Proof. According to Lemmad] we have
H(q(zo:n)) =H(q(0)) + EqH(q(@1:n]0))
N
—H(g(x0)) + B H (g(xn|m0)) + > EyH(q(@n—1|20, o).
n=2
O
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Lemma 7. (Entropy of a generalized DDPM forward process) Suppose q(x1.n|xo) is Markov,

q(x N |xo) is Gaussian with covariance B I and q(x,,—1|x,,, To) is Gaussian with covariance N2 1,
then

H(a(ao) = Hlg(xo) + 2 log(2meBy) + Zlog (2meX2).

Proof. Directly derived from Lemma g O
Lemma 8. (KL to a Markov chain) Suppose q(xo.n) is a probability distribution and p(xo.n) =

N
p(xn) [ p(@n_1|xn) is a Markov chain, then we have

n=1

N
E,Dxr(q(xo:n—1]|zN)||p(To:n—1|ZN)) = Z E,Dxr(q(xn—1]2n)||p(Tn—1]|x,)) + ¢,

n=1

where ¢ = Z E,H(q(zn—1|%n)) — EqH (q(xo:n—1|ZN)) is only related to q. Particularly, if

q(xo.N) is also a Markov chain, then ¢ = 0.

Proof.
EqDk1.(q(xo.n—1|xN)||p(To:n—1]TN)) = —Eqlog p(xo.:n—1]xn) — E¢H (¢(xo:n—1]ZN))

N
= ZEq log p(®n—1]xn) — EqH(q(zo.n—1]ZN))

N B N
= Z EqDKL(Q(wnfl |wn)\|p(wn,1 |z,)) + Z EqH(Q(wnfl ‘xn)) - EqH(Q(wO:Nfl ‘xN))

N
Letc= > E,H(q(xn-1|xn)) — E;H(¢(xo.n—1|TN)), then
n=1

N
EqDxr(q(@o:n—1]@n)|[p(To:v-1]2N)) = Z EqDxr(q(@n—1]2n)|[p(2h-1]25)) + c.
n=1
If ¢(xo.v) is also a Markov chain, according to Lemma we have ¢ = 0. O
Lemma 9. (The optimal Markov reverse process with Gaussian transitions is equivalent to moment
N
matching) Suppose q(xo.n) is probability density function and p(xo.n) = [] p(Tn-1]zs)p(TN)

n=
is a Gaussian Markov chain with p(z,_1|x,) = N(Tn_1|pn(xn), 02 1), then the joint KL opti-
mization

min _ Dkr(q(xo.n)||p(To: N
o o (q(zo.n)|Ip(x0:N))

has an optimal solution

tr(Covy(z,_|@n) [Tn-1])
d )

which match the first two moments of q(x,_1|xy,). The corresponding optimal KL is

My () = Eq(mn_l\zn)[wnfl]a ‘7:12 = IE:qn(mn)

Dxr(q(zo:n)||p" (®o:n)) = H(q(zn). P Zlog (2mea?) — H(g(zo.n))-

Remark. Lemma @ doesn’t assume the form of q(xo.n ), thereby it can be applied to more general
Gaussian models, such as multi-layer VAEs with Gaussian decoders (Rezende et al.| {2014, |Burda
et al.l|2015). In this case, q(x1.n|x0) is the hierarchical encoders of multi-layer VAEs.
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Proof. According to Lemma 8] we have

Dx1(q(zo.n)|[p(xo:n)) = Dxr(g(zn)|[p(zn)) + Z EqDxr(q(Tn—1]2n)|[p(®n-1]2s)) + ¢,

n=1
N
where c = >~ E,H(q(®n_1]|%n)) — EqH (¢(xo.n-1]ZN)).
n=1
Since E, Dk1,(¢(2n—1|Tn)|[p(€n—1|T,)) is only related to p,,(-) and o2, the joint KL optimization

is decomposed into n independent optimization sub-problems:

mln E Dk (¢(xn—1]zn)|Ip(®n-1]2s)), 1<n<N.

nH 77

According to Lemma[2} we have

EqDxr(q(@n-1]xn)|[p(@n—1]T0))
:EqDKL(N(mn—l|]Eq(:cn71|wn)[mn—l}v Covq(wnq\wn)[wn—l])Hp(mn—l|mn))

+ EqH(N(xnfﬂEq(mn_llmn)[wnflL COVq(mn,_l\mn)[wnfl])) - EqH(Q(J’n*ﬂxn))
=F(02) +G(o2, pn) +

where

./—'.(0'721) = (0;2Eq tr(covq(wnfl\wn)[:Bn—l]) + leg J’?L) y

| =

1 _
5%n 2Eq||Eq(wn71\wn)[wn71] - l‘n(wn)‘|2v

G(oZ, pn) = 5

and ¢’ = 4 log(27) — EqH (q(xn—1|x,)). The optimal p,(x,,) is achieved when

Eq@n 1 jwn) [Tn—1] — tn(2n)]]* = 0.

Thereby, p (21) = Eq(z,, 1 |a,)[@n—1]. In this case, (02, ;) = 0 and we only need to consider
F(02) for the optimal o2, By calculating the gradient of 7, we know that F gets its minimum at

0?2 = E, tr(covq(wnywn)[mn—ﬂ).

In the optimal case, F(07:2) = (1 + log 0;?) and
* d *
EqDxr(q(@n-1]zn)||p" (Tn-1|2n)) = ) log(2meay?) — EqH (q(zp—1|@)).

As aresult,

Dxur(q(zo.n)|[p*(zo:N))
N

N
=Dxr(g(en)llp(en)) + ) glog(%eai‘f) = > EgH(q(@n-1|an))

n=1 n=1

+ Y EgH(q(@n1|20)) — (H(a(@on)) — H(g(zn)))

n=1

—H(q(mn Z

g(2mec’?) — H(q(xo.n)).

1\3\&

Lemma 10. (Marginal score function) Suppose q(v, w) is a probability distribution, then

Vo log Q(w) :Eq('v\w)vw log Q(wlv)
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Proof. According t0 E(y|uw) Vuw 10g ¢(v|w) = [ Vyq(v|w)dv = V,, [ ¢(vjw)dv = 0, we have

Vuw IOg Q(w) =Vuw 1Og q(w) + Eq(v|w)vw 10g q(v|w)
:Eq(v|w)v'w 1Og q('v, ’lU) = IEq('u|'w)vw log Q(w‘v)'
O

Lemma 11. (Score representation of conditional expectation and covariance) Suppose q(v,w) =
q(v)g(wlv), where q(w|v) = N (w|/av, BI), then

%(w + V4 log g(w)),

B
Eq () CoV(ofw) [v] = (I = BEq(uw) [V log g(w) Vo, log g(w) ']) ,

tr(Cov, (v|w)[’0]) B ||V log Q(w)HZ
IEq(w)q— “a 1 _BEQ(U’)# :

IEq('u|w)['v] =

S

Proof. According to Lemma[T0} we have

w — y/av
Vwlog g(w) = I['Eq('ulw)vw log g(w|v) = _]Eq('v|'w) B\F
Thereby, Eq(yjw)[v] = T('w + BV log ¢(w)). Furthermore, we have
2 w — Jav
Eogtw) CoVatutaw) [v] = = -Eaqga) CoVa(otuw) [ 5]
_B? w —av, ,w—/av w — /av w — /av
Eq(w) Eq('u|w)( ,8 )( ,8 )T - Eq(v|w)[T]Eq(v|w)[T]T

2
6 <ﬁ2 a(0) Eqaw|v) (w0 — Vo) (w — Vav)T — Eqg(w)Vw log ¢(w)V,, log q(w)T>
62 ;
<ﬁ2 4(v) COV g (w]v)W — Eg () Vi l0g q(w) Vi log g(w) >

62 1
= EE(I(U)BI - Eq(w)vw IOg Q(w)v’w log q(w)T

2
i (57~ B Vs lowa(w) Vo o a(10)T ) = 21 = 8,0 Vor o) Vo o))

Taking the trace, we have

[V log g(w)]|?

tr(Covywpw)[v]) B
Eg(w)———— = = o d )

a(w) y (1 = BEq(w)

O
Lemma 12. (Bounded covariance of a bounded distribution) Suppose q(x) is a bounded distribution
in [a, b]?, then M < (b_Ta)Q
Proof.
r(Covymylo]) _ tr(Covyoyle = 55E) _ Eywlle — I = [[B2 — =52
d d -
Eolle =30 _ b—ay,
< y < (%5 .
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Lemma 13. (Convert the moments of q(€,,—1|xy,) to moments of q(xo|x,,)) The optimal solution
Wi () and 02 to Eq. (4) can be represented by the first two moments of q(xo|x,,)

My (T0) = fin(Tn, ]Eq(wolmn)wo)

2
. _ - @ tr(Covy(ay|a,) [To])
R N R

where q,(x,,) is the marginal distribution of the forward process at timestep n and d is the dimension
of the data.

Proof. According to LemmaEI, the optimal p}, and 0% under KL minimization is

% * tr(Covy(a, _|a,)[@Tn-1])
My () = EQ(mn—l\zn)[wnfl]’ Un2 = Eqn(mn) = c}lm : '

We further derive p. Since fi,, (€, o) is linear w.r.t. &y, we have

B (@) = Eqa, |a,) [®n-1] = Eqaolz.) Eq@n_1|@n,20) [Tn-1]

:]Eq(wo\mn)ﬂn(wn, iL'O) = ﬂn(wna Eq(mg|mn)$0)~

Then we consider 0;;2. According to the law of total variance, we have

CoVy(@, 11z [Tn—1] = Eq(aolzn) COVa(@n_1 |20 .20) [Tn—1] + COVy(aoz,) Eq(en 1| @0) [Tn—1]
- — /= [ Qi
:AELI + Covq(:co\a:n)u’n(wnv'mO) = )‘ELI + (\/ Qp—1 — ﬂn—l - /\727, ! ?)2covq(mo\wn)[m0}'

Thereby,

tr(C T,
0’:;2 :Eqn(wn) I'( OVQ(mnfé‘mn)[ 1])

a B n tr(Covy(ay|z.)[Zo])

O
A.2  PROOF OF THEOREM/[I]
Theorem 1. (Score representation of the optimal solution to Eq. (|)), proof in Appendix|A.2))
The optimal solution w,(x,) and o> to Eq. (4) are
1 _
*wn = fi, Tp, ——(Tn + nv log qn(xn ; 6
b ) = i (00— + 5,5, Yow i (2) ) ©

2
. [ B, = — Va, log gn(,)|?
(‘)’n2 — /\i + P \/m 1 — ﬂnEqn(wn) H ] gd ( )|| 7 %

where q,(x,,) is the marginal distribution of the forward process at the timestep n and d is the
dimension of the data.

Proof. According to Lemma[TT|and Lemma|[I3] we have

—_

l*l/v*z(w’ﬂ) = ﬂn(wnaEq(mo\mn)wO) = ﬂn(wny = (wn +anwn 10g Q(mn)))?

Q2
3
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and

* — ) a"L tr(COV T |Tn r )
TR =N VTt = B = X [ B = iz
— = [ Bn 7 Ve, logq(x, 2
:)\ELJF(M* B — A2 - IB )QEn(lfﬂn]Eq(wn)H ; ()]l )
B 2
— 2 & _ n _\2)2 1_7 E ||vwn logq(wn)H
A (22 = B = M= By, R,

A.3 PROOF OF THEOREM[Z]

Theorem 2. (Bounds of the optimal reverse variance, proof in Appendix[A.3)

02 has the following lower and upper bounds:

2
M <or? <A 4 w/%”—«/ﬁn_l—A% . (11)

If we further assume q(xo) is a bounded distribution in [a,b]?, where d is the dimension of data,
then 0% can be further upper bounded by

2
= Tn bh—a\?
o2 < X2+ <\/an1 — /By = A2 ,/Z) ( . a) . (12)
Proof. According to Lemma[I3]and Theorem|[I] we have
2 *2 2 Bn a) 2\2
)‘ngan S)‘n—’—( ;_ IBn—l_/\n)'

If we further q(z() assume is a bounded distribution in [a,b]¢, then q(zxo|z,) is also a bounded
distribution in [a, b]¢. According to Lemma we have

tr(Covy(zo|z,) [®0]) b—a
Eq,) HElm) 00 < ()

Combining with Lemma[T3] we have

) _ — an tr(Cov g (mo|an) [To])
or? =Ap + (V@1 — M- =) Eq(a,) o
_ — Qn .o, b—a
R i e

n

A.4 PROOF OF THE DECOMPOSED OPTIMAL KL

Theorem 3. (Decomposed optimal KL, proof in Appendix[A.4)

The KL divergence between the shorter forward process and its optimal reverse process is
a4
DKL(q(w()v Lrys CBTK)HP*((E(), Lryy mTK)) = 5 Z J(kalv Tk) +e
k=2

*2
(o
Te—1l7k

)\2
Th—117k

where J(Ti—1,71) = log and c is a constant unrelated to the trajectory T.
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Proof. According to Lemma[7]and Lemma[9] we have

DKL(q(m()a Loy, ;mTK)Hp*(mOa Ly, axTK))
:EQDKL(q(m0|mT17' e 7wTK)||p*(m0‘m1)) + DKL(q<wT1v T ’xTK)Hp*(mTN' o vaK))
=EqDxv(q(®o|@r,, -+ @7 )|[p" (@0l1)) + H(q(2N), p(TN))
d K
+ ) Z IOg(Qﬂ-eU:f_l\rk) —H(q(zr,  2ry))
k=2
d K
=~ Eqlogp*(@olz1) + H(q(xn), p(2N)) + 5 > log(2meas? |\.) — H(q(@o, @y, @)
k=2
d K
=—E,logp*(zo|lx1) + H(g(xN),p(zN)) + 5 Zlog(?weoiﬁ_lm)
k=2

d _ o d&E
— H(q(xg)) — 3 log(2meBy) — 3 Zlog(Qwe/\ikil‘Tk)

* Tk 1Tk d n
= —E,logp"(zo|z1) + H(q(ax) Zlog "~ Hg(wo)) - 5 log(2meBy).

Tk 17k

Let J(7k—1,7) = log 5 T and ¢ = —Eqlogp*(xo|21) + H(q(xn), p(en)) — H(q(w0)) —

"k 117k
% log(2me3 ), then ¢ is a constant unrelated to the trajectory T and

DKL(q(w(thl?' o uwTK)Hp*(w(thla e 7wTK

1\9\&

K
E I (Th—1,Trk)
k=2

A.5 THE FORMAL RESULT FOR SECTION[3] AND ITS PROOF

Here we present the formal result of the relationship between the score function and the data covari-
ance matrix mentioned in Section

Proposition 1. (Proof in Appendix [A.3) The expected conditional covariance matrix of the data
distribution is determined by the score function V 5, 1og q,,(x,,) as follows:

B _
Eq(wn)covq(wo\wn)[wo] = gn (I - ﬂnEqn(wn) [vmn IOg Qn(wn)vwn IOg Qn(wn)T]) s (15)
which contributes to the data covariance matrix according to the law of total variance
Covy(ao) [Zo] = Eq(a,.) CoVy(aola,) (o] + COVo(a,) Eq(aola,) [@o]- (16)
Proof. Since q(x,|zo) = N (x,|v/anxo, B, I), according to Lemma we have

/Bn )
Eq(mn)COVq(mo\mn)[wO] = 57(1 - 51~LE(1”(:ﬂn)vm71 10g dn (wn)vmn IOg dn (mn)—r)

The law of total variance is a classical result in statistics. Here we prove it for completeness:
Eq(a,) CoV(aolen) [@o] + COVy(a,) Byt [%0]
T T
“Ey@.) (Bowole.) 020 — Eqole,) [@0]Bg(ala,) (o] )
T T
+ Eq(wn) (Bqaolzn) 0] Eqaolza) [To] ) — (Eq@n) Bq(olen) [To]) (Bq(,) Eqole.) (o)

=Ey(20)205 — Eq(ay)[#0]Eq(ao) [Z0] T = Covy(ay)[@o].
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Algorithm 1 The DP algorithm for the least-cost-path problem (Watson et al.| 2021)

1: Input: Cost function J(s,t) and integers K, N (1 < K < N)

2: Output: The least-cost-trajectory 1 =73 < -+ < 7 = N

3: C«{oo}i<kn<n, D {—1}i<pn<n

4: C[1,1] «+ 0

5: for k =2to K do > Calculate C' and D
6: CJ <« {Clk—1,8]+ J(s,1n)}1<s<Nk<n<N

7 Clk,k 3] + (min(CJ[:, k]), min(CJ[:, k 4+ 1]), - - - ,min(CJ[:, N]))

8: Dik,k :] + (argmin(CJ[:, k]), arg min(CJ[:, k + 1]), - - - ,arg min(CJ[:, N]))

9: end for
10: 7k = N
11: for k = K to 2 do > Calculate 7
12: Th—1 < D[k,Tk]
13: end for
14: return 7

B THE DP ALGORITHM FOR THE LEAST-COST-PATH PROBLEM

Given a cost function J(s,t) with 1 < s < t and k,n > 1, we want to find a trajectory 1 =
71 < -+ < 7, = n of k nodes starting from 1 and terminating at n, s.t., the total cost J(71,72) +
J(12,73) + -+ + J(Tk—1, %) is minimized. Such a problem can be solved by the DP algorithm
proposed by Watson et al|(2021). Let C'[k, n] be the minimized cost of the optimal trajectory, and
DIk, n] be the 7,1 of the optimal trajectory. For simplicity, we also let J(s,t) = oo for s > ¢t > 1.

Then for & = 1, we have C[1,n] = go T]i,iln -1 and D[1,n] = —1 (here oo and —1

represent undefined values for simplicity). For N > k > 2, we have

%) 1<n<k
Clk,n] = min  Clk—1,8]+ J(s,n) = min Clk—1,s]+J(s,n) N>n>k,
k—1<s<n—1 1<s<N

-1 1<n<k
Dlk,n] = argmin Clk —1,s] + J(s,n) =argmin C[k — 1,s] + J(s,n) N >n>k.
k—1<s<n-—1 1<s<N

As long as D is calculated, we can get the optimal trajectory recursively by 7 = N and 74,1 =
D[k, 73,]). We summarize the algorithm in Algorithm|[1]

C THE BOUNDS OF THE OPTIMAL REVERSE VARIANCE CONSTRAINED ON A
TRAJECTORY

In Sectiond] we derive the optimal reverse variance constrained on a trajectory. Indeed, the optimal
reverse variance can also be bounded similar to Theorem[2} We formalize it in Corollary [1}

Corollary 1. (Bounds of the optimal reverse variance constrained on a trajectory)

*2

O—Tk—l‘Tk

has the following lower and upper bounds:

— 2
2 2 2 Bre.  F 2
)\Tk—l‘Tk < Or—i |7 < ATk—llTk + a ﬂﬂc—l /\Tk—1|7'k :
Th|Th—1

If we further assume q(xo) is a bounded distribution in [a,b]?, where d is the dimension of data,
then %% can be further upper bounded by

2
*2 2 = 3 2 Qry, b—a 2
Ore—1 |7 < >\T’€*1|T’€ + ( G ™ v 67—"’1 N )\Tk—l""k . Bk> ( 2 ) ’
V Th
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D SIMPLIFIED RESULTS FOR THE DDPM FORWARD PROCESS

The optimal solution % (x,,) and o2 in Theorem [1] and the bounds of o2 in Theorem [2| can be

directly simplified for the DDPM forward process by letting A2 = f3,,. We list the simplified results
in Corollary [2and Corollary [3]

Corollary 2. (Simplified score representation of the optimal solution)

When X2 = By, the optimal solution p* (x,,) and o2 to Eq. (El) are

wr(xy) = \/Li(wn + BV, log gn(xn)),

n
12

w2 _ DPn Ve, log gn(xn)
= —1-B6E; (& .
o = o (1= BBy, i )
Corollary 3. (Simplified bounds of the optimal reverse variance)

When \2 = B, 02 has the following lower and upper bounds:

5, < o2 < Dn.
n >V, >
an

If we further assume q(xq) is a bounded distribution in [a,b]?, where d is the dimension of data,
then 0% can be further upper bounded by

- @B (b—a\?
02 < B+ oot (P20
B 2

n

As for the shorter forward process defined in Eq. (I3), it also includes the DDPM as a special case
~ - B,
when Aik—lh’k = BTk—ﬂTk’ where 57’k—1|7'k = Elj-kl

mean and variance of its reverse process can also be simplified for DDPMs by letting /\3

By |, - Similar to Corollary [2} the optimal

k—1 ITk =
Br,_1|7.- Formally, the simplified optimal mean and variance are

H’:k,l\rk (zr,) = (zr, + ﬁTk‘kalvmrk log ¢r, (®+,)),

1
VO | -1

*2 _ /BTlek—l (
Th—1|Tk

HVCIJTk log dry, (wTk)HQ

1- ﬂ"'kl"'k—lEqu (zr),) d )-

a'rlc"rk—l

Besides, Theorem 3 can also be simplified for DDPMs. We list the simplified result in Corollary
Corollary 4. (Simplified decomposed optimal KL)

When \2 = By, the KL divergence between the subprocess and its optimal reverse process is

K
. d
DKL(q(mOamTU'" 7mTK)||p (m()vm‘l'l?"' 7m7'K)) = §ZJ(TI€—17T/€)+C7
k=2

||Vw7k log g+, (wTk)HQ
d )7

where J(Ti—1,71) = log(1 — Brylri-1Bar, (r,)

and c is a constant unrelated to the trajectory T.

E EXTENSION TO DIFFUSION PROCESS WITH CONTINUOUS TIMESTEPS

Song et al.| (2020b) generalizes the diffusion process to continuous timesteps by introducing a
stochastic differential equation (SDE) dz = f(t)zdt + g(t)dw. Without loss of generality, we
consider the parameterization of f(¢) and ¢(t) introduced by |[Kingma et al|(2021)

_ ldlogat ( )2 _ @ - dloga;—
2 a0 Y T at v

ft)
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where @; and 3, are scalar-valued functions satisfying some regular conditions (Kingma et al., 2021)
with domain ¢ € [0, 1]. Such a parameterization induces a diffusion process on continuous timesteps

q(zo, 2[0,1)), S-L.,

q(zt|zo) = N(z|Vaixo, B I), Vte[0,1],
q(zt|zs) = N(zt|\/at\szsaﬁt\51)a Vo<s<t< 1a

where v = @; /@, and By = B, — aysf,.
E.1 ANALYTIC ESTIMATE OF THE OPTIMAL REVERSE VARIANCE

Kingma et al. (2021) introduce p(zs|z;) = N (zs|ps)e(z1), a?lt) (s < t) to reverse from timestep

E

t to timestep s, where o2 St is fixed to —ﬁ |¢- In contrast, we show that o? 5|t also has an optimal

=l

solution in an analytic form of the score function under the sense of KL minimization. According to
Lemma[Q]and Lemma[T1} we have

N 1
l'l’s\t(zt) = Eq(zs|zt)[z8] = M(zt + /8t|Sth IOg q(zt))7

; tr(Covy(z|z0[2s]) _ Buys IV, log g(z:)||?
05|2t = Lq ! d s (1- ﬁf| q(zt) d ):

Thereby, both the optimal mean and variance have a closed form expression w.r.t. the score function.

In this case, we first estimate the expected mean squared norm of the score function by I'; for
t € [0, 1], where

[Ise(=z0)[”

[y = Ey(z) 7 .

Notice that there are infinite timesteps in [0, 1]. In practice, we can only choose a finite number of
timesteps 0 = ¢; < --- < ¢ty = 1 and calculate I'; . For a timestep ¢ between t,—1 and t,,, we can
use a linear interpolation between Iy, |, and I';, . Then, we can estimate o St 2 by

AQ Bt|s

ef*
\ s

(1= Bysle).

E.2 ANALYTIC ESTIMATION OF THE OPTIMAL REVERSE TRAJECTORY

Now we consider optimize the trajectory 0 = 73 < --- < 7 = 1 in the sense of KL minimization

min DKL(q(m(hlea"' azTK)Hp*(wOaZTN' o azTK))'

T1, 3, TK

Similar to Theorem |3 the optimal KL is

I\D\&

K
DKL(q(CBOMZTU"' 7ZTK)||p*(:BO7ZT1a"' >ZTK ZJ Tk I;Tk
k=2

V=, logg(zr)|? . .
where J (71, 7x) = log(1 — B, |7, qw) and c is unrelated to 7. The difference

is that J(s, t) is defined on a continuous range 0 < s < ¢ < 1 and the DP algorithm is not directly
applicable. However, we can restrict J (s, t) on a finite number of timesteps 0 = ¢; < --- <ty = 1.
Then we can apply the DP algorithm (see Algorithm to the restricted J (s, t).
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F EXPERIMENTAL DETAILS

F.1 DETAILS OF SCORE-BASED MODELS

The CelebA 64x64 pretrained score-based model is provided in the official code (https://
github.com/ermongroup/ddim) of Song et al|(2020a). The LSUN Bedroom pretrained
score-based model is provided in the official code (https://github.com/hojonathanho/
diffusion) of |Ho et al|(2020). Both of them have a total of N = 1000 timesteps and use the
linear schedule (Ho et al., 2020) as the forward noise schedule.

The ImageNet 64x64 pretrained score-based model is the unconditional Lyypriqg model provided
in the official code (https://github.com/openai/improved-diffusion)) of Nichol
& Dhariwal| (2021). The model includes both the mean and variance networks, where the mean
network is trained with Eq. @ as the standard DDPM (Ho et al., 2020) and the variance network is
trained with the L3, objective. We only use the mean network. The model has a total of N = 4000
timesteps and its forward noise schedule is the cosine schedule (Nichol & Dhariwal, |[2021)).

The CIFARI10 score-based models are trained by ourselves. They have a total of N = 1000
timesteps and are trained with the linear forward noise schedule and the cosine forward noise sched-
ule respectively. We use the same U-Net model architecture to Nichol & Dhariwal| (2021)). Follow-
ing|Nichol & Dhariwall (2021)), we train S00K iterations with a batch size of 128, use a learning rate
of 0.0001 with the AdamW optimizer (Loshchilov & Hutter, 2017) and use an exponential mov-
ing average (EMA) with a rate of 0.9999. We save a checkpoint every 10K iterations and select
the checkpoint according to the FID results on 1000 samples generated under the reverse variance
02 = f3,, and full timesteps.

F.2 LOG-LIKELIHOOD AND SAMPLING

Following Ho et al.|(2020), we linearly scale the image data consisting of integers in {0, 1, - - - , 255}
to [—1,1], and discretize the last reverse Markov transition p(xg|x1) to obtain discrete log-
likelihoods for image data.

Following Ho et al.|(2020), at the end of sampling, we only display the mean of p(x¢|x1) and discard
the noise. This is equivalent to setting a clipping threshold of zero for the noise scale o;. Inspired
by this, when sampling, we also clip the noise scale o2 of p(x1|xs), such that E|oge| < %y,
where e is the standard Gaussian noise and y is the maximum tolerated perturbation of a channel. It
improves the sample quality, especially for our analytic estimate (see Appendix[G.4). We clip o for
all methods compared in Table and choose y € {1, 2} according to the FID score. We find y = 2
works better on CIFAR10 (LS) and CelebA 64x64 with Analytic-DDPM. For other cases, we find
y = 1 works better.

We use the official implementation of FID to pytorch (https://github.com/mseitzer/
pytorch-fid). We calculate the FID score on 50K generated samples on all datasets. Follow-
ing Nichol & Dhariwal| (2021), the reference distribution statistics are computed on the full training
set for CIFAR10 and ImageNet 64x64. For CelebA 64x64 and LSUN Bedroom, the reference dis-
tribution statistics is computed on 50K training samples.

F.3 CHOICE OF THE NUMBER OF MONTE CARLO SAMPLES AND CALCULATION OF I'

We use a maximal M without introducing too much computation. Specifically, we set M = 50000
on CIFAR10, M = 10000 on CelebA 64x64 and ImageNet 64x64 and M = 1000 on LSUN
Bedroom by default without a sweep. All of the samples are from the training dataset. We use the
default settings of M for all results in Table[I] Table 2]and Table[3]

We only calculate I" in Eq. (8) once for a pretrained model, and I' is reused during inference under
different settings (e.g., trajectories of smaller K') in Table[T] Table 2]and Table
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F.4 IMPLEMENTATION OF THE EVEN TRAJECTORY

We follow Nichol & Dhariwal| (2021) for the implementation of the even trajectory. Given the
number of timesteps K of a trajectory, we firstly determine the stride a = % Then the kth

1
timestep is determined as round(1 + a(k — 1)).

F.5 EXPERIMENTAL DETAILS OF TABLE[3]

In Table E], the results of DDPM, DDIM and Analytic-DPM are based on the same score-
based models (i.e., those listed in Section [FI). We get the results of Improved DDPM by run-
ning its official code and unconditional Lyytriq models (https://github.com/openai/
improved-diffusion). As shown in Table [d] on the same dataset, the sizes as well as the
averaged time of a single function evaluation of these models are almost the same.

Table 4: Model size and the averaged time to run a model function evaluation with a batch size of
10 on one GeForce RTX 2080 Ti.

CIFAR10 CelebA 64x64 LSUN Bedroom
DDPM, DDIM, Analytic-DPM 200.44 MB /29 ms 300.22 MB /50 ms 433.63 MB /438 ms
Improved DDPM 200.45 MB / 30 ms Missing model ~ 433.64 MB /439 ms

The DDPM and DDIM results on CIFAR10 are based on the quadratic trajectory following [Song
et al.| (2020a)), which gets better FID than the even trajectory. The Analytic-DPM result is based on
the DDPM forward process on LSUN Bedroom, and based on the DDIM forward process on other
datasets. These choices achieve better efficiency than their alternatives.
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G ADDITIONAL RESULTS

G.1 VISUALIZATION OF REVERSE VARIANCES AND VARIATIONAL BOUND TERMS

Figure [I] visualizes the reverse variances and Ly, terms on CIFAR10 with the linear forward noise
schedule (LS). In Figure@ we show more DDPM results on CIFAR10 with the cosine forward noise
schedule (CS), CelebA 64x64 and ImageNet 64x64.

-16
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Figure 2: Comparing our analytic estimate 52 and prior works with handcrafted variances 3,, and

Bn. (a-c) compare the values of the variance of different timesteps. (d-e) compare the term in Ly,
corresponding to each timestep. The value of L, is the area under the corresponding curve.

G.2 ABLATION STUDY ON THE NUMBER OF MONTE CARLO SAMPLES

We show that only a small number of Monte Carlo (MC) samples M in Eq. (8) is enough for a small
MC variance. As shown in Figure 3] the values of I',, with M = 100 and M = 50000 Monte Carlo
samples are almost the same in a single trial. To explicitly see the variance, in Figure[d]and Figure[5]
we plot the mean, the standard deviation and the relative standard deviation (RSD) (i.e., the ratio of
I

the standard deviation to the mean) of a single Monte Carlo sample M, T, ~ qp(x,) and

T',, with different M respectively on CIFAR10 (LS). In all cases, the RSD decays fast as n increases.
When n is small (e.g., n = 1), using M = 10 Monte Carlo samples can ensure that the RSD of ', is
below 0.1, and using M = 100 Monte Carlo samples can ensure that the RSD of I';, is about 0.025.
When n > 100, the RSD of a single Monte Carlo sample is below 0.05, and using only M =1
Monte Carlo sample can ensure the RSD of T',, is below 0.05. Overall, a small M like 10 and 100 is
sufficient for a small Monte Carlo variance.

Furthermore, we show that Analytic-DPM with a small M like 10 and 100 has a similar performance
to that with a large M. As shown in Figure|[§(a), using A/ = 100 or M = 50000 almost does not
affect the likelihood results on CIFAR10 (LS). In Table |§] (a), we show results with even smaller M
(e.g., M =1, 3,10). Under both the NLL and FID metrics, M = 10 achieves a similar result to that
of M = 50000. The results are similar on ImageNet 64x64, as shown in Figure |§| (b) and Table E]
(b). Notably, the expected performance of FID is almost not influenced by the choice of M.

As aresult, Analytic-DPM consistently improves the baselines using a much smaller M (e.g., M =
10), as shown in Table[6}
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Figure 3: The value of T',, in a single trial with different number of Monte Carlo samples M.
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Figure 4: The mean, the standard deviation and the relative standard deviation (RSD) (i.e., the ratio

lsn(@n)ll? T ~ gn(Tn) at

of the standard deviation to the mean) of a single Monte Carlo sample
different n on CIFAR10 (LS). These values are estimated by 50000 samples.
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Figure 5: The mean, the standard deviation and the relative standard deviation (RSD) (i.e., the ratio
of the standard deviation to the mean) of I';, with different number of Monte Carlo samples M
at different n on CIFAR10 (LS). These values are directly calculated from the mean, the standard

|

deviation and the RSD of w, T, ~ gn(x,) presented in Figure
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Figure 6: The curves of NLL v.s. the number of timesteps K in a trajectory with different number
of Monte Carlo samples M, evaluated under 02 = &2 and the even trajectory.

Table 5: The negative log-likelihood (NLL) and the FID results of Analytic-DPM with different
number of Monte Carlo samples M. The results with M = 1, 3,10, 100 are averaged by 5 runs. All
results are evaluated under the DDPM forward process and the even trajectory. We use K = 10 for
CIFARI10 (LS) and K = 25 for ImageNet 64x64.

(a) CIFAR10 (LS) (b) ImageNet 64x64
NLL | FID | NLL | FID |
M=1 6.220+1.126  34.05+4.97 M=1 4.943£0.162  31.59+5.11
M=3 5.689+0.424 34.29+2.88 M=3 4.821£0.055 31.98+1.19
M =10 5.469+0.005 33.69+2.10 M =10 4.791£0.017 31.93+1.02
M =100  5.468+0.004 34.63+0.68 M =100  4.785£0.003 31.93+0.69
M = 50000 5.471 34.26 M = 10000 4.783 32.56

Table 6: The NLL and FID comparison between Analytic-DDPM with A/ = 10 Monte Carlo
samples and DDPM. Results are evaluated under the even trajectory on CIFAR10 (LS).

# timesteps K 10 25 50 100 200 400
NLL |
Analytic-DDPM (M =10) 547 480 438 407 385 3.71
DDPM 699 611 544 486 439 4.07
FID |
Analytic-DDPM (M = 10) 33.69 1199 724 539 4.19 358
DDPM 4445 21.83 1521 1094 8.23 4.86

G.3 TIGHTNESS OF THE BOUNDS

In Section and Appendix |C| we derive upper and lower bounds of the optimal reverse variance.
In this section, we show these bounds are tight numerically in practice. In Figure [/, we plot the
combined upper bound (i.e., the minimum of the upper bounds in Eq. (TI) and Eq. (I2)) and the
lower bound on CIFAR10. As shown in Figure(a,c), the two bounds almost overlap under the full-
timesteps (K=N) trajectory. When the trajectory has a smaller number of timesteps (e.g., K=100),
the two bounds also overlap when the timestep 7 is large. These results empirically validate that
our bounds are tight, especially when the timestep is large.
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Figure 7: The combined upper bound (UB) and the lower bound (LB) under full-timesteps (K=N)
and 100-timesteps (K=100) trajectories on CIFAR10 (LS) and CIFAR10 (CS).

In Figure 8] we also plot the two upper bounds in Eq. (IT) and Eq. (I2) individually. The upper
bound in Eq. (TT)) is tighter when the timestep is small and the other one is tighter when the timestep
is large. Thereby, both upper bounds contribute to the combined upper bound.
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Figure 8: The upper bounds (UB) in Eq. and Eq. under full-timesteps (K=N) and 100-
timesteps (K=100) trajectories on CIFAR10 (LS) and CIFAR10 (CS).

To see how these bounds work in practice, in Figure EI, we plot the probability that 62 is clipped
by the bounds in Theorem 2] with different number of Monte Carlo samples A/ on CIFAR10 (LS).
For all M, the curves of ratio v.s. n are similar and the estimate is clipped more frequently when n
is large. This is as expected because when n is large, the gap between the upper bound in Eq. (12)
and the lower bound in Eq. (TT) tends to zero. The results also agree with the plot of the bounds in
Figure[/} Besides, the similarity of results between different M implies that the clipping by bounds
occurs mainly due to the error of the score-based model s,, (., ), instead of the randomness in Monte
Carlo methods.
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Figure 9: The probability that 62 is clipped by the bounds in Theorem [2| with different number of
Monte Carlo samples M on CIFAR10 (LS). The probability is estimated by the ratio of 52 being
clipped in 100 independent trials. The results are evaluated with full timesteps K = V.

29



Published as a conference paper at ICLR 2022

G.4 ABLATION STUDY ON THE CLIPPING OF o9 DESIGNED FOR SAMPLING

This section validates the argument in Appendix that properly clipping the noise scale o5 in
p(x1|x2) leads to a better sample quality. As shown in Figure and Figure|11] it greatly improves
the sample quality of our analytic estimate. The curves of clipping and no clipping overlap as K
increases, since o is below the threshold for a large K.

Indeed, as shown in Table[7] the clipping threshold designed for sampling in Appendix [F2)is 1 to 3
orders of magnitude smaller than the combined upper bound in Theorem 2| (i.e., the minimum of the
upper bounds in Eq. (TI) and Eq. (I2)) when K is small.

As shown in Figure [T2] clipping o also slightly improves the sample quality of the handcrafted
reverse variance 02> = [3, used in the original DDPM (Ho et al., 2020). As for the other two

variances, i.e., 02 = 3,, in the original DDPM and ¢ = X2 = 0 in the original DDIM (Song et al.,
2020a)), their o2 generally don’t exceed the threshold and thereby clipping doesn’t affect the result.

."._ ——clipping

75 -
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# timesteps K # timesteps K # timesteps K # timesteps K
(a) CIFAR10 (LS) (b) CIFAR10 (CS) (c) CelebA 64x64 (d) ImageNet 64x64
Figure 10: Ablation study on clipping o2, evaluated under Analytic-DDPM.
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Figure 11: Ablation study on clipping o9, evaluated under Analytic-DDIM.
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Figure 12: Ablation study on clipping o2, evaluated under DDPM with 02 = f3,,.
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Table 7: Comparing the values of (i) the threshold in Appendixused to clip 02 designed for sam-
pling, (ii) the combined upper bound in Theorem 2] when n = 2, (iii) the lower bound in Theorem 2]
when n = 2 and (iv) our analytic estimate 63. We show comparison results on different datasets and

different forward processes when K is small.

Model \ # timesteps K 10 25 50 100
CIFARI10 (LS)
Threshold (y=2) 3.87 x 107* 387 x10™* 3.87x107* 3.87x10~*
pppM  Upper bound 145 x 107" 224 x1072 6.20x 1073 2.10x 1073
Lower bound 9.99 x 1075 9.96 x 107> 9.84 x 1075 9.55 x 107°
53 870 x 1073 2.99 x 1073 1.32x 1073 6.54 x 1074
Threshold (y=1) 9.66 x 107°>  9.66 x 10™°> 9.66 x 107° 9.66 x 107
pDIM  Upper bound 1.37 x 107" 1.96 x 1072 4.82x 1073 1.36 x 1073
Lower bound 0 0 0 0
o3 817 x 1073 254 x 1073 9.66 x 10~* 3.73 x 1074
CIFARI10 (CS)
Threshold (y=1) 9.66 x 107>  9.66 x 10> 9.66 x 107> 9.66 x 107°
pppM  Upper bound 3.56 x 1072 6.15x 1072 1.85 x 1072 6.80 x 1074
Lower bound 412x107° 4.10x107° 4.04 x 107> 3.89 x 107°
53 3.90 x 1073 1.28 x 1073 561 x107% 2.75x 1074
Threshold (y=1) 9.66 x 107>  9.66 x 107> 9.66 x 10>  9.66 x 107
pDIM  Upper bound 3.33x1072 5.22x107% 1.37x107% 4.18 x 1074
Lower bound 0 0 0 0
52 3.61 x 1072 1.06 x 1073 3.95x 107% 1.53x 1074
CelebA 64x64
Threshold (y=2) 3.87 x 10~* 3.87 x 10~* 3.87x10~* 3.87 x 10~*
pppM  Upper bound 1.45 x107Y 224 x 1072 6.20 x 1072 2.10 x 1073
Lower bound 9.99 x 107° 9.96 x 107® 9.84 x 107° 9.55 x 107°
52 4.04x 1072 1.54x 1072 7.54x107* 4.06 x 10~*
Threshold (y=1) 9.66 x 107>  9.66 x 107> 9.66 x 107> 9.66 x 107
ppv  Upper bound 1.37 x107Y  1.96 x 1072 4.82 x 1073 1.36 x 1073
Lower bound 0 0 0 0
53 3.74x 1072 126 x1073 517x107% 211x 107
Model \ # timesteps K 25 50 100 200
ImageNet 64x64
Threshold (y=1) 9.66 x 107>  9.66 x 107> 9.66 x 107>  9.66 x 107
pppM  Upper bound 593 x 1072 1.84 x 10™® 6.44 x 107* 2.61 x 1074
Lower bound 9.85x 1076 981 x107% 9.72x107% 9.51 x 1076
52 1.40 x 1073 6.05 x 107* 2.77 x 107* 1.39 x 10~*
Threshold (y=1) 9.66 x 107°  9.66 x 107> 9.66 x 107>  9.66 x 10~°
pDIM  Upper bound 546 x 1073 1.59x 1072 5.03x107% 1.77 x 1074
Lower bound 0 0 0 0
o3 1.28x 1073 5.17x107* 2.12x107* 9.11 x 107°
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G.5 SAMPLE QUALITY COMPARISON BETWEEN DIFFERENT TRAJECTORIES

While the optimal trajectory (OT) significantly improves the likelihood results, it doesn’t lead to
better FID results. As shown in Figure the even trajectory (ET) has better FID results. Such
a behavior essentially roots in the different natures of the two metrics and has been investigated in
extensive prior works (Ho et al. [2020; Nichol & Dhariwal, 2021} |Song et al.| 2021}, Vahdat et al.,
20215 Watson et al., 2021; Kingma et al.| [2021]).

75 —ET —ET 40 —ET 80 —ET
—OT 40 —OT —OT —OT
- 50 - - - 60
a a a a
" e w20 w20 w40
0 20
10t 102 10 10! 102 10 10! 102 10 102 103
# timesteps K # timesteps K # timesteps K # timesteps K
(a) CIFAR10 (LS) (b) CIFAR10 (CS) (c) CelebA 64x64 (d) ImageNet 64x64

Figure 13: FID results with ET and OT, evaluated under Analytic-DDPM.

G.6 ADDITIONAL LIKELIHOOD COMPARISON

We compare our Analytic-DPM to Improved DDPM (Nichol & Dhariwal} 2021) that predicts the
reverse variance by a neural network. The comparison is based on the ImageNet 64x64 model
described in Appendix [FI] As shown in Table [§] with full timesteps, Analytic-DPM achieves a
NLL of 3.61, which is very close to 3.57 achieved by predicting the reverse variance in Improved
DDPM. Besides, we also notice that the ET reduces the log-likelihood performance of Improved
DDPM when K is small, and this is consistent with what |Nichol & Dhariwal| (2021)) report. In
contrast, our Analytic-DPM performs well with the ET.

Table 8: Negative log-likelihood (bits/dim) | under the DDPM forward process on ImageNet 64x64.
All are evaluated under the even trajectory (ET).

Model \ # timesteps K 25 50 100 200 400 1000 4000

Improved DDPM 1891 846 527 424 386 3.68 3.57
Analytic-DDPM 478 442 415 395 381 3.69 3.61

G.7 CELEBA 64X64 RESULTS WITH A SLIGHTLY DIFFERENT IMPLEMENTATION OF THE
EVEN TRAJECTORY

Song et al.|(2020a) use a slightly different implementation of the even trajectory on CelebA 64x64.
They choose a different stride @ = int(%-), and the kth timestep is determined as 1 + a(k — 1). As
shown in Table@], under the setting of Song et al.| (2020a)) on CelebA 64x64, our Analytic-DPM still
improves the original DDIM consistently and improves the original DDPM in most cases.

G.8 COMPARISON TO OTHER CLASSES OF GENERATIVE MODELS

While DPMs and their variants serve as the most direct baselines to validate the effectiveness of
our method, we also compare with other classes of generative models in Table [I0] Analytic-DPM
achieves competitive sample quality results among various generative models, and meanwhile sig-
nificantly reduces the efficiency gap between DPMs and other models.
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Table 9: FID | on CelebA 64x64, following the even trajectory implementation of [Song et al.
(2020a). TOriginal results in|Song et al.[(2020a). *Our reproduced results.

Model \ # timesteps K 10 20 50 100 1000
CelebA 64x64
DDPM, 02 = 3, 33.12 2603 1848 1393 5098
DDPM, 02 = j3,,* 33.13 2595 18.61 13.92 5095
DDPM, o2 = j3,, 299.71 183.83 71.71 4520 3.26
DDPM, o2 = j3,,} 299.88 18521 71.86 45.15 3.21
Analytic-DDPM 2588 1740 1098 795 521

DDIM, 02 = A2 =0f 1733 1373 9.7 653 351
DDIM, o2 = A2 =0F 1738 1372 9.17 651 340
Analytic-DDIM 1274 950 596 414 313

Table 10: Comparison to other classes of generative models on CIFAR10. We show the FID results,
the number of model function evaluations (NFE) to generate a single sample and the time to generate
10 samples with a batch size of 10 on one GeForce RTX 2080 Ti.

Method FID| NFE] Time (s)l|
Analytic-DPM, K = 25 (ours) 5.81 25 0.73
DDPM, K = 90 (Ho et al., [2020) 6.12 90 2.64
DDIM, K = 30 (Song et al.,|2020a)) 5.85 30 0.88
Improved DDPM, K = 45 (Nichol & Dhariwal, [2021) 5.96 45 1.37
SNGAN (Miyato et al.,|2018]) 21.7 1 -
BigGAN (cond.) (Brock et al., 2018) 14.73 1 -
StyleGAN2 (Karras et al., 2020a) 8.32 1 -
StyleGAN2 + ADA (Karras et al.,|2020a)) 2.92 1 -
NVAE (Vahdat & Kautz, |2020) 23.5 1 -
Glow (Kingma & Dhariwal, [2018)) 48.9 1 -
EBM (Du & Mordatch, [2019) 38.2 60 -
VAEBM (Xiao et al.[[2020]) 12.2 16 -
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G.9 SAMPLES
In Figure [[4}{T7] we show Analytic-DDIM constrained on a short trajectory of K = 50 timesteps
can generate samples comparable to these under the best FID setting.

In Figure [I8}21] we also show samples of both Analytic-DDPM and Analytic-DDIM constrained
on trajectories of different number of timesteps K.

(a) Best FID samples (b) Analytic-DDIM, K = 50

Figure 15: Generated samples on CIFAR10 (CS).
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(a) Best FID samples (b) Analytic-DDIM, K = 50

Figure 16: Generated samples on CelebA 64x64.

(a) Best FID samples (b) Analytic-DDIM, K = 50

Figure 17: Generated samples on ImageNet 64x64.
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(d) Analytic-DDIM, K = 10
Figure 18: Generated samples on CIFAR10 (LS).

(e) Analytic-DDIM, K = 100 (f) Analytic-DDIM, K = 1000
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(d) Analytic-DDIM, K = 10 (e) Analytic-DDIM, K = 100 (f) Analytic-DDIM, K = 1000

Figure 19: Generated samples on CIFAR10 (CS).
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Figure 21: Generated samples on ImageNet 64x64.
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H ADDITIONAL DISCUSSION

H.1 THE EXTRA COST OF THE MONTE CARLO ESTIMATE

The extra cost of the Monte Carlo estimate I" is small compared to the whole inference cost. In fact,
the Monte Carlo estimate requires M N additional model function evaluations. During inference,
suppose we generate M samples or calculate the log-likelihood of M7 samples with K timesteps.
Both DPMs and Analytic-DPMs need M; K model function evaluauons Employmg the same score-
based models, the relative additional cost of Analytic-DPM is M . As shown in Appendix
a very small M (e.g., M = 10, 100) is sufficient for Analytic-DPM, makmg the relative addltlonal
cost small if not negh%lble For instance, on CIFAR10, let M = 10, N = 1000, M; = 50000 and
K > 10, we obtain 22 < 0.02 and Analytic-DPM still consistently improves the baselines as
presented in Table @

Further, the additional calculation of the Monte Carlo estimate occurs only once given a pretrained
model and training dataset, since we can save the results of I' = (I'y,--- ,T'y) in Eq. and reuse
it among different inference settings (e.g., trajectories of various K). The reuse is valid, because the
marginal distribution of a shorter forward process ¢(xo, ©,, - , T, ) at timestep 7 is the same as
that of the full-timesteps forward process ¢(xo.n) at timestep n = 7. Indeed, in our experiments
(e.g., Table m@, I" is shared across different selections of K, trajectories and forward processes.
Moreover, in practice, I' can be calculated offline and deployed together with the pretrained model
and the online inference cost of Analytic-DPM is exactly the same as DPM.

H.2 THE STOCHASTICITY OF THE VARIATIONAL BOUND AFTER PLUGGING THE ANALYTIC
ESTIMATE

In this part, we write Ly, as Ly}, (02) to emphasize its dependence on the reverse variance o2.

When calculating the variational bound L.y,(c2) (. e the negative ELBO) of Analytic-DPM, we
will plug 62 1nt0 the variational bound and get va( ) Since 42 is calculated by the Monte Carlo
method, va( 2) is a stochastic variable. A natural question is that whether va( 2) is a stochastic
bound of L.y, (E[ 21), which can be judged by the Jensen’s inequality if L.y, is convex or concave.
However, this is generally not guaranteed, as stated in Proposition@

Proposition 2. L.y, (02) is neither convex nor concave w.r.t. o2

Proof. Since o2 only influences the n-th term L,, in the variational bound L.y, where
Ln _ EqDKL(Q(mn—l|mna mO)||p("13n—1|"13n)) 2 <n< N
' —E, logp(xo|x1) n=1 ’
we only need to study the convexity of L,, w.r.t. o2.

When2 <n <N,

d (2 o, 1 (@, o) — prn (@)

n n

n

~ 2
Let A= )2 + E, ””(m"’wg);”"(w"m , then L,, as a function of o2 is convex when 0 < 02 < 24
and concave when 2A < o2. Thereby, Ly1,(c2) is neither convex nor concave w.r.t. o2. O

Nevertheless, in this paper, va( 2) is a stochastic upper bound of Ly}, (0?) because Lyp,(07?) is
the optimal. The bias of Ly (& ) w.r.t. Lyp(07?) is due to the Monte Carlo method as well as
the error of the score-based model The former can be reduced by increasing the number of Monte
Carlo samples. The latter is irreducible if the pretrained model is fixed, which motivates us to clip
the estimate, as discussed in Section[3.1]

H.3 COMPARISON TO OTHER GAUSSIAN MODELS AND THEIR RESULTS
The reverse process of DPMs is a Markov process with Gaussian transitions. Thereby, it is inter-

esting to compare it with other Gaussian models, e.g., the expectation propagation (EP) with the
Gaussian process (GP) (Kim & Ghahramani, 2006).
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Both EP and Analytic-DPM use moment matching as a key step to find analytic solutions of
Dk (Prarget||Popt) terms. However, to our knowledge, the relation between moment matching
and DPMs has not been revealed in prior literature. Further, compared to EP, we emphasize that it
is highly nontrivial to calculate the second moment of p;q,ge: in DPMs because piqrges involves an
unknown and potentially complicated data distribution.

In EP with GP (Kim & Ghahramani, 2006), ptqrge: is the product of a single likelihood factor and all
other approximate factors for tractability. In fact, the form of the likelihood factor is chosen such that
the first two moments of p;,,.4e; can be easily computed or approximated. For instance, the original
EP (Minka, |2001) considers Gaussian mixture likelihood (or Bernoulli likelihood for classification)
and the moments can be directed obtained by the properties of Gaussian (or integration by parts).
Besides, at the cost of the tractability, there is no converge guarantee of EP in general.

In contrast, Pierge: in this paper is the conditional distribution ¢(x,—1|®,) of the corresponding
joint distribution ¢(x¢. v ) defined by the forward process. Note that the moments of g(x,,_1|x,,) are
nontrivial to calculate because it involves an unknown and potentially complicated data distribution.
Technically, in Lemma T3] we carefully use the law of total variance conditioned on @ and convert
the second moment of g(x,,—1|x,) to that of g(a¢|x, ), which surprisingly can be expressed as the
score function as proven in Lemma|[T1]

H.4 FUTURE WORKS

In our work, we mainly focus on image data. It would be interesting to apply Analytic-DPM to other
data modalities, e.g. speech data (Chen et al.,2020). As presented in Appendix@ our method can be
applied to continuous DPMs, e.g., variational diffusion models (Kingma et al.| 2021) that learn the
forward noise schedule. It is appealing to see how Analytic-DPM works on these continuous DPMs.
Finally, it is also interesting to incorporate the optimal reverse variance in the training process of
DPMs.
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