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Abstract001

We propose QUERY-SYNERGY, a training-free002
approach to improving retrieval performance003
using multilingual embeddings. Retrieval sys-004
tems depend on queries that match the docu-005
ment language, which may not fully exploit the006
abundant semantic representations available in007
high-resource languages. Our method utilizes008
additional queries in English to complement009
source language queries, and integrates similar-010
ity scores from both queries, effectively improv-011
ing retrieval performance. We evaluate our ap-012
proach across five languages (Arabic, Chinese,013
Greek, Thai, and Turkish) using four multilin-014
gual embedding models on two datasets. Our015
experiments show that this approach outper-016
forms conventional source query retireval meth-017
ods, achieving superior nDCG scores across018
various configurations and translation settings.019
These results confirm that QUERY-SYNERGY020
is a simple yet effective method for retrieval021
across multiple languages.022

1 Introduction023

Text embeddings are currently applied across024

various natural language processing applica-025

tions (Karpukhin et al., 2020; Li et al., 2024; Wang026

et al., 2024c; Su et al., 2024; Wang et al., 2024a).027

Text embedding models represent documents as028

high-dimensional vectors, converting semantic re-029

lationships into spatial relationships between these030

vectors. The diverse needs for text embedding mod-031

els now extend to multilingual embedding require-032

ments. While the available resources and research033

advancements are most prominent in English, re-034

search is actively progressing on developing multi-035

lingual embedding models to support various lan-036

guages (Wang et al., 2024b; Louis et al., 2025).037

Conventionally, the performance of embedding038

models is evaluated in a language-coherent setting039

where the document and query share the same lan-040

guage (Reimers and Gurevych, 2019; Nogueira041

and Cho, 2019; Karpukhin et al., 2020). However, 042

this approach remains susceptible to overlooking 043

the unique advantages provided by high-resource 044

languages with strong expressiveness. Language 045

models have been reported to exhibit biases to- 046

wards stronger representations for a particular lan- 047

guage, especially when that language is dominant 048

in pretraining data (Huang et al., 2023b; Yang et al., 049

2024b; Sharma et al., 2025). For instance, the dom- 050

inance of English in pretraining data often leads 051

multilingual embedding models to perform better 052

on English (Park and Lee, 2025). 053

On the other hand, there are cases in which ac- 054

tively leveraging the dominance of high-resource 055

languages such as English has shown promise in 056

improving various multilingual NLP tasks (Seidl- 057

hofer, 2005; Liu et al., 2024; Huang et al., 2023a). 058

Through our empirical observations, we actually 059

find that English queries often outperform original- 060

language queries for retrieving non-English doc- 061

uments. Among our experiments using multilin- 062

gual embedding models, retrieving documents from 063

Thai collections with English queries often yields 064

better results than using queries in Thai. This indi- 065

cates that although multilingual embedding models 066

have been trained on diverse languages, they still 067

exhibit a noticeable dependency on English repre- 068

sentations. 069

These results indicate that multilingual embed- 070

dings trained across diverse languages exhibit sub- 071

stantial cross-lingual abilities, suggesting there re- 072

mains considerable potential to further leverage 073

these cross-lingual advantages. Motivated by this 074

observation, we propose a QUERY-SYNERGY strat- 075

egy, which enhances non-English queries by lever- 076

aging an English query; retrieval is performed inde- 077

pendently for each language query, and the result- 078

ing document similarity scores are combined using 079

a weighted mean to produce a unified similarity 080

ranking. 081

Our extensive empirical evaluations on five ty- 082
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pologically diverse languages including Arabic,083

Chinese, Greek, Thai, and Turkish from the two084

datasets demonstrate that our proposed QUERY-085

SYNERGY approach consistently achieves substan-086

tial retrieval performance gains across all examined087

languages and multilingual embedding models.088

2 Methods089

We propose QUERY–SYNERGY, a method that090

enhances retrieval performance in monolingual091

document collections by leveraging both source-092

language queries and English queries.093

In general, retrieval is performed using a query094

written in the same language as the documents,095

referred to as the Source query. However, this096

approach may exhibit limited expressive capacity097

for languages with relatively insufficient training098

data, particularly for non-mainstream languages.099

By leveraging the superior semantic representa-100

tion capabilities of multilingual embedding mod-101

els for English, queries written in English, re-102

ferred to as Anchor query, can yield meaningful103

improvements in several cases. Although anchor104

queries can achieve strong retrieval performance by105

leveraging robust semantic representations trained106

on abundant data, exclusively relying on anchor107

queries may lead to incomplete capture of docu-108

ment relevance, due to intrinsic cross-lingual se-109

mantic gaps.110

Motivated by the complementary properties111

between these two query types, our proposed112

QUERY–SYNERGY leverages both the Source113

and Anchor queries into a unified retrieval result.114

Specifically, given a source query qsrc, an anchor115

query qanc, and a collection of documents Dsrc writ-116

ten in the source language, we first embed them117

using a multilingual embedding model E. We then118

compute the cosine similarity between each query’s119

embedding and the embedding of every document120

in Dsrc, yielding two similarity vectors: one for the121

source query and one for the anchor query.122

sim(q,D) = [cos(E(q), E(di))]
|D|
i=1 , D = d1, d2, . . . , d|D|

simsrc = sim(qsrc, Dsrc), simanc = sim(qanc, Dsrc)
123

To comprehensively combine the advantages of124

the two similarity vectors, we compute a weighted125

mean between them to obtain a single final simi-126

larity vector. The final ranked list of documents is127

generated by sorting the documents according to128

the values of this final similarity vector.129

Sranked = sorted (λ · simsrc + (1− λ) · simanc)130

By combining similarity scores through the weight- 131

ing factor λ1, the approach leverages complemen- 132

tary strengths and compensates for inherent limita- 133

tions of each query type. As a result, our method 134

achieves consistent improvements in retrieval per- 135

formance across multiple languages by leveraging 136

the robust semantic representations provided by 137

high-resource languages. 138

3 Experimental Setup 139

Models We utilize four publicly available mul- 140

tilingual embedding models capable of encod- 141

ing high-quality semantic representations across 142

diverse languages: bge-m3 (Chen et al., 2024), 143

gte-multilingual-base (Zhang et al., 2024), jina- 144

embeddings-v3 (Sturua et al., 2024), and gte- 145

Qwen2-7B-instruct (Li et al., 2023). Despite differ- 146

ences in training data, architectures, and supported 147

languages, these models uniformly exhibit robust 148

retrieval performance. 149

Dataset To systematically evaluate the effec- 150

tiveness of the proposed method in multiple 151

languages, we utilize two multilingual datasets, 152

XQuAD (Artetxe et al., 2019) and BELE- 153

BELE (Bandarkar et al., 2024), both included in 154

MMTEB (Enevoldsen et al., 2025),which provide 155

consistent and comparable query-document pairs 156

across multiple languages. These benchmark col- 157

lections offer fully parallel queries and correspond- 158

ing documents spanning numerous languages, in- 159

cluding English, enabling rigorous evaluations and 160

reliable performance comparisons. 161

Evaluation Details To ensure a comprehensive 162

quantitative assessment of retrieval performance 163

across different languages, we evaluate five lan- 164

guages: Arabic, Chinese, Greek, Thai, and Turkish. 165

Using these languages, we evaluate retrieval per- 166

formance across three approaches (Source query, 167

Anchor query, and QUERY-SYNERGY) on docu- 168

ment collections consisting exclusively of docu- 169

ments written in each respective language. In our 170

experiments, we use English as the Anchor. 171

We employ nDCG@K as a metric for evaluating 172

performance, presenting results for K = {1, 3}. 173

This metric allows us to evaluate how effectively 174

the model ranks relevant documents toward the top 175

of the retrieval list. The experiments are conducted 176

using the MTEB (Muennighoff et al., 2022)2, en- 177

1Where λ determines the contribution of the Source query,
and (1− λ) that of the Anchor query.

2https://github.com/embeddings-benchmark/mteb
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Method
XQuAD BELEBELE

Arabic Chinese Greek Thai Turkish Arabic Chinese Greek Thai Turkish
@1 @3 @1 @3 @1 @3 @1 @3 @1 @3 @1 @3 @1 @3 @1 @3 @1 @3 @1 @3

bge-m3
Source 89.0 93.7 91.5 95.2 91.1 95.2 90.3 95.0 91.9 95.5 84.1 88.9 88.3 92.8 86.8 91.4 84.9 90.3 87.8 92.0
Anchor 85.4 91.1 86.8 92.1 88.2 93.4 88.1 92.9 89.7 93.8 80.3 85.5 82.6 88.6 80.4 86.3 79.6 85.9 85.2 90.0

Query-Synergy 89.4 94.1 91.9 95.4 91.4 95.4 91.4 95.4 92.0 95.6 84.6 89.2 88.7 93.0 86.6 91.4 85.3 90.5 88.6 92.2
gte-multilingual-base

Source 82.0 89.1 87.2 92.1 84.8 90.9 82.5 89.4 85.2 90.9 78.6 85.2 87.2 91.2 81.4 86.7 78.7 85.4 83.0 88.1
Anchor 83.2 90.3 84.4 90.0 84.5 91.6 83.3 90.3 85.3 91.5 73.7 81.0 82.1 88.2 78.1 84.4 74.2 81.1 78.3 85.8

Query-Synergy 87.7 93.0 88.2 92.9 87.1 92.9 87.8 93.2 87.6 92.7 79.1 85.8 87.8 91.6 81.7 87.2 79.9 86.3 83.3 88.7
jina-embeddings-v3

Source 85.7 91.4 87.1 92.8 88.1 92.9 85.8 92.4 88.5 93.3 83.4 88.0 85.2 89.9 85.9 90.4 83.1 88.5 87.2 91.2
Anchor 86.4 92.1 85.2 91.6 88.2 93.4 86.6 92.4 88.2 93.5 78.4 84.7 81.9 87.5 80.7 86.2 78.3 84.0 83.3 88.0

Query-Synergy 88.7 93.4 87.8 93.7 89.8 94.0 88.7 94.0 89.4 94.0 83.8 88.1 86.0 90.5 86.0 90.4 83.1 88.6 87.4 91.5
gte-Qwen2-7B-instruct

Source 89.7 94.3 93.7 96.9 85.7 91.2 88.7 93.9 88.9 93.5 89.6 93.5 93.6 95.9 86.2 89.5 86.7 90.8 88.4 92.4
Anchor 92.4 95.5 92.8 96.6 88.5 93.7 91.8 95.8 91.2 95.4 85.8 90.9 90.4 94.1 81.4 86.5 86.0 90.0 85.0 89.8

Query-Synergy 91.8 95.7 94.6 97.4 88.5 93.3 92.0 95.9 91.4 95.6 89.8 93.5 93.7 96.0 85.8 89.6 87.1 91.0 88.7 92.6

Table 1: Evaluation of multilingual embedding models on the XQuAD and BELEBELE benchmarks, reporting
nDCG@1 and @3 scores for Source, Anchor, and QUERY-SYNERGY. The highest scores are highlighted in bold.

suring consistency and reproducibility with stan-178

dardized evaluation metrics and procedures.179

4 Results180

4.1 Main Comparisions181

Table 1 presents retrieval performance results com-182

paring our proposed QUERY-SYNERGY approach183

with retrieval using source and anchor queries. The184

source query employs queries in the same language185

as the document, a conventional retrieval method.186

It demonstrates robust performance across mul-187

tiple languages, achieving particularly high per-188

formance in Chinese, a language with abundant189

resources, while showing relatively lower perfor-190

mance in Thai, a language with limited resources.191

The anchor query enhances retrieval performance192

using English queries. In some cases, such as Ara-193

bic and Thai in XQuAD, anchor queries outperform194

source queries in nDCG@1 and nDCG@3, sug-195

gesting that English representations can alleviate196

limitations in retrieval for low-resource languages.197

However, anchor queries alone do not consistently198

surpass source queries across all languages and199

models. Performance variations exist due to fac-200

tors including data resources, linguistic similarity,201

and other language-specific characteristics. These202

results highlight the strengths and limitations in-203

trinsic to retrieval approaches based exclusively on204

either source or anchor queries.205

Our proposed QUERY-SYNERGY enhances re-206

trieval by performing a weighted mean of similarity207

results from both source and anchor queries, con-208

sistently achieving the highest nDCG scores across209

most languages and models. By integrating the210

complementary abilities of both source queries and211

high-resource language representations (from an-212
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Figure 1: nDCG@1 performance on XQuAD for vary-
ing λ (0: English, 1: Source Language).

chor queries), QUERY-SYNERGY effectively com- 213

bines their strengths, compensating for individual 214

limitations. This approach captures relevant infor- 215

mation neither query type could retrieve alone, con- 216

sistently delivering improved overall retrieval per- 217

formance. Furthermore, our experiments confirm 218

that QUERY-SYNERGY achieves these gains with- 219

out additional training data or fine-tuning. 220

4.2 Effect of Balancing Lambda 221

Figure 1 presents the changes in nDCG@1 for each 222

model with varying weighted average λ values. We 223

find that setting λ between 0.25 and 0.75 gener- 224

ally yields higher scores than source query retrieval 225

with only the source language (λ = 1) or only 226

English (λ = 0). This indicates that a balanced 227

combination of information from both languages 228

significantly enhances retrieval performance. Ad- 229

ditionally, consistent improvements are observed 230

across all models, with some achieving optimal 231

results at intermediate λ values. These findings 232
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Anchor
DB Arabic Chinese Greek Thai Turkish

Arabic 0.00 -0.66 -0.75 -0.52 -0.15
Chinese -0.01 0.00 -0.11 0.96 0.00
Greek 1.21 -0.55 0.00 0.89 0.11
Thai -0.30 -0.44 -0.99 0.00 -0.44

Turkish -0.39 -0.44 0.00 1.33 0.00
English 0.45 0.44 0.33 1.22 0.11
Espanol 0.46 -0.17 -0.11 0.69 0.67

Vietnamese -0.48 -0.72 -0.75 0.41 0.39
Hindi -0.11 -1.37 -0.57 -0.06 -0.24

Table 2: Comparison of performance change rates (∆%)
across anchor languages relative to source queries, using
bge-m3 (λ = 0.5) on the XQuAD

support that QUERY-SYNERGY is more effective233

than relying on a single language. Moreover, ad-234

justing the λ values for each language can enhance235

performance robustness.236

4.3 Anchor Language Comparison237

Table 2 presents the changes (%) in nDCG@1238

performance compared to using the source query239

when different anchor languages are integrated in240

QUERY-SYNERGY. Anchor choices significantly241

affect retrieval results: high-resource anchors such242

as English and Spanish generally enhance perfor-243

mance across language pairs, exemplified by En-244

glish improving Thai retrieval by approximately245

1.22%. Conversely, lower-resource anchors like246

Arabic for Thai (0.52%) or languages such as Thai,247

Turkish, Vietnamese, and Hindi often result in mi-248

nor improvements or performance declines.249

These results show that while high-resource lan-250

guages clearly lead to notable retrieval improve-251

ments. Additionally, careful selecting anchor lan-252

guages based on structural and lexical properties253

with the source language is important for achieving254

consistent improvements in QUERY-SYNERGY.255

4.4 Robustness to Translation Variation256

We explore whether significant performance im-257

provements can be achieved through query trans-258

lation and the QUERY-SYNERGY, even in cases259

where human translation is unavailable. Figure 2260

compares retrieval performance of queries trans-261

lated by human experts provided within the origi-262

nal dataset (human), GPT-4o3 (OpenAI, 2024), and263

NLLB-2004 (Team et al., 2022), respectively.264

Our findings show clear performance vari-265

ations across different translation models.266

For example, for Thai retrieval using the267

3The prompt used can be found in Appendix B.
4https://huggingface.co/facebook/nllb-200-3.
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Figure 2: Comparison of performance by translation
models on XQuAD. The bars and lines represent Source
query and QUERY-SYNERGY (λ = 0.5).

gte-multilingual-base model, human transla- 268

tion achieves an nDCG@1 of 0.833, outperforming 269

gpt(0.820) and nllb(0.784). However, incorpo- 270

rating these translated queries via our proposed 271

QUERY-SYNERGY enhances retrieval results, 272

yielding scores of 0.887(human), 0.874(gpt), 273

and 0.866(nllb). Similar improvements are 274

consistently observed across different embedding 275

models such as jina-embeddings-v3. Simul- 276

taneously, regardless of the translation model 277

used, QUERY-SYNERGY consistently achieves 278

better performance compared to the source 279

query only. This demonstrates the practicality 280

and effectiveness of our method for real-world 281

applications, offering robust retrieval performance 282

improvements without dependency on specific 283

translation models. 284

5 Conclusion 285

In this paper, we propose QUERY-SYNERGY, a 286

method that leverages the representational abil- 287

ity of English in single multilingual embeddings 288

to improve retrieval performance. To be specific, 289

we compute similarity scores between the Source 290

and Anchor queries and all documents, then com- 291

bine them using a weighted average to produce 292

enhanced retrieval results. Through various exper- 293

iments involving anchor weight lambda tuning, 294

varying anchor languages, and employing multiple 295

machine translation models, our proposed method 296

is validated to consistently improve retrieval per- 297

formance across diverse multilingual embedding 298

models and datasets. Overall, QUERY-SYNERGY 299

effectively exploits existing multilingual embed- 300

dings without requiring additional training or data 301

augmentation, offering a simple yet practical ap- 302

proach across multiple languages. 303
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Limitations304

Our study is limited to evaluating QUERY-305

SYNERGY with five languages: Arabic, Chinese,306

Greek, Thai, and Turkish. Extending the evalua-307

tion to a broader set of languages in future research308

would improve our understanding of the method’s309

general applicability. Additionally, we use GPT-4o310

and NLLB to translate source queries in our trans-311

lation variation analysis, which may be subject to312

translation quality issues, such as failing to fully313

capture subtle cultural nuances or context-specific314

meanings. Such limitations can potentially affect315

retrieval performance. Moreover, our experiments316

are conducted on only two parallel datasets that317

cover all selected languages, potentially limiting318

the generalizability of our findings. Future analyses319

involving diverse datasets, domains, and language320

combinations would further clarify the practical321

applicability and robustness of our approach.322
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A Experiments Details 494

A.1 Models 495

In our experiments, we employed four multilingual 496

embedding models that vary substantially in their 497

architectures, training data, supported languages, 498

and embedding dimensions. Specifically, the bge- 499

m3 (Chen et al., 2024) model utilizes the XLM- 500

RoBERTa architecture (Conneau et al., 2019), sup- 501

porting over 100 languages and delivering embed- 502

dings of 1024 dimensions. The gte-multilingual- 503

base (Zhang et al., 2024) employs an encoder- 504

only Transformer architecture trained on approx- 505

imately 70 languages; it creates 768-dimensional 506

embeddings designed with a focus on computa- 507

tional efficiency. Jina-embeddings-v3 (Sturua et al., 508

2024), also based on the XLM-RoBERTa archi- 509

tecture, was fine-tuned on datasets covering over 510

30 languages. Notably, it integrates Rotary Posi- 511

tion Embeddings along with Matryoshka Embed- 512

dings (Kusupati et al., 2022), enabling dynamic 513

embedding dimensions adjustable from 32 to 1024. 514

Lastly, the gte-Qwen2-7B-instruct (Li et al., 2023) 515

model is built upon the decoder-only transformer 516

architecture qwen2-7b (Yang et al., 2024a), trained 517

on multilingual data from diverse domains. It han- 518

dles sequences up to 32,000 tokens and produces 519
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embeddings of dimension 3584. Despite clear dif-520

ferences regarding supported languages, embed-521

ding dimensions, model architectures, and train-522

ing corpus specifications, these models uniformly523

demonstrate strong capabilities in generating reli-524

able multilingual embeddings.525

A.2 Datasets526

In our experiments, we adapted datasets originally527

designed for question answering (QA) and ma-528

chine reading comprehension (MRC) tasks into529

query-document retrieval benchmarks. Specifically,530

XQuAD (Artetxe et al., 2019) originates from the531

validation set of the SQuAD v1.1 dataset (Ra-532

jpurkar et al., 2016), and has been manually trans-533

lated into ten different languages, such as Spanish,534

German, and Greek. The resultant dataset includes535

fully parallel contexts along with corresponding536

question-answer pairs across all ten languages, sig-537

nificantly reducing linguistic discrepancies and en-538

suring uniformity in comparative analyses.539

The BELEBELE dataset (Bandarkar et al., 2024)540

was initially created for multilingual machine read-541

ing comprehension and contains data translated542

into a wide array of 122 different languages. Due543

to its fully parallel structure, BELEBELE offers544

a precise mechanism for evaluating variations in545

linguistic expressions between languages, which546

is particularly useful for examining performance547

differences across multiple translated versions.548

A.3 Hardware549

We utilized one NVIDIA A6000 GPU with 48GB550

memory capacity and AMD EPYC 7513 32-core551

Processor CPUs in this experiments.552

B Prompts553

This section details the prompts used for trans-554

lations in our experiments, ensuring consistency555

and replicability across different models. These556

prompts were employed by the translation mod-557

els to obtain English translations of source queries,558

which then served as anchor queries for the QUERY-559

SYNERGY approach.560

Translation Prompt

Translate the following query from {Source
Language} to English.

please return only the translated question.

Input Sentence: {QUERY}

Output Sentence:
561
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