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Abstract

Automated large-scale analysis of online argu-001
mentation around contested issues like abortion002
requires to detect and understand the usage of003
recurring arguments. Despite a large body of004
work in computational argumentation analysis,005
these tasks have not been tested with large lan-006
guage models. We fill this gap using a data007
set of over 2,000 opinion comments on polar-008
izing topics and define three tasks: argument009
detection, extraction and identifying whether010
an argument is supported or attacked in a com-011
ment. We compare the performance of four012
state-of-the-art large language models (LLMs)013
and a fine-tuned RoBERTa baseline. We find014
that while LLMs excel at a binary support/at-015
tack decision, they can not reliably detect ar-016
guments in comments, and that performance017
does not consistently improve with in-context018
learning. We conclude by discussing the im-019
plications and limitations of current LLMs in020
argument-based opinion mining.021

1 Introduction022

Argumentation is the study of how humans express023

opinions, persuade others and reach conclusions,024

and is fundamental to human discourse and reason-025

ing. In both formal and informal contexts, argu-026

ments form the basis of rational discourse, allow-027

ing individuals to present their viewpoints, support028

them with evidence, and engage in meaningful di-029

alogue. The analysis of argumentative discourse030

has become increasingly critical in the digital age,031

where an unprecedented volume and velocity of032

online discourse shapes public opinion, policy de-033

cisions, and social movements (Lippi and Torroni,034

2016).035

This explosion of online discourse brings both036

challenges and opportunities for understanding hu-037

man reasoning and opinion formation at scale. Au-038

tomatic analysis of argumentative structures is cru-039

cial for tracking how opinions form and spread,040

Task 1: Does the comment 
mention the argument?
> Yes

Task 2: Extract the relevant 
text passage.
> marriage is between a 
MAN and a WOMAN by 
divine definition.

Task 3: Does the comment 
support or attack the 
argument?
> Support

"All these arguments 

on my left are and 

have always been 

FALSE. Marriage is 

between a MAN and a 

WOMAN by divine 

definition. Sorry 

but, end of story."

Major world religions 

are against gay 

marriage

Figure 1: An opinion piece (top, left) and pre-defined
argument (bottom, left). We predict whether the opinion
makes use of the argument (Task 1), where it mentions
the argument (Task 2) and whether it supports or attacks
the argument (Task 3).

identifying the evidence supporting different view- 041

points, and evaluating the quality of public dis- 042

course (Stede and Schneider, 2018). 043

Public discourse around contested issues — from 044

abortion over immigration to climate change — is 045

often dominated by recurring arguments that are 046

repeated over and over by different parties. To 047

automatically 1) identify these arguments; 2) de- 048

tect them in the discourse and 3) understand how 049

they are used (supported or attacked) would be 050

an important contribution to automatic argument 051

analysis. However, the majority of methods in opin- 052

ion mining (Sun et al., 2017; Lawrence and Reed, 053

2015) and sentiment analysis (Bakliwal et al., 2013; 054

Elghazaly et al., 2016; Ramteke et al., 2016) fall 055

short of 2) and 3) by not identifying individual argu- 056

ments and their way of use. Most work in argument 057

mining, on the other hand, focuses on individual 058

premises and claims without abstracting to broader 059

cross-cutting arguments (Habernal and Gurevych, 060

2017; Lawrence and Reed, 2019). It remains un- 061

clear to what extent large language models (LLMs) 062
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can truly understand logical reasoning (Yan et al.,063

2024), or how well they grasp persuasive argumen-064

tation, which could potentially be used to spread065

misinformation and propaganda targeted at specific066

demographic groups (Rescala et al., 2024). This067

paper addresses this gap by testing state-of-the-068

art LLMs on a variety of argumentation tasks that069

would bring us closer to this goal.070

Concretely, we here focus on the detection and071

way of usage of a set of pre-defined arguments in072

tasks 2, 3 – because we have to ensure that these073

tasks succeed before we can develop methods that074

identify arguments from the bottom up (Task 1).075

We leverage datasets comprising over 2,000 opin-076

ion comments covering six polarizing topics, from077

gay marriage to marijuana legalization (Boltužić078

and Šnajder, 2014; Hasan and Ng, 2014). Each079

topic is associated with a pre-defined set of estab-080

lished arguments, and each comment was manually081

annotated for the presence of each argument, and082

its usage (support or attack). Figure 1 (left) shows083

an example comment-argument pair, and Figure 2084

shows excerpts of comments that support or attack085

an argument.086

Given a pair of an opinionated text and an ar-087

gument, we decompose our objective into three088

tasks (Figure 1, right) given a comment-argument089

pair: 1) predict whether the comment mentions090

the argument; 2) extract the span that expresses091

the argument; 3) identify whether the argument is092

supported or attacked in the comment.093

We experiment with four state-of-the-art094

large language models (GPT4o, GPT4o-mini,095

Gemini1.5-flash and Llama3-8b). We find that a096

fine-tuned LLama model surpasses prompt-based097

LLMs, and that LLMs – especially the largest ones098

– outperform a fine-tuned RoBERTa baseline on099

argument detection and relationship identification,100

albeit barely so on identifying the spans of text101

that use an argument. Additionally, we find that102

in-context learning does not necessarily result in103

performance enhancement. We conclude with a104

discussion around implications, and important di-105

rections for future work to support accurate and106

reliable large-scale analysis of public discourse.107

In sum, the contributions of this paper are:108

• Investigating the ability of LLMs to under-109

stand and process argumentation, with a focus110

on identifying major cross-cutting arguments111

and their use in discourse.112

• Evaluating four state-of-the-art LLMs across113

three argumentation tasks, highlighting that 114

increasing the number of instruction exam- 115

ples does not always enhance performance, 116

and demonstrating that small but fine-tuned 117

models perform competitively with LLMs. 118

• Discussing the limitations, potential risks and 119

ethical implications of LLMs in argumenta- 120

tion, offering directions for future work. 121

2 Related Work 122

Argument mining A vast body of work has stud- 123

ied the mechanisms of argumentation from theoret- 124

ical and empirical points of view. Argument struc- 125

ture analysis starts with the identification of key 126

argumentative elements, most typically premises 127

and claims (Habernal and Gurevych, 2017; Hidey 128

et al., 2017; Feng and Hirst, 2011). Claims present 129

the speaker’s position on a topic, while premises 130

provide a justification for these claims (Hidey et al., 131

2017; Palau and Moens, 2009). 132

A second task involves determining how argu- 133

ment components interact with each other, with the 134

goal to recognize whether a premise attacks or sup- 135

ports a claim (Cocarascu and Toni, 2017; Carstens 136

and Toni, 2015; Ruiz-Dolz et al., 2021; Bench- 137

Capon, 2003). Often argument detection and re- 138

lation classification are performed jointly (Egawa 139

et al., 2020; Stab and Gurevych, 2017). 140

Argument structure analysis faces significant 141

challenges, as the identification of claims is sub- 142

jective, with no clear linguistic consensus on their 143

precise definition or characteristics (Daxenberger 144

et al., 2017), and is correspondingly hard to evalu- 145

ate (Mestre et al., 2022). Furthermore, most work 146

identifies arguments on an ad-hoc, document-level 147

basis without mapping them back to broader re- 148

curring claim types which cross-cut the discourse 149

making them less useful to map out patterns in 150

broader discourse. We fill this gap by testing LLMs 151

for identifying cross-cutting arguments and their 152

relations and use pre-defined premises in this study 153

to circumvent the challenge of evaluating model- 154

identified claims. 155

Argument-based opinion analysis combines 156

stance detection with argument structure into a 157

framework for analyzing how people express their 158

views (Arumugam, 2022). We build on early work 159

which developed specialized corpora for studying 160

argumentation by intersecting opinion-rich texts 161

on divisive issues (like abortion) with pre-defined 162
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lists of related arguments (Boltužić and Šnajder,163

2014; Hasan and Ng, 2014). These datasets pro-164

vide comment-argument pairs manually labeled165

for their argumentative relationship (support or at-166

tack) (Boltužić and Šnajder, 2014), or manually167

highlighted the part of a comment that expresses a168

given argument (Hasan and Ng, 2014).169

In a related line of work, key point analysis aims170

to identify standardized ‘key points’ in short ‘argu-171

ments’ with the goal of summarizing large collec-172

tions of opinionated texts (Bar-Haim et al., 2020a)173

and has constructed large data sets of argument-key174

point pairs (Bar-Haim et al., 2020b, 2021; Tang175

et al., 2024). There are two fundamental differ-176

ences to our work. First, their arguments (compara-177

ble to our ‘comments’) are (a) crowd-sourced from178

participants not necessarily invested or interested179

in the given issue, and (b) very short and hence less180

representative to actual argumentative text encoun-181

tered in online discussions. The comments used in182

this work are drawn from online debate platforms.183

Secondly, key point analysis datasets allow to study184

argument detection but they do not reflect how ar-185

guments are used (support vs attack).Though our186

datasets are smaller, they enable a more compre-187

hensive evaluation of models’ argumentative capa-188

bilities, including identifying relevant spans and189

classifying attack/support relationships between190

comments and arguments.191

Argument mining with Large Language Mod-192

els Recently, LLMs have shown impressive per-193

formance in a variety of natural language tasks (Ra-194

iaan et al., 2024; Karanikolas et al., 2023), and argu-195

ment mining is no exception. Recent works on ar-196

gument pair extraction (de Wynter and Yuan, 2024),197

relation-based argument mining (Gorur et al., 2024;198

Otiefy and Alhamzeh, 2024), argument quality pre-199

diction (van der Meer et al., 2022) have shown per-200

formance gains with state-of-the-art LLMs. How-201

ever, some other works have highlighted limited202

performance of LLMs in argumentation tasks, in203

particular in argument generation and persuasive-204

ness (Hinton and Wagemans, 2023) and the identi-205

fication of argumentative fallacies (Ruiz-Dolz and206

Lawrence, 2023). Other work has demonstrated207

a high ability of LLMs to detect persuasive argu-208

ments (Rescala et al., 2024) and evaluate argument209

quality (Mirzakhmedova et al., 2024).210

The most comprehensive systematic review of211

LLMs performance in argument mining (AM) and212

argument generation tasks to date is Chen et al.213

Denying an individual's fundamental 

rights not only goes against the 

Constitution, but also will be keeping 

many singles from finding true love

Major world religions are 

against gay marriage

It is discriminatory to 

refuse gay couples the 

right to marry

ATTACKS:

SUPPORTS: 

Figure 2: Illustration of a comment supporting a pro-
same-sex marriage argument and attacking a con-same-
sex marriage argument.

(2024). The authors performed zero-shot and k- 214

shot experiments using GPT-3.5, Flan-T5 family 215

models as well as Llama2 models on a variety 216

of AM tasks (claim detection, evidence detection, 217

stance detection, evidence classification), as well 218

as argument generation and summarization. Their 219

results highlight decent performance on binary clas- 220

sification tasks (GPT3-5-Turbo and Flan-UL2 per- 221

forming best in the zero-shot setup), but worse with 222

more complex, multi-label classification tasks. In- 223

terestingly, a separate review focussed on the legal 224

domain by Alsubhi et al. (2023) (including GPT- 225

3.5 and GPT-4) concluded that these LLMs did 226

not surpass their baseline (domain-specific BERT 227

model). The same models also did not surpass the 228

RoBERTa baseline in Ruiz-Dolz et al. (2024). 229

This paper complements existing work as fol- 230

lows. First, we focus on identifying cross-cutting 231

arguments within the context of a polarizing is- 232

sue with LLMs. Given the contradicting results 233

from previous surveys, we provide an important 234

additional perspective. By formalizing three well- 235

defined tasks we identify concrete shortcomings 236

and formulate recommendations for future work in 237

argumentation. Assessing the abilities of the LLMs 238

to perform these tasks is of crucial importance to 239

analyze opinions not just on a general level (such 240

as stance, the argumentation structure, or key point 241

summarization), but to support a nuanced analysis 242

of the arguments on which such stance is based, 243

allowing for greater scalability across topics. 244

3 Methodology 245

3.1 Data 246

Our study builds on prior research in natural lan- 247

guage processing, particularly works that inter- 248
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sected curated arguments from online debate plat-249

forms with large-scale online argumentation data.250

The COMARG dataset: Boltužić and Šnajder251

(2014) manually annotated 373 comments from the252

discussion platform Procon.org with a pre-defined253

list of arguments retrieved from Idebate.org. It en-254

compasses two topics: gay marriage and the inclu-255

sion of the phrase "Under God" in the U.S. Pledge256

of Allegiance. The gay marriage-related comments257

were annotated for three arguments in favor and258

four arguments against the topic, while the Pledge259

of Allegiance topic featured three pro and three260

against arguments. Each comment-argument pair261

was further classified based on whether the com-262

ment supported, attacked, or made no use of the ar-263

gument, as well as whether the support/attack was264

explicit or implicit. The inter-annotator agreement265

was moderate, and the final labels were decided by266

majority vote, excluding comment-argument pairs267

where no majority was reached.268

The YRU dataset: Hasan and Ng (2014) sourced269

1900 comments from an online debate platform,270

and their data set spans four topics: abortion, gay271

rights, legalization of marijuana, and the Obama272

presidency. For each topic, annotators identified273

a set of recurring arguments in the topics, leading274

to between 6 and 9 arguments each supporting and275

opposing the topic. The data set was originally276

developed for the task of argument extraction, i.e.,277

identifying spans of text that employed a specific278

argument. Annotator agreement on this labelling279

task was reported as moderate to high, and dis-280

agreements were resolved through discussion.281

All arguments for all six topics across the two282

data sets are listed in Table 4 in the Appendix.283

3.2 Task Definitions284

We define three argument mining (AM) tasks de-285

signed to test models’ abilities to detect and under-286

stand the use of recurring arguments in collections287

of opinion texts.288

Binary Argument Detection Given an argument289

A and a comment C, the task is to classify, in binary290

fashion, whether C makes use of A. We run this291

task on both the YRU anc COMARG data, across292

a total of six topics.293

Argument Extraction Given an argument A and294

a comment C, the goal is to automatically detect295

the span within C that expresses A. Only the CO-296

MARG data set comes with manually-annotated297

argument spans, so we evaluate this task over the 298

four COMARG topics. 299

Argument Relationship Classification Given 300

an argument A and a comment C, we determine 301

the relationship between A and C as C either at- 302

tacking or supporting A (cf., Figure 2). We con- 303

sider two formulations of this task: either a binary 304

classification as support or attack; or a 4-way clas- 305

sification distinguishing between explicit/implicit 306

support for or an explicit/implicit attack of an ar- 307

gument. Only the YRU data set labels the type 308

of usage of an argument, so we evaluate relation 309

classification over the two topics in this data set. A 310

list of all pre-defined arguments from the original 311

dataset is reported in the Appendix (Table 4). 312

3.3 Data Pre-Processing 313

Binary argument detection was conceptualized as 314

a binary classification problem, necessitating pre- 315

processing of the original data sets to conform to 316

a binary format. For the COMARG dataset we 317

consider all comment-argument pairs labeled as 318

exhibiting any form of argumentative relationship 319

as present (1). The data contained an explicit label 320

of ‘makes no use of an argument’, which we reuse 321

as our negative (not present) label (0). The YRU 322

dataset is annotated for arguments on the sentence 323

level. We project these labels to the comment-level, 324

and consider them as present (1). All arguments 325

not identified in any sentence were labeled as not 326

present (0). 327

For Task 2, we treated the data in the COMARG 328

dataset differently for the two subtasks. In sub- 329

task 2a we conflated the original labels in a binary 330

fashion, only aiming at identifying whether the 331

comment supports or attacks the argument. For 332

subtask 2b we considered the original scale of im- 333

plicit/explicit support and attack, we thus left the 334

original labels unaltered. Finally, for Task 3 we 335

only considered the labels present in the original 336

YRU dataset and the manually annotated spans in 337

the comment. 338

3.4 Models 339

We selected four Large Language Models (LLMs) 340

from different model families, spanning both 341

open-source and proprietary architectures: one 342

open-source – Llama3-8b-Instruct (Dubey et al., 343

2024) – and three proprietary models; GPT4o- 344

mini and GPT 4o (Achiam et al., 2023), as well as 345

Gemini1.5-Flash (Reid et al., 2024). We followed 346

4



established practices to minimize non-deterministic347

behavior and output variability (Zhang et al., 2023;348

Meng et al., 2023), i.e. setting the temperature to349

0 and the top_p parameter to 1 (Liu et al., 2023;350

Brown et al., 2023). 1351

Prompts In preliminary experiments, we exper-352

imented with prompt variations along three key353

dimensions: structure (unstructured vs. structured354

step-by-step instructions), specificity (varying level355

of detail on task requirements and constraints), and356

role assignment (including/excluding the specific357

assignment of a role such as “you are an expert358

in argument analysis”). For argument detection359

(Task 1), a structured prompt with detailed instruc-360

tions but without role assignment performed best.361

For both span extraction (Task 2) and argument362

relationship classification (Task 3), prompts that363

combined structured step-by-step instructions with364

explicit role assignment achieved superior perfor-365

mance. These optimized prompts were used for all366

subsequent experiments. The full prompts are in367

Appendix B (Tables 7 to 8).368

Each task was attempted as zero-shot, 1-shot and369

5-shot. To assess the impact of different examples,370

each few-shot experiment was run five times with371

randomly sampled, non-overlapping instruction ex-372

amples to study the impact of chosen examples on373

the final results. We manually verified that exam-374

ples were instructive, and that the five-shot example375

set covered all classes.376

RoBERTa Baselines We fine-tuned one377

RoBERTa model (Liu, 2019) for each task, by378

combining all the available data across topics. The379

relatively small number of samples for individual380

topics renders topic-wise fine-tuning infeasible.381

For the classification tasks, we concatenated382

each comment-argument pair using the [SEP] to-383

ken as a delimiter. We randomly split the data into384

five stratified folds for cross-validation, ensuring385

a balanced label distribution in each split. Each386

model was trained for 3 epochs with a batch size387

of 16. For the span extraction task, we formatted388

the data equivalent to extractive question-answer389

tasks, where arguments serve as “question”, and390

relevant spans as the “answer” to be extracted. We391

fine-tuned a RoBERTa model on this data using the392

QuestionAnsweringModel from SimpleTransform-393

1For Llama3-8b-Instruct, we also set the top_k parameter
to 1. GPT40-mini and Gemini1.5Flash do not feature manual
configuration of this parameter.

ers2 again with five fold stratified cross validation, 394

training for a total of 10 epochs and with a batch 395

size of 16.3 396

LLM Fine-tuning To disentangle the effect of 397

fine-tuning from model size, we also fine-tune one 398

of our LLMs. For Llama3-8b-Instruct we per- 399

formed parameter-efficient fine-tuning using low- 400

rank adaptation (LoRA) (Hu et al., 2021), with 401

cross-validation on five stratified folds. The details 402

of hyperparameters and training protocol are pro- 403

vided in Appendix D.We include fine-tuned Llama 404

only for tasks 1 and 2 because for task 3 fine-tuned 405

RoBERTa was widely outperformed by all LLMs 406

in the prompting setup. 407

4 Results 408

We now present the quantitative results of our four 409

LLMs and baselines across tasks. Overall, we find 410

that (1) fine-tuned Llama achieves superior per- 411

formance over all other models in detecting and 412

extracting arguments; (2) larger LLMs generally 413

outperformed smaller models and are more robust 414

to different few-shot examples (exhibiting smaller 415

variance); (3) that instruction examples (one- or 416

five-shot) do not necessarily lead to enhanced per- 417

formance; and (4) that the detection of arguments 418

in comments (Task 1) is challenging for LLMs, 419

which calls for caution with and future research on 420

automated argument extraction. 421

4.1 Task 1: Binary Argument Detection 422

We test four models (Llama, GPT4o, GPT4o-mini, 423

Gemini) in zero-, one-, and five-shot settings across 424

six different topics on predicting whether a given 425

argument is stated in a comment or not. Results in 426

Table 1 show that all LLMs outperform the base- 427

lines, and that the fine-tuned Llama3 performs best 428

overall 4. Among the prompt-based models, the 429

largest variants (GPT4o and Gemini) outperform 430

their smaller counterparts. We observe a strong 431

variance across topics, with abortion (AB) and gay 432

marriage (GM) performing best. Finally, and per- 433

haps counterintuitively, we do not observe consis- 434

tent improvement with more examples. The stan- 435

dard deviation (std) across five model runs for few- 436

shot experiments was ±0.01 to ±0.02 for larger 437

2https://simpletransformers.ai/docs/qa-model/
3Information about the parameters are reported inc Ap-

pendix C.
4For task 1, the F1 SDs of the fine-tuned LLM range from

±0 to ±0.01, indicating robustness.
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Model GM UG AB GR MA OB| Combined
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

Majority 0.33 0.50 0.40 0.34 0.50 0.41 0.45 0.50 0.47 0.44 0.50 0.47 0.43 0.50 0.46 0.46 0.50 0.48 0.40 0.50 0.44
RoBERTa 0.67 0.60 0.61

Zero shot

Gemini1.5-f 0.83 0.75 0.79 0.77 0.70 0.73 0.66 0.82 0.73 0.63 0.72 0.67 0.61 0.74 0.66 0.61 0.74 0.67 0.74 0.75 0.72
GPT4o 0.86 0.67 0.76 0.80 0.70 0.75 0.79 0.84 0.81 0.75 0.70 0.72 0.73 0.63 0.68 0.66 0.66 0.66 0.73 0.67 0.68
GPT4o-m 0.86 0.67 0.75 0.80 0.70 0.74 0.69 0.83 0.76 0.63 0.72 0.67 0.61 0.71 0.66 0.62 0.73 0.67 0.74 0.65 0.69
Llama3 0.69 0.68 0.69 0.65 0.66 0.65 0.59 0.72 0.65 0.61 0.71 0.65 0.57 0.70 0.63 0.59 0.68 0.63 0.66 0.63 0.65

One shot

Gemini1.5-f 0.83 0.76 0.80 0.77 0.72 0.75 0.67 0.82 0.74 0.63 0.73 0.68 0.61 0.74 0.67 0.61 0.74 0.67 0.74 0.75 0.72
GPT4o 0.84 0.68 0.75 0.76 0.70 0.73 0.74 0.84 0.79 0.73 0.72 0.73 0.63 0.67 0.65 0.62 0.73 0.68 0.75 0.70 0.73
GPT4o-m 0.82 0.74 0.78 0.63 0.64 0.63 0.68 0.83 0.75 0.63 0.72 0.67 0.62 0.73 0.67 0.62 0.73 0.67 0.75 0.65 0.70
Llama3 0.63 0.63 0.63 0.62 0.64 0.63 0.59 0.66 0.62 0.61 0.56 0.63 0.57 0.61 0.59 0.59 0.61 0.60 0.62 0.60 0.61

Five shot

Gemini1.5-f 0.83 0.77 0.80 0.76 0.73 0.74 0.66 0.82 0.73 0.62 0.72 0.67 0.61 0.74 0.67 0.61 0.74 0.67 0.74 0.73 0.73
GPT4o 0.84 0.69 0.76 0.75 0.69 0.72 0.70 0.84 0.76 0.70 0.73 0.71 0.64 0.69 0.66 0.65 0.71 0.68 0.73 0.67 0.71
GPT4o-m 0.78 0.72 0.75 0.63 0.64 0.63 0.68 0.83 0.75 0.63 0.73 0.68 0.63 0.74 0.68 0.62 0.74 0.67 0.73 0.65 0.70
Llama3 0.61 0.60 0.60 0.61 0.62 0.62 0.59 0.60 0.61 0.57 0.54 0.63 0.59 0.60 0.59 0.59 0.60 0.59 0.61 0.59 0.60

Llama3 FT 0.77 0.74 0.76

Table 1: Results for binary argument detection (Task 1) for six topics and the combined data set (final column) as
macro-averaged precision, recall and F1. We report a majority baseline, and fine-tuned RoBERTa and fine-tuned
Llama3 (Llama3 FT) on the combined data only. The best F1 scores per data set are bolded. 1-shot and 5-shot
results are averaged over five runs.

models, indicating high robustness to varying in-438

puts, while smaller models showed higher std, typi-439

cally ±0.02 to ±0.03, especially in 1-shot settings.440

4.2 Task 2: Argument Extraction441

Here, we tasked models with identifying the exact442

span of text in which an argument is being used. We443

report ROUGE-1, ROUGE-2, and ROUGE-L (Lin,444

2004) between predicted and golden spans.445

Results in Table 2 reveal that, similar as in Task446

1, the fine-tuned Llama3 outperformed all other447

models 5. In prompting experiments, 5-shot Gem-448

ini consistently performs best. We observe a consis-449

tent improvement with exposure to more examples450

in the task instruction. We posit that this is due451

to the extractive nature of the task, which is more452

challenging for LLMs out-of-the-box compared453

to the classification task (Task 1). Most interest-454

ingly, we observe that most LLMs outperform the455

RoBERTa baseline only in the 5-shot setting on the456

Combined data set, and the gap between non-fine457

tuned LLMs and RoBERTa is small (with the excep-458

tion of 5-shot Gemini). For Task 2, larger models459

(Gemini, GPT4o) show low std (±0.01 to ±0.03),460

while smaller models (GPT4o-mini, Llama) exhibit461

5With F1 standard deviations ranging from 0.01 to 0.015
across the folds, indicating stability

slightly higher std (±0.02 to ±0.05), especially in 462

5-shot settings. 463

4.3 Task 3: Argument Relationship 464

Classification 465

Given a comment and an argument featured in the 466

comment, we ask models whether the argument 467

is supported or attacked in the comment, either 468

in a binary fashion, or on a 4-way scale (strong- 469

ly/weakly supports; weakly/strongly attacks). Fo- 470

cusing on the binary task (Table 3, left) we observe 471

that the two largest models (Gemini and GPT4o) 472

consistently perform best, achieving almost perfect 473

results. Exposure to examples does not improve 474

performance and, in fact, substantially decreases 475

results for GPT4-mini and Llama3. We observe a 476

substantial performance decrease when moving to 477

the 4-way classification task (Table 3, right), with 478

the larger LLMs again performing best. The F1 479

std for the models show that Gemini1.5-f indicates 480

low variability (std ±0.02), while GPT-4o-m and 481

GPT-4o have substancial variability (std ±0.03 to 482

±0.16), and Llama3 shows even higher variability 483

(std ±0.07 to ±0.10). 484

Interestingly, performance across models was 485

higher in the binary version of Task 3 than Task 486

1. In other words, models do better at identifying 487
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Model AB GR MA OB Combined
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

RoBERTa 0.45 0.41 0.44

Zero shot

Gemini1.5-flash 0.42 0.41 0.42 0.41 0.40 0.41 0.37 0.36 0.37 0.38 0.36 0.38 0.40 0.38 0.40
GPT4o 0.31 0.30 0.31 0.32 0.31 0.32 0.30 0.28 0.30 0.32 0.30 0.32 0.31 0.30 0.31
GPT4o-m 0.28 0.27 0.28 0.29 0.27 0.29 0.27 0.25 0.27 0.25 0.23 0.25 0.27 0.26 0.27
Llama3 0.29 0.27 0.29 0.33 0.31 0.33 0.28 0.26 0.27 0.28 0.27 0.28 0.30 0.28 0.29

One shot

Gemini1.5-flash 0.46 0.45 0.46 0.46 0.45 0.46 0.43 0.41 0.43 0.47 0.46 0.47 0.46 0.44 0.46
GPT4o 0.36 0.35 0.36 0.41 0.39 0.41 0.37 0.36 0.37 0.41 0.39 0.41 0.39 0.37 0.39
GPT4o-m 0.35 0.34 0.35 0.38 0.36 0.38 0.37 0.35 0.37 0.36 0.35 0.36 0.37 0.35 0.37
Llama3 0.36 0.35 0.36 0.42 0.41 0.42 0.37 0.36 0.37 0.41 0.40 0.41 0.39 0.38 0.39

Five shot

Gemini1.5-flash 0.50 0.49 0.50 0.51 0.50 0.51 0.48 0.46 0.48 0.56 0.54 0.55 0.51 0.50 0.51
GPT4o 0.44 0.43 0.44 0.48 0.47 0.48 0.42 0.41 0.42 0.47 0.46 0.47 0.45 0.44 0.45
GPT4o-m 0.43 0.42 0.43 0.47 0.45 0.46 0.42 0.41 0.42 0.43 0.42 0.43 0.44 0.43 0.44
Llama3 0.48 0.47 0.48 0.50 0.49 0.50 0.43 0.41 0.43 0.50 0.48 0.50 0.48 0.46 0.48

Llama3 FT 0.55 0.50 0.54

Table 2: Results for Argument Extraction (Task 2) for the four topics in the YRU data set and the combined data set
(final column) as Rouge 1, 2 and L. Models as in Table 1. The best Rouge-L scores per data set are bolded. 1-shot
and 5-shot results are averaged over five runs with different examples.

whether a comment supports or attacks a given488

argument than at detecting whether a comment489

uses the argument. The models benefited from490

examples uniformly only for argument extraction491

(Task 2), but not in the classification tasks. Con-492

sistently, a fine-tuned RoBERTa model performed493

competitively with the LLMs on Task 2. Over-494

all, we conclude that there is substantial room for495

improvement in LLM argument detection and inter-496

pretation for all presented task with the exception497

of binary argument relation classification.498

4.4 Exploratory Analysis499

A natural question following from the results above500

is where exactly LLMs fail on fine-grained argu-501

ment detection and interpretation. As a step to-502

wards answering this question we conducted an503

exploratory analysis on argument detection (Task504

1), which is the most comprehensive in terms of505

samples, and which revealed substantial room for506

improvement. We inspected the results in Table 1507

by argument type (arguments in favor or against an508

issues), taking into consideration the prevalence of509

arguments in the golden data (determined as the fre-510

quency of an argument divided by the total number511

of arguments in the topic)6512

Our analysis shows a clear trend of arguments513

with higher proportions within a topic tend to514

6Detailed information can be found in Appendix E.

achieve higher F1 scores (a linear regression model 515

showed a significant effect and R2 of 0.26). We 516

posit that arguments that are prevalent in our gold 517

data are also more frequently discussed in general, 518

leading to more exposure in the LLM training data 519

and hence a better understanding. The two most 520

frequent and most well-predicted arguments are 521

"Separation of state and religion" (against UGIP; 522

Proportion = 0.385, F1 = 0.76) and "Gay people 523

should have the same rights as straight people" 524

(pro GM; Proportion = 0.317, F1 = 0.72). 525

However, some interesting outliers challenge 526

this trend. For example, we observe that some argu- 527

ments with low proportions achieve relatively high 528

F1 scores – e.g., "Rape victims need it to be legal" 529

(pro abortion; Proportion = 0.057, F1 = 0.69) and 530

"Abortion should be allowed when a mother’s life 531

is in danger" (pro abortion; Proportion = 0.042, F1 532

= 0.65). Both arguments are presented in relatively 533

simple language, easing classification. Conversely, 534

some relatively high-proportion arguments achieve 535

low F1 scores. For example, "Gay marriage un- 536

dermines the institution of marriage, leading to 537

an increase in out of wedlock births and divorce 538

rates" (Against GM; Proportion = 0.153, F1 = 0.12) 539

is relatively frequent in the data set, but presumably 540

challenging to classify due to its relatively higher 541

complexity. We did not find any significant effect 542

of the direction of arguments (pro vs against). 543
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Model GM - binary UG- binary Comb- binary GM - scale UG - scale Comb - scale
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

Majority 0.31 0.50 0.39 0.29 0.50 0.37 0.30 0.50 0.38 0.10 0.25 0.14 0.29 0.50 0.37 0.19 0.37 0.25

RoBERTa 0.31 0.50 0.39 0.22 0.25 0.15

Zero shot

Gemini1.5-f 0.91 0.93 0.92 0.96 0.96 0.96 0.93 0.94 0.94 0.55 0.56 0.55 0.58 0.60 0.59 0.56 0.58 0.57
GPT4o 0.93 0.95 0.94 0.95 0.97 0.96 0.94 0.96 0.95 0.52 0.57 0.56 0.59 0.63 0.61 0.55 0.60 0.58
GPT4o-m 0.77 0.77 0.77 0.90 0.91 0.91 0.83 0.84 0.84 0.41 0.39 0.40 0.35 0.46 0.40 0.38 0.42 0.40
Llama3 0.82 0.84 0.83 0.79 0.77 0.78 0.80 0.80 0.80 0.39 0.30 0.34 0.44 0.46 0.45 0.41 0.38 0.39

One shot

Gemini1.5-f 0.91 0.94 0.93 0.89 0.90 0.90 0.90 0.92 0.91 0.56 0.58 0.57 0.60 0.62 0.61 0.58 0.60 0.59
GPT4o 0.73 0.70 0.71 0.86 0.87 0.86 0.80 0.78 0.78 0.41 0.39 0.40 0.35 0.47 0.40 0.38 0.43 0.40
GPT4o-m 0.66 0.63 0.65 0.81 0.81 0.81 0.73 0.72 0.73 0.38 0.36 0.37 0.33 0.44 0.38 0.35 0.4 0.37
Llama3 0.55 0.54 0.55 0.74 0.72 0.73 0.65 0.63 0.64 0.33 0.28 0.30 0.33 0.28 0.30 0.33 0.28 0.30

Five shot

Gemini1.5-f 0.92 0.94 0.93 0.96 0.96 0.96 0.94 0.95 0.94 0.56 0.58 0.57 0.60 0.62 0.61 0.58 0.60 0.59
GPT4o 0.70 0.67 0.68 0.92 0.93 0.92 0.81 0.80 0.80 0.41 0.39 0.40 0.35 0.47 0.40 0.38 0.43 0.40
GPT4o-m 0.65 0.62 0.64 0.85 0.86 0.86 0.75 0.74 0.75 0.39 0.36 0.37 0.31 0.44 0.37 0.35 0.40 0.37
Llama3 0.54 0.54 0.54 0.75 0.72 0.74 0.64 0.63 0.64 0.30 0.27 0.29 0.30 0.27 0.29 0.30 0.27 0.29

Table 3: Results for Argument Relationship Classification (Task 3) for the two topics in the COMARG data set
and the combined data set (final column) as macro precision, recall and F1. Left: binary classification (support vs
attack); Right: 4-way classification (explicit/implicit support/attack). We compare against a majority baseline and
fine-tuned RoBERTa model (combined data only). The best F1 scores per data set are bolded. 1-shot and 5-shot
results are averaged over five runs with different examples.

5 Conclusion544

We have presented a detailed investigation of how545

well LLMs can predict the presence of arguments546

in a text, the detection of the exact span in which547

is it present, and whether the comment supports or548

attacks the argument. Using a controlled testbed549

of texts with pre-defined arguments commonly dis-550

cussed in polarizing topics, we focused on a nu-551

anced evaluation of LLMs’ understanding of argu-552

mentation, which is essential for large-scale argu-553

mentation analysis tasks.554

While models excel at classification tasks (Task555

1 and 3), their ability to extract specific argument556

spans (Task 2) is less convincing. And specifically557

for Task 2, a fine-tuned RoBERTa baseline was558

competitive. We fine-tuned Llama to disentangle559

the effect of fine-tuning from model size and found560

that fine-tuning massively improved the LLM com-561

pared to a prompt-based approach in zero- or few-562

shot settings. We note, however, that fine-tuning563

LLMs comes at a significant environmental and564

monetary cost and the practical value in the face of565

changing topics and arguments is questionable.566

Contrary to expectations, the argument detection567

task was generally more challenging for models568

than the binary relationship identification, indicat-569

ing that the models understand better how a com-570

ment uses an argument than whether the argument 571

is present. We also found that one-shot or few-shot 572

learning did not consistently improve model per- 573

formance, with variation depending on the task, 574

topic, and model. However, LLMs were robust to 575

the selection of examples in the prompt as shown 576

through largely low standard deviations across five 577

runs. 578

Our exploratory analysis showed that argu- 579

ments with higher proportions within a topic typ- 580

ically achieved higher F1 scores, but some low- 581

proportion arguments with simpler language also 582

performed well. Conversely, complex and am- 583

biguous arguments posed challenges for the model. 584

This suggests that both frequency and complex- 585

ity of arguments impact argument detection and 586

interpretation. 587

In conclusion, while LLMs perform well on tra- 588

ditional argumentation tasks, they are sensitive 589

to argument frequency and complexity. Relying 590

solely on LLM prompting techniques for argumen- 591

tation analysis could lead to inaccurate classifi- 592

cations. Future work should explore how weak- 593

nesses can be addressed through improved prompt- 594

ing and fine-tuning, and further analyze the causes 595

of performance disparities across different argu- 596

ment classes. 597
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6 Limitation598

The data used in this study is limited in scope,599

both in terms of size and the range of topics and600

arguments it covers. While this controlled data601

set enabled a detailed analysis of Large Language602

Models (LLMs) in argumentation tasks, it may603

not fully represent the complexity and diversity604

of real-world argumentative discourse. Notably,605

the datasets employed were released in 2014, and606

may not capture more recent arguments or shifts in607

public opinion. For instance, the arguments related608

to the subtopic of gay marriage might no longer be609

relevant, especially given the legalization of gay610

marriage in the US in 2015, shortly after the data611

was released. On account of the limited data set612

size, we needed to conflate all datapoints for Task613

1 to fine-tune our RoBERTa baseline. Due to time614

and cost constraints, as well as environmental con-615

siderations, we were only able to fine-tune one616

LLM (Llama3) on the tasks.617

7 Ethical Considerations618

This study investigates the performance of LLMs in619

AM-related tasks on polarizing topics, which may620

involve sensitive or controversial discussions. We621

emphasize that the findings and conclusions of this622

research are not intended to amplify or legitimize623

harmful, discriminatory, or unethical viewpoints.624

Instead, the goal is to evaluate and enhance the625

understanding of LLMs’ capabilities in argument626

detection, classification and extraction. Our re-627

search does not seek to endorse divisive or harmful628

opinions.629
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A Lists of Arguments 881

Here, we present the complete list of pro and con 882

arguments from the original datasets in Table 4. 883

B Prompts 884

We display the prompts used for our three tasks in 885

Table 7 to Table 8. 886

C RoBERTa Fine-Tuning 887

We fine-tuned RoBERTa-base using the following 888

configurations for each task: 889

• Task 1: Argument Detection 890

– Training batch size: 16 891

– Evaluation batch size: 64 892

– Number of epochs: 3 893

– Warmup steps: 500 894

– Weight decay: 0.01 895

– Evaluation strategy: per epoch 896

– Save strategy: per epoch 897

– Load best model at end: Yes 898

• Task 2: Argument Extraction 899

– Training batch size: 16 900

– Evaluation batch size: 16 901

– Number of epochs: 10 902

– Maximum sequence length: 512 903

– N-best size: 16 904

– Evaluate during training: No 905

– Save checkpoints: No 906

– Overwrite output directory: Yes 907

– Save model every epoch: No 908

• Task 3: Relationship Classification 909

– Training batch size: 16 910

– Evaluation batch size: 64 911

– Number of epochs: 3 912
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– Warmup steps: 500913

– Weight decay: 0.01914

– Evaluation strategy: per epoch915

– Save strategy: per epoch916

– Load best model at end: Yes917

– Optimization metric: F1918

– Optimization goal: maximize919

All models were trained on a single NVIDIA920

V100 GPU using the RoBERTa-base checkpoint as921

the initial model.922

D Parameter-efficient finetuning (PEFT)923

of LlaMA924

For PEFT, we used an implementation of low-rank925

adaptation (LoRA) from Unsloth AI7 with the fol-926

lowing hyperparameters:927

• load in 4 bit = False928

• r = 16929

• target modules = q_proj, k_proj, v_proj,930

o_proj, gate_proj, up_proj, down_proj931

• lora alpha = 16932

• lora dropout = 0933

• bias = none934

• use gradient checkpointing = unsloth935

• use rslora (rank stabilized LoRA) = False936

The finetuning was performed with 5-fold cross-937

validation (data split of 60-20-20 for train-dev-test938

sets, with test splits covering the whole dataset).939

For the classification task, the splits were stratified.940

The training used 8-bit Adam as optimizer and the941

standard learning rate of 2e-4. The number of train-942

ing steps was proportional to the data size, with943

loss falling to near-zero values as a stop signal, and944

roughly amounted to 3 full epochs for the classifi-945

cation task and 5 full epochs for the span extraction946

task.947

The same prompts and example/label formats948

were used for finetuning as for the zero-shot and949

few-shot experiments (see Appendix B).950

7https://github.com/unslothai/unsloth

E Detailed Results 951

Additionally, Table 9 to Table 14 report the full 952

metrics for each subtopic for the per-argument 953

analysis for the best-performing model in Task 1, 954

as explained in Section 4.4. To better understand 955

the relationship between argument proportions and 956

model performance, we plotted the proportion of 957

each argument within its topic against its corre- 958

sponding F1 score, as shown in Figure 3. Each 959

point represents an argument, with its proportion 960

on the x-axis and its F1 score on the y-axis. The 961

points are colored based on their stance, with red 962

representing arguments against the issue ("CON") 963

and blue representing arguments in favor of the 964

issue ("PRO"). We also fitted a linear regression 965

model (ordinary least squares) to assess the rela- 966

tionship between the proportion of argument in a 967

topic and the argument F1 score. The model ex- 968

plained 26.2% of the variance (R² = 0.262) and 969

showed a significant positive association (coeffi- 970

cient = 1.0758, p < 0.001), indicating that higher 971

argument proportions predict higher F1 scores, as 972

reported in Table 15. 973
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Data set Pro Arguments Con Arguments

GM It is discriminatory to refuse gay couples the right to
marry.
Gay couples should be able to take advantage of the
fiscal and legal benefits of marriage.
Marriage is about more than procreation, therefore gay
couples should not be denied the right to marry due to
their biology.
Others

Gay couples can declare their union without resort to
marriage.
Gay marriage undermines the institution of marriage,
leading to an increase in out-of-wedlock births and di-
vorce rates.
Major world religions are against gay marriages.
Marriage should be between a man and a woman.
Others

UG Likely to be seen as a state-sanctioned condemnation of
religion.
The principles of democracy regulate that the wishes of
American Christians, who are a majority, are honored.
"Under God" is part of the American tradition and his-
tory.
America is based on democracy and the pledge should
reflect the belief of the American majority
Others

Implies ultimate power on the part of the state.
Removing "under God" would promote religious toler-
ance.
Separation of state and religion.
Others

AB Abortion is a woman’s right.
Rape victims need it to be legal.
A fetus is not a human yet, so it’s okay to abort.
Abortion should be allowed when a mother’s life is in
danger.
Unwanted babies are ill-treated by parents and/or not
always adopted.
Birth control fails at times, and abortion is one way to
deal with it.
Abortion is not murder.
Mother is not healthy/financially solvent.
Others

Put the baby up for adoption.
Abortion kills a life.
An unborn baby is a human and has the right to live.
Be willing to have the baby if you have sex.
Abortion is harmful to women.
Others

GR Gay marriage is like any other marriage.
Gay people should have the same rights as straight peo-
ple.
Gay parents can adopt and ensure a happy life for a baby.
People are born gay.
Religion should not be used against gay rights.
Others

Religion does not permit gay marriages.
Gay marriages are not normal/against nature.
Gay parents cannot raise kids properly.
Gay people have problems and create social issues.
Others

MA Not addictive.
Used as a medicine for its positive effects.
Legalized marijuana can be controlled and regulated by
the government.
Prohibition violates human rights.
Does not cause any damage to our bodies.
Others

Damages our bodies.
Responsible for brain damage.
If legalized, people will use marijuana and other drugs
more.
Causes crime.
Highly addictive.
Others

OB Fixed the economy.
Ending the wars.
Better than the Republican candidates.
Makes good decisions/policies.
Has qualities of a good leader.
Ensured better healthcare.
Executed effective foreign policies.
Created more jobs.
Others

Destroyed our economy.
Wars are still ongoing.
Unemployment rate is high.
Healthcare bill is a failure.
Poor decision-maker.
We have better Republicans than Obama.
Not eligible as a leader.
Others

Table 4: Pro and Con Arguments for All Subtopics and Data Sets
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Analyze whether the following comment about {topic} contains a specific argument.
Argument to check for: {argument}
Instructions:
1. Determine if the comment explicitly or implicitly uses the given argument
2. Assign a binary label:
- 1 if the argument is present
- 0 if the argument is not present
Requirements:
- Only use 1 or 0 as labels
- Provide output in valid JSON format
- Do not repeat or include the input text in the response
- Focus solely on the presence/absence of the specific argument

Return your analysis in this exact JSON format:

"id": "id", "label": label_value

Analyze the following comment in relation to the given argument:
where label_value must be either 1 or 0 (without quotes)
Comment to analyze:

Table 5: Prompt for Task 1

Task: Binary Classification of Arguments about {topic}
Input Text: {comment_text}
Target Argument: {argument_text}
Role: You are an expert in argument analysis and logical reasoning,
specializing in identifying rhetorical patterns in social discourse.
Step-by-Step Instructions:
1. Read the input text thoroughly
2. Evaluate the text’s relationship to the target argument, examining:
- Direct support or opposition
- Implicit agreement or disagreement
3. Make a binary classification decision
4. Format the output according to specifications
Classification Rules:
- Label = 5: Comment supports/agrees with argument
- Label = 1: Comment attacks/disagrees with argument
Critical Requirements:
- Use ONLY specified labels (1 or 5)
- Do NOT quote or repeat input texts
- Return VALID JSON only
Output Schema: { "id": "{id}", "label": label_value must be 1 or 5 without quotes }
Input Text:

Table 6: Prompt for Task 2 - Binary
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Task: Classification of Arguments about {topic}
Input Text: {comment_text}
Target Argument: {argument_text}
Role: You are an expert in argument analysis and logical reasoning,
specializing in identifying rhetorical patterns in social discourse.
Step-by-Step Instructions:
1. Read the input text thoroughly
2. Evaluate the text’s relationship to the target argument, examining:
- Direct support or opposition
- Implicit agreement or disagreement
3. Make a binary classification decision
4. Format the output according to specifications
Classification Rules:
- Label = 5: Comment supports/agrees with argument
- Label = 4: Comment supports/agrees with argument implicitly/indirectly
- Label = 2: Comment attacks/disagrees with argument implicitly/indirectly
- Label = 1: Comment attacks/disagrees with argument
Critical Requirements:
- Use ONLY specified labels (1 or 5)
- Do NOT quote or repeat input texts
- Return VALID JSON only
Output Schema: { "id": "{id}", "label": label_value must be 1, 2, 4 or 5 without quotes }
Input Text:

Table 7: Prompt for Task 2 - Full Scale

Task: Text Span Identification for Arguments about {topic}
Target Argument: {argument_text}
Role: You are an expert in argument analysis and logical reasoning,
specializing in identifying rhetorical patterns in social discourse.
Step-by-Step Instructions:
1. Read the input text carefully
2. Locate exact text spans that:
- Directly reference the target argument
- Express the same idea as the argument
3. Extract the precise text span
4. Format the output according to specifications
Critical Requirements:
- Extract EXACT text only (no paraphrasing)
- Include COMPLETE relevant phrases
- Use MINIMUM necessary context
- Maintain ORIGINAL formatting
- Return VALID JSON only
Output Schema:
{ "id": "{id}",
"span": "exact_text_from_comment" must be verbatim quote
}
Input Text:

Table 8: Prompt for Task 3
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Argument F1 Stance Support Proportion (in topic)
It is discriminatory to refuse gay couples the right to marry 0.71 PRO 162 0.13
Major world religions are against gay marriages 0.63 CON 162 0.13
Marriage should be between a man and a woman 0.62 CON 180 0.14
Gay couples can declare their union without resort to marriage 0.57 CON 195 0.15
Marriage is about more than procreation, therefore gay couples
should not be denied the right to marry due to their biology

0.47 PRO 194 0.15

Gay couples should be able to take advantage of the fiscal and
legal benefits of marriage

0.44 PRO 195 0.15

Gay marriage undermines the institution of marriage, leading to
an increase in out of wedlock births and divorce rates

0.12 CON 197 0.15

Table 9: Average F1 scores, Stance, Support (total counts), and Proportion (in topic) for each argument across all
splits and models, GM - Task 1

Argument F1 Stance Support Proportion (in topic)
Separation of state and religion 0.76 CON 124 0.39
Under God is part of American tradition and history 0.67 PRO 92 0.29
Removing under god would promote religious tolerance 0.59 CON 43 0.13
America is based on democracy and the pledge should reflect the
belief of the American majority

0.29 PRO 58 0.18

Implies ultimate power on the part of the state 0.23 CON 1 0.00
Likely to be seen as a state sanctioned condemnation of religion 0.10 PRO 4 0.01

Table 10: Average F1 scores, Stance, Support (total counts), and Proportion (in topic) for each argument across all
splits and models, UGIP - Task 1

Argument F1 Stance Support Proportion (in topic)
Abortion is a woman’s right 0.70 PRO 107 0.15
Rape victims need it to be legal 0.69 PRO 40 0.06
A fetus is not a human yet, so it’s okay to abort 0.68 PRO 130 0.19
Abortion should be allowed when a mother’s life is in danger 0.65 PRO 30 0.04
Abortion kills a life 0.63 CON 106 0.15
Be willing to have the baby if you have sex 0.63 CON 50 0.07
Unwanted babies are ill-treated by parents and/or not always
adopted

0.60 PRO 38 0.05

An unborn baby is a human and has the right to live 0.60 CON 98 0.14
Birth control fails at times and abortion is one way to deal with it 0.37 PRO 12 0.02
Abortion is harmful for women 0.35 CON 11 0.02
Mother is not healthy/financially solvent 0.29 PRO 21 0.03
Abortion is not murder 0.23 PRO 18 0.03
Put baby up for adoption 0.12 CON 38 0.05

Table 11: Average F1 scores, Stance, Support (total counts), and Proportion (in topic) for each argument across all
splits and models, Abortion - Task 1
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Argument F1 Stance Support Proportion (in topic)
Gay people should have the same rights as straight people 0.72 PRO 190 0.32
Gay parents can adopt and ensure a happy life for a baby 0.57 PRO 57 0.10
Gay marriages are not normal/against nature 0.53 CON 86 0.14
Religion does not permit gay marriages 0.51 CON 56 0.09
Gay parents cannot raise kids properly 0.51 CON 28 0.05
Gay people have problems and create social issues 0.46 CON 39 0.07
Religion should not be used against gay rights 0.41 PRO 51 0.09
People are born gay 0.40 PRO 91 0.15

Table 12: Average F1 scores, Stance, Support (total counts), and Proportion (in topic) for each argument across all
splits and models, Gay Rights - Task 1

Argument F1 Stance Support Proportion (in topic)
Used as a medicine for its positive effects 0.59 PRO 72 0.15
Legalized marijuana can be controlled and regulated by the gov-
ernment

0.55 PRO 141 0.29

Responsible for brain damage 0.55 CON 28 0.06
Prohibition violates human rights 0.53 PRO 93 0.19
If legalized, people will use marijuana and other drugs more 0.52 CON 28 0.06
Damages our bodies 0.40 CON 40 0.08
Highly addictive 0.38 CON 31 0.06
Does not cause any damage to our bodies 0.35 PRO 38 0.08
Causes crime 0.28 CON 17 0.03

Table 13: Average F1 scores, Stance, Support (total counts), and Proportion (in topic) for each argument across all
splits and models, Marijuana - Task 1

Argument F1 Stance Support Proportion (in topic)
Healthcare bill is a failure 0.62 CON 25 0.04
Better healthcare 0.59 PRO 27 0.05
Better than the republican candidates 0.51 PRO 69 0.12
Wars are still ongoing 0.51 CON 26 0.05
Created more jobs 0.47 PRO 15 0.03
Destroyed our economy 0.44 CON 74 0.13
Ending the wars 0.43 PRO 30 0.05
Fixed the economy 0.42 PRO 62 0.11
Unemployment rate is high 0.41 CON 14 0.02
Executed effective foreign policies 0.40 PRO 25 0.04
Not eligible as a leader 0.37 CON 56 0.10
Has qualities of a good leader 0.36 PRO 47 0.08
We have better Republicans than Obama 0.26 CON 19 0.03
Ineffective foreign policies 0.26 CON 13 0.02
Makes good decisions/policies 0.30 PRO 35 0.06
Poor decision-maker 0.16 CON 30 0.05

Table 14: Average F1 scores, Stance, Support (total counts), and Proportion (in topic) for each argument across all
splits and models, Obama - Task 1
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Figure 3: Proportion of each argument within its topic
as related to F1 scores (blue = PRO arguments, red =
CON arguments)

OLS Regression Results
Dep. Variable: y R-squared: 0.262
Model: OLS Adj. R-squared: 0.249
Method: Least Squares F-statistic: 20.20
Prob (F-statistic): 3.47e-05 Log-Likelihood: 32.081
No. Observations: 59 AIC: -60.16
Df Residuals: 57 BIC: -56.01
Df Model: 1 Covariance Type: nonrobust
Variable coef std err t P>|t| [0.025, 0.975]
const 0.3569 0.031 11.647 0.000 [0.296, 0.418]
x1 1.0758 0.239 4.494 0.000 [0.596, 1.555]
Omnibus: 2.196 Durbin-Watson: 1.130
Prob(Omnibus): 0.334 Jarque-Bera (JB): 1.698
Skew: -0.414 Prob(JB): 0.428
Kurtosis: 3.071 Cond. No.: 13.0

Table 15: OLS Regression Analysis
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