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Abstract

Neural networks have shown remarkable performance in computer vision, but
their deployment in numerous scientific and technical fields is challenging due to
their black-box nature. Scientists and practitioners need to evaluate the reliability
of a decision, i.e., to know simultaneously if a model relies on the relevant
features and whether these features are robust to image corruptions. Existing
attribution methods aim to provide human-understandable explanations by
highlighting important regions in the image domain, but fail to fully characterize
a decision process's reliability. To bridge this gap, we introduce the Wavelet
sCale Attribution Method (WCAM), a generalization of attribution from the
pixel domain to the space-scale domain using wavelet transforms. Attribution in
the wavelet domain reveals where and on what scales the model focuses, thus
enabling us to assess whether a decision is reliable. Our code is accessible here:
https://github.com/gabrielkasmi/spectral-attribution.

1 Introduction

Deep neural networks have become the standard for numerous computer vision applications.
However, there is a growing consensus that these models cannot be safely deployed in real-world
applications [5] as models are not reliable enough, owing to two reasons [43]. Firstly, the black-box
nature of deep neural networks motivates using explainable Al (XAl) techniques to generate a
human-understandable explanation of a model’s decision [14]. Secondly, distribution shifts [28]
are ubiquitous in real-world cases and cause models to fail unpredictibly [17]. Safely deploying
deep learning in real-world settings requires at least tools that enable auditing the relevance and
robustness to distribution shifts of a model’s decision.

Attribution methods [3], which consist of identifying the most important features in the input,
have improved the understanding of the decision process of deep learning models. On the
other hand, Fourier analysis has been extensively used to analyze the robustness of models [60].
[55] 4} [63] showed that robust models rely on low-frequency components. Existing attribution
methods only represent the model decision in the pixel (space) domain, while Fourier only provides
a decomposition in the frequency (scale) domain. To the best of our knowledge, no work has yet
expanded attribution in the space-scale domain, which enables the audit of both the relevance
and robustness of a model's decision.

We introduce the Wavelet sCale Attribution Method (WCAM). This novel attribution method
represents a model decision in the space-scale (or wavelet) domain. The decomposition in
the space-scale domain highlights which structural components (textures, edges, shapes) are
important for the prediction, allowing us to assess the relevance of a decision process. Moreover,
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as scales correspond to frequencies, we simultaneously evaluate whether this decision process is
robust. We discuss the potential of the WCAM for application in expert settings (e.g., medical
imaging or remote sensing), show that we can quantify the robustness of a prediction with the
WCAM and highlight concerning phenomenon regarding the consistency of the decision process
of deep learning models.

2 Related works

Explainability Explainability in computer vision typically quantifies the contribution of an
image's pixel or region to a model's prediction. Saliency [47] was among the first methods to
identify such regions. The approach used the model’s gradients and the classification score. A
line of works improved this approach: instead of using the model’s gradients, other works used the
model’s activations to generate explanations. It is the principle behind the class activation map
(CAM, [62]), which has also been further refined [46] 144} [52]. These methods quickly compute
an explanation but require access to the model’s gradients or activation. We often refer to these
methods as "white-box" explanation methods. By contrast, "black-box" methods are model
agnostic. Explanations are computed by perturbing (e.g., occluding parts of the image) the inputs
and computing a score that reflects the model's sensitivity to the perturbation. The various
proposed methods, e.g., Occlusion [61], LIME [41], RISE, [36], Sobol [7], HSIC [35] or EVA [8]
differ in that they use different sampling strategies to explore the space of perturbations and
can be seen as special cases of a more general approach based on Shapley values [29]. However,
the main limitation of these methods is that they only explain where the model focuses and are
therefore not informative enough in many settings where one wants to assess what the model
sees [1].

To begin addressing the what, [10] recently introduced CRAFT. This method combines matrix
factorization for concept identification and Grad-CAM [44] for concept localization on the input
image. Another line of work focused on identifying the most significant points in the training
dataset through influence functions [27]. However, such approaches require access to the model
and the training data and are, therefore, hard to implement in applied settings.

Frequency-centric perspective on model robustness A line of works aimed at explaining
the behavior of neural networks through the lenses of frequency analysis. Several works showed
that convolutional neural networks (CNNs) are biased towards high frequencies [55, [60] and
that robust methods tend to limit this bias [63] [4]. Other works highlighted a so-called spectral
bias [40] 59 [24], showing that CNNs learn the input image frequencies from the lowest to the
highest. More recently, [57] leveraged Fourier analysis to characterize learning shortcuts [12]:
this work showed that learning shortcuts are context-dependent as models tend to favor the most
distinctive frequency to make a prediction.

These works showed that the decomposition of a model’s decision in the Fourier (frequency)
domain characterizes what models see on the input. However, the Fourier domain only represents
the frequencies, while the Wavelet (space-scale) domain provides an assessment in both space
and frequency simultaneously [32]. Expanding attribution into the wavelet domain could provide
a more comprehensive assessment of what models see on the input, enabling the practitioner to
gauge whether the model's decision is reliable.

3 Methods

3.1 Background

Wavelet transform A wavelet is an integrable function ¢ € L?(R) with zero average, normalized
and centered around 0. Unlike a sinewave, a wavelet is localized in space and in the Fourier
domain. It implies that dilatations of this wavelet enable to scrutinize different frequencies (scales)
while translations enable to scrutinize spatial location. To compute an image’s (continuous)
wavelet transform (CWT), one first defines a filter bank D from the original wavelet i) with the
scale factor s and the 2D translation in space u. We have
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where |D| = J, and J denotes the number of levels. The computation of the wavelet transform
of a function f € L?(R) at location = and scale s is given by
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which can be rewritten as a convolution [32]. Computing the multilevel decomposition of f
requires applying [Equation 2 .J times with all dilated and translated wavelets of D. [31] showed
that one could implement the multilevel dyadic decomposition of the discrete wavelet transform
(DWT) by applying a high-pass filter H to the original signal f and subsampling by a factor of
two to obtain the detail coefficients and applying a low-pass filter G and subsampling by a factor
of two to obtain the approximation coefficients. Iterating on the approximation coefficients yields
a multilevel transform where the j*" level extracts information at resolutions between 27 and
279=1 pixels. The detail coefficients can be decomposed into horizontal, vertical, and diagonal
components when dealing with 2D signals (e.g., images).

Sobol sensitivity analysis The Sobol sensitivity analysis consists of decomposing the variance
of the output of a model into fractions that can be attributed to a set of inputs. Let (X3,...,Xk)
be independent random variables and K = {1,..., K} denote the set of indices. Let f be a
model, X an input, and f(X) the model’s decision (e.g., the output probability). We denote
fx = fu(Xx) the partial contributions of the variables (X})xe, to the score f(X). The Sobol-
Hoeffding decomposition [20] decomposes the decision score f(X) into summands of increasing
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Where fj denotes the prediction with no features, P (K) denotes the power set of K and ()
the empty set. Then, V(u,v) € K2 such that u # v, E[f,(X,)f.(X,)] = 0, we derive from
the variance of the model's score

Var(f(X)) = Y Var(fu(X,)), (4)

KEP(K)

enables us to describe the influence of a subset X, of features as the ratio between
its own and the total variance. This corresponds to the first order Sobol index given by

 Var(fu(X,)
= Var(f(X)) )

S, measures the proportion of the output variance Var(f(X)) explained by the subset of variables
X, [50]. Focusing on single features, Sj captures the direct contribution of the feature Xj
to the model’s decision. To capture the indirect effect, due to the effect of X on the other
variables, total Sobol indices Sz, [21] can be computed as

Sr.= Y. Se (6)
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Total Sobol indices (TSls) measure the contribution of the k' feature, taking into account both
its direct effect and its indirect effect through its interactions with the other features.

Efficient estimation of Sobol indices As seen from estimating the impact of a
feature k on the model’s decision requires recording the partial contribution fi(Xy). This partial
contribution corresponds to a forward. Estimating Sobol indices requires computing variances by
drawing at least N samples and computing IV forwards to estimate a first-order Sobol index Sy,
of a single feature k. As we are interested in the TSI of a feature k, we need to estimate the
Sobol index of all sets of features k € K such that k € k. To minimize the computational cost
of this computation, [7] introduced an efficient sampling strategy based on Quasi-Monte Carlo
methods [34] to generate the N perturbations of dimension K applied to the input and used
Jansen's estimator [23] to estimate the TSls given the models' outputs and the quasi-random
perturbations. Their approach requires N (K + 2) forwards [7].

To estimate the TSls, they draw two matrices from a Quasi-Monte Carlo sequence of size N x K
and convert them into perturbations, which they apply to X. The perturbated input yields two



matrices, A and B. aji, (resp. by;) is the element of A (resp. B) corresponding to the k'
feature and the j** sample. For the k'" feature, they define C*) in the same way as A, except
that the column corresponding to feature k is replaced by the column of B. They then derive an
empirical estimator for the Sobol index and TSI as
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where f3 = N ;f(Aj) and V = N1 jz:;) [f (4;) — fo]?. Further implementational details

can be found in [7].

3.2 The wavelet scale attribution method (WCAM)

Overview The Wavelet sCale Attribution Method (WCAM) is an attribution method that
quantifies the importance of the regions of the wavelet transform of an image to the predictions
of a model. [Figure 1] depicts the principle of the WCAM. The importance of the regions of the
wavelet transform of the input image is estimated by (1) generating masks from a Quasi-Monte
Carlo sequence, (2) evaluating the model on perturbed images. We obtain these images by
computing the DWT of the original image, applying the masks on the DWT to obtain perturbed
DWTE and inverting the perturbed DWT to generate perturbed images. We generate N (K + 2)
perturbed images for a single image. (3) We estimate the total Sobol indices of the perturbed
regions of the wavelet transform using the masks and the model's outputs using Jansen's estimator
[23]. [7] introduced this approach to estimate the importance of image regions in the pixel space.
We generalize it to the wavelet domain.

Spatial WCAM

~—

} Sobol indices

+‘ .-
b

WCAM

Figure 1: Flowchart of the wavelet scale attribution method (WCAM).

Generation of the masks We follow the sampling procedure introduced by [7] to generate the
masks. Their approach involves drawing two independent matrices of size N x K from a Sobol
low discrepancy sequence. N is the number of designs necessary to estimate the variance, and
K is the sequence dimension. We reshape this sequence as a two-dimensional mask to generate
our perturbation. By default, we perturb the wavelet transform with a mask of size 28 x 28 to
balance between the dimensionality of the sequence and the accuracy of the perturbation. We
reshape the 784-dimensional sequence to a grid of 28 x 28 to define our perturbation masks. We
tried alternative mapping from the unidimensional sequence to the mask but with limited effect
on the dimensionality reduction and at the expense of the meaningfulness of the perturbation in
the wavelet domain. [Figure 2 illustrates our workflow for one mask to generate the images that
are then passed to the model.

1On an RGB image, we apply the DWT channel-wise and apply the same perturbation to each
channel.
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Figure 2: Workflow on a grayscale image and for a 1-level wavelet transform. We first compute
the discrete wavelet transform of the image, then apply a mask on the DWT. It yields the
perturbed DWT, which we invert to generate the perturbed image. We evaluate the model on
the perturbed image.

The WCAM expands attribution to the space-scale domain The WCAM decomposes
a prediction into the wavelet domain. As [Figure 3 depicts, highlighting an important area in
the pixel domain (i) does not provide information on what the model sees. By decomposing
the prediction into the wavelet domain (ii), the WCAM represents the important features of
a prediction in terms of structural components. In the example of [Figure 3| we can see two
important areas for predicting the fox: the hind leg and the ear. We can see that three distinct
components contribute to the prediction for the ear. Areas (a), (b), (c) and (d) highlight these
components. (@) corresponds to details at the 1-2 pixel scale, i.e., fine-grained details such as
the fur in the ear. (b) corresponds to details at the 2-4 pixel scale, i.e., larger details such as
the shape of the ear. We can see that both vertical ((b)) and horizontal ((c)) components of
the shape of the ear contribute to the prediction. On the other hand, for the hind leg, only the
overall shape (4-8 pixel size, (d)) contributes to the prediction.

Scale size (px)
>8 4-8 1-2

(i) Image and spatial WCAM (i) WCAM

Figure 3: Decomposition of a prediction from the pixel domain (i) into the wavelet domain (ii)
with the WCAM

4 Results and use cases

4.1 Results on evaluation benchmarks

p-Fidelity We evaluate our method the p-Fidelity, introduced by [2]. Contrary to insertion and
deletion, which are area-under-curve metrics, the p-Fidelity is a correlation metric. It measures
the correlation between the decrease of the predicted probabilities when features are in a baseline



state and the importance of these features. We have

p-Fidelity = ug{ClorrKL (Z g9(z:), f(z) — f(wx,j,—mo)) (8)

where g is the explanation function (i.e., the explanation method), which quantifies the importance
of the set of features wu.

Results In we evaluate our method against a range of popular methods and across
various model architectures. Results show that we outperform existing black-box methods and
are competitive with white-box attribution methods. The projection in the space-scale domain
is the cause for the superiority of our method: we can see that the WCAM shows that the
coarser scales are essential for a prediction. When flattening the WCAM accross scales (see
appendix [B.1] for more details) to derive the Spatial WCAM, our method performs similarly to
other attribution methods. In appendix[B.I} we provide additional evaluation results using the
insertion and deletion scores [36].

Table 1: p-Fidelity scores obtained on 100 ImageNet validation set images (higher is better).
The best results are bolded and second best underlined. All benchmarks use the Xplique library

[9].

Method VGG16 [48] ResNet50 [16] MobileNet [22]  EfficientNet [53]
u-Fidelity (1)
Saliency [47] 0.043 0.060 -0.002 0.052
Grad.-Input [46] 0.105 0.051 0.023 0.030
White-box Integ.-Grad. [52] 0.137 0.112 0.130 0.134
GradCAM++ [44] 0.089 0.083 -0.001 0.063
VarGrad [44] 0.054 0.099 0.279 0.093
RISE [36] 0.020 0.074 -0.025 0.042
Black-box Sobol [7] 0.095 0.108 -0.036 0.013
Spatial WCAM (ours) 0.016 -0.037 0.020 -0.016
WCAM (ours) 0.197 0.191 0.105 0.187

4.2 Assessing the robustness of a prediction

Scales, frequencies, and robustness Scales in the wavelet domain correspond to dyadic
frequency ranges in the Fourier domain. The smallest scales correspond to the highest frequencies.
Therefore, the WCAM connects attribution with frequency-centric approaches to model robustness.
uses the WCAM to quantify the model’s robustness. Following [4], we distinguish
models trained with adversarial training ("AT," [30, [39] [45]), robust training ("RT," [18] [19] 13])
and standard training ("ST," e.g., ERM [54]). We can see that AT and RT models favor coarse
scales (i.e., low-frequencies) over fine scales (i.e., high-frequencies). The WCAM characterizes
robust models by estimating the importance of each frequency component in the final prediction.
We can see that the ordering from the detail coefficients corresponding to the largest scales
from those corresponding to the highest remains the same. This can be further assessed by the
cumulative frequencies (right axis), where the most robust models have a more concentrated
cumulative curve than the least robust models. These results are in line with existing works
(63| 4] 55| [60] and show that the WCAM correctly estimates the robustness of a model.

Relevance of the important scales in expert settings The wavelet transform provides a
multi-resolution decomposition of an image [32]. In other words, it isolates textures, edges, and
shapes with respect to their scales and locations. The WCAM lets us see whether a model relies
more on textures or shapes, which is impossible with existing attribution methods. In many
settings, such information is valuable as it is interpreted in terms of specific features of the
object of interest. Therefore, the WCAM links visual features (the model relies on) and semantic
features (from which humans draw conclusions). For instance, in brain tumor classification
from magnetic resonance imaging (MRI), small-scale details correspond to interpapillary capillary
loop patterns [LI]. In natural sciences, small scales can correspond to veins or small patterns
on specific species of leaves |58, [51]. Finally, in remote sensing, scales correspond to different
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Figure 4. Representation of the scales of the WCAM as frequencies. Levels (numbered from (0
to 4) indicate the scales, from the coarser (i.e., lowest frequencies) to the finest (i.e., highest
frequencies. The level 0 or "a" corresponds to the approximation coefficients. Labels "h," "v,"
and "d" correspond to the horizontal, vertical, and diagonal details, respectively. The rightmost
index plots the cumulative curve. "AT," "RT," and "ST" stand for adversarial, robust, and
standard training, respectively.

structural properties of small objects |26} 25], and information in the finer scales is more sensitive
to image quality. If the latter varies too much (e.g., due to different acquisition conditions and
signal-to-noise ratios), then information at these scales may disappear.

Towards assessing the reliability of a prediction We argue that a reliable prediction should
be both relevant and robust. It is relevant as it relies on expected factors (or more generally
on non-spurious factors) and robust as we want our prediction to be invariant to perturbations
that can occur during the data acquisition process (e.g., heterogeneous properties of the optical
transfer function or alterations of the signal-to-noise ratio) and limit the generalization capabilities
of the model. Some relevant factors may be unreliable: in this case, the practitioner needs to be
aware of that and adjust the data acquisition process. On the other hand, some models that are
provably more robust may not be reliable if they rely on spurious components. The WCAM is a
first step towards increasing the reliability of deep models in real-life settings as it unveils what
scales are important and whether they are robust or not.

5 Conclusions and future work

We introduce the Wavelet sCale Attribution Method (WCAM), a generalization attribution
to the space-scale domain. The WCAM highlights the important regions in the space-scale
domain using efficient perturbations of the wavelet transform of the input image. We estimate
the contribution of the regions of the wavelet transform using total Sobol indices. Compared to
existing attribution methods, the WCAM identifies what scales, which correspond to semantic
features, are important for a prediction, thus providing more guidance regarding the relevance of
the decision process of a model. Moreover, the WCAM connects attribution with robustness as
scales in the wavelet domain correspond to frequencies in the Fourier domain. Applications of the
WCAM lie in expert settings where practitioners need to evaluate the reliability of the prediction
made by the model: does it rely on relevant components, and are these components robust
to input perturbations that can occur in real life? Such assessment is crucial to improve the
trustworthiness of deep learning models, especially as these models seem to be scale-inconsistent
and rely on factors for contextual rather than semantical reasons.

Limitations and future works The main limitation of our approach is that it is computationally
more expensive than existing black-box attribution methods. We plan to evaluate the benefits of
the WCAM in an expert setting: the remote sensing of rooftop photovoltaic (PV) installations,
where current models lack reliability due to their sensitivity to acquisition conditions [26].
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