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ABSTRACT

Adversarial training is one of the most effective adversarial defenses, but it incurs
a high computational cost. In this study, we present the first theoretical analysis
suggesting that adversarially pretrained transformers can serve as universally robust
foundation models—models that can robustly adapt to diverse downstream tasks
with only lightweight tuning. Specifically, we demonstrate that single-layer linear
transformers, after adversarial pretraining across a variety of classification tasks,
can robustly generalize to unseen classification tasks through in-context learning
from clean demonstrations (i.e., without requiring additional adversarial training or
examples). This universal robustness stems from the model’s ability to adaptively
focus on robust features within given tasks. We also show the two open challenges
for attaining robustness: accuracy—robustness trade-off and sample-hungry training.
This study initiates the discussion on the utility of universally robust foundation
models. While their training is expensive, the investment would prove worthwhile
as downstream tasks can enjoy free adversarial robustness.

1 INTRODUCTION

Adversarial examples—subtle and often imperceptible perturbations to inputs that lead machine learn-
ing models to make incorrect predictions—reveal a fundamental vulnerability in modern deep learning
systems (Szegedy et al., 2014). Adversarial training is one of the most effective defenses against such
attacks (Goodfellow et al., 2015; Madry et al., 2018), where classification loss is minimized over
worst-case (i.e., adversarial) perturbations. This min—max optimization significantly increases the
computational cost compared to standard training. Despite extensive efforts to develop alternative
defenses, most of them have subsequently been shown to offer only spurious robustness (Athalye
et al., 2018; Croce & Hein, 2020; Tramer et al., 2020). Consequently, adversarial training remains
the de facto standard, and practitioners must incur this cost to obtain adversarially robust models.

Recently, it has become common to leverage foundation models for target tasks. Thanks to large-scale
pretraining, these models can be adapted to diverse downstream tasks with only lightweight tuning.
This naturally raises the question: Can adversarially trained foundation models enable efficient and
robust adaptation to a wide range of downstream tasks? Although training such models is expensive,
the investment would be worthwhile if numerous downstream tasks can inherit adversarial robustness
for free, without requiring costly adversarial training themselves. While this is a promising research
direction, the utility of such universally robust foundation models remains largely unknown, as their
training is computationally and financially prohibitive to empirically evaluate across multiple runs.

In this study, we present the first theoretical analysis suggesting that adversarially pretrained trans-
formers can serve as universally robust foundation models. Specifically, we show that single-layer
linear transformers, after adversarial pretraining across a variety of classification tasks, can robustly
generalize to previously unseen classification tasks through in-context learning (Brown et al., 2020)
from clean demonstrations. Namely, these transformers can adapt robustly without requiring any
adversarial examples or additional training. In-context learning is a recently uncovered capability of
transformers that allows them to efficiently adapt to new tasks from a few input—output demonstrations
in the prompt, without any parameter updates.

Our analysis builds upon the conceptual framework of robust features (class-discriminative and
human-interpretable) and non-robust features (human-imperceptible yet predictive) (Ilyas et al., 2019;
Tsipras et al., 2019). Based on this framework, we show that adversarially pretrained single-layer
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linear transformers can adaptively focus on robust features within given downstream tasks, rather than
non-robust or non-predictive features, thereby achieving universal robustness. This framework also
reveals that the universal robustness holds under mild conditions, except in an unrealistic scenario
where non-robust features overwhelmingly outnumber robust ones.

We also show that two open challenges in robust machine learning (Schmidt et al., 2018; Tsipras
et al., 2019) still remain in our scenario. First, when adversarially pretrained, single-layer linear
transformers exhibit lower clean accuracy than their standard counterparts. Second, to achieve clean
accuracy comparable to standard models, these transformers require more in-context demonstrations.

Our contributions are summarized as follows:

* We provide the first theoretical support for universally robust foundation models: under mild
conditions, adversarially pretrained transformers with a single linear self-attention layer can
robustly adapt to unseen classification tasks through in-context learning.

¢ Based on the framework of robust and non-robust features, we derive the condition for
successful robust adaptation. Moreover, we show that the universal robustness arises from
the model’s adaptive focus on robust features within given (unseen) tasks.

* As open problems for these transformers, we identify the accuracy—robust trade-off and
sample-hungry in-context learning.

This study explores the potential of universally robust foundation models, which can endow diverse
downstream tasks with adversarial robustness without adversarial training. A key challenge is the
cost of adversarial pretraining. We assume that, as with standard foundation models, such efforts
would be undertaken by large companies, which could offset development costs through licensing or
API fees. The growing demand for safe and reliable Al strengthens this incentive. Encouragingly,
advances in acceleration techniques for adversarial training, such as fast adversarial training (Wong
et al., 2020) and adversarial finetuning (Jeddi et al., 2020), suggest that the cost of adversarial training
could approach that of standard training. We regard our theoretical analysis as an important first step
toward fostering the practical development of universally robust foundation models.

2 RELATED WORK

Additional related work can be found in Appendix A.

Adversarial Training. Adversarial training (Goodfellow et al., 2015; Madry et al., 2018), which
augments training data with adversarial examples (Szegedy et al., 2014), is one of the most effective
adversarial defenses. Its major limitation is the high computational cost. To address this, several
methods have focused on the efficient generation of adversarial examples (Andriushchenko & Flam-
marion, 2020; Kim et al., 2021; Park & Lee, 2021; Shafahi et al., 2019; Wong et al., 2020; Zhang
et al., 2019a) and adversarial finetuning (Jeddi et al., 2020; Mao et al., 2023; Suzuki et al., 2023;
Wang et al., 2024a). However, these methods still require task-specific adversarial training. In this
study, we introduce the concept of universally robust foundation models, which can adapt to a wide
range of downstream tasks without requiring any adversarial training or examples.

Robust and Non-Robust Features. It is often suggested that adversarial vulnerability arises from
the reliance of models on non-robust features (Ilyas et al., 2019; Tsipras et al., 2019). While robust
features are class-discriminative, human-interpretable, and semantically meaningful, non-robust
features are subtle, often imperceptible to humans, yet statistically correlated with labels and therefore
predictive. Humans can rely only on robust features, whereas models can leverage both features to
maximize accuracy. Tsipras et al. (2019) showed that standard classifiers depend heavily on non-
robust features, making them vulnerable to adversarial perturbations that can manipulate these subtle
features. They also showed that adversarial training forces models to rely solely on robust features,
thereby enhancing robustness, but often reduces clean accuracy, known as the accuracy—robustness
trade-off (Dobriban et al., 2023; Mehrabi et al., 2021; Raghunathan et al., 2019; 2020; Su et al., 2018;
Tsipras et al., 2019; Yang et al., 2020; Zhang et al., 2019b). Subsequent studies have confirmed
that adversarially trained neural networks place greater emphasis on robust features (Augustin et al.,
2020; Chalasani et al., 2020; Engstrom et al., 2019; Etmann et al., 2019; Kaur et al., 2019; Santurkar
et al., 2019; Srinivas et al., 2023; Tsipras et al., 2019; Zhang & Zhu, 2019). In this study, building
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on this perspective, we employ datasets consisting of robust and non-robust features. Based on this
framework, we find that adversarially pretrained single-layer linear transformers prioritize robust
features rather than non-robust features, and exhibit the accuracy—robustness trade-off.

3 THEORETICAL RESULTS

Notation. For n € N, let [n] := {1,...,n}. Denote the i-th element of a vector a by a;, and the
element in the i-th row and j-th column of a matrix A by A; ;. Let U(S) be the uniform distribution
over aset S C R. The sign function is denoted as sgn( - ). For d;,d2 € N, let 14, and 14, 4, be the
d;-dimensional all-ones vector and d; X do all-ones matrix, respectively. The d; x d; identity matrix
is denoted as I, . Similarly, we write the all-zeros vector and matrix as 04, and O, 4,, respectively.
We use 2, <, and ~ only to hide constant factors in informal statements.

~ A~

3.1 PROBLEM SETUP

Overview. We adversarially train a single-layer linear transformer on d € N distinct datasets. The
c-th training data distribution is denoted by D" for ¢ € [d]. The c-th dataset consists of N + 1 samples,
{ (mgf), ') )N b D!, The transformer is encouraged to adaptively learn data structures from
N clean in-context demonstrations {(«,,, y,) }."_; and generalize to the (N + 1)-th perturbed sample
rn+1 + A, where A represents an adversarial perturbation. We then evaluate the adversarial

: iid. . o
robustness of the trained transformer on a test dataset { (xt¢, yt¢)}2H "< Dt which may exhibit
different structures from all training distributions.

Transformer. We first define the input sequence for a transformer as

Zp = T Ty 0 TN TN HA € RUEFDX(N+1) Q)
: yl y2 e yN O )
where x1,...,xN € R are training data, y1, ...,yn € {£1} are their binary labels, x 11 € R4

is a test (query) sample, and A € R? is an adversarial perturbation (see later). A transformer is
expected to adaptively learn data structures from N demonstrations { (., y,)}2_; and to predict the
label of & y11. The (d + 1, N + 1)-th element of Za serves as a placeholder for the prediction of
N1 + A. We define a single-layer linear transformer f : R(A+Dx(N+1) _y R(A+H1DX(N+1) "which
is commonly employed in theoretical studies of in-context learning (Ahn et al., 2023; Cheng et al.,
2024; Gatmiry et al., 2024; Mahankali et al., 2024; Zhang et al., 2024b), as follows:

1 I, 0
f(ZaiP,Q) = PZaMZAQZx, M:z[O O]eRW*”X(N*”, 2

where P € R(@+1)x(d+1) gerves as the value weight matrix and Q € R(@+1)*(4+1) gerves as the
product of the key and query weight matrices. The mask matrix M is adopted from recent literature

on in-context learning to prevent tokens from attending to the query token (Ahn et al., 2023; Cheng
et al., 2024; Gatmiry et al., 2024; Li et al., 2025).

Training Data Distribution. The transformer is pretrained on d distinct datasets. Inspired by Tsipras
et al. (2019), we consider the following data structure that explicitly separates robust and non-robust
features (cf. Section 2) according to their dimensional indices:

Assumption 3.1 (Individual training data distribution). Let ¢ € [d] be the index of the training data
distribution and DY be the c-th distribution. A sample (x,y) ~ DY satisfies the following:

U([o,yAl) (v
U(lyA. 0D (y

where 0 < A < 1. For any ¢ # j, x; and z; are independent, given y.

1)

Ty @

y ~U{£1}), Te =Y, Vi e [d],i#c: xZ'N{

In this distribution, a sample has a feature strongly correlated with its label (i.e., robust feature) at
the c-th dimension and has features weakly correlated (i.e., non-robust features) at other dimensions.
The correlation between non-robust features and the label is bounded by \. The robust feature
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mimics human-interpretable, semantically meaningful attributes in natural objects (e.g., shape). The
non-robust features mimic human-imperceptible yet predictive attributes (e.g., texture).

Test Data Distribution. The test data distribution may exhibit more diverse structures than the
training data, and may include non-predictive features in addition to robust and non-robust features.

Assumption 3.2 (Test data distribution). Let the index sets of robust, non-robust, and irrelevant
features be Syob, Syul, Sir C [d], respectively. Suppose that these sets are disjoint, i.e., Syob NSyul =
Soul NSirr = Sirr NSiob = 0 and that Syop U Sy USiy, = [d]. Let the number of robust, non-robust,
and irrelevant features be dyop := |Srobl, dvul := |Svul|, and diyy := |Sire|, respectively. Let the
scales of the robust, non-robust, and irrelevant features be o > 0, > 0, and 7 > 0, respectively.
Let D' be the test data distribution. A sample (z, y) ~ D' satisfies the following:

(1. Label) The label y follows the uniform distribution U ({£1}).

(2. Expectation and Moments) For every i € Sy, E[z;] = 0. For every i € [d] and n € {2, 3,4},
there exist constants C; > 0 and C; ,, > 0 such that

Cia (’L c Srob) Ci,nan ('L € Srob)
Elyz;] = { CiB (i € Syul) , |E[(yz; — Elyz:])"]| < { CinB* (1€ Sym) - (D)
0 (Z S Sirr) Ci,n'}/n (Z € Sirr)
(3. Covariance) There exist constants 0 < gyob, @vul < 1 such that
{ €S | Yiesus. Bl —Em))(z; —Elz;)] <0 }| < gobdrob, (5)
|{ 1€ Svul | ZjGSrObUSVME[(xi - E[‘rz})(m] - E[ZE‘]])] <0 }| S qvuldvul~ (6)

(4. Independence) For every i € Sy, x; is independent of y and all z; for j # 4.

In contrast to the training distribution, the test distribution may contain d.,, robust features and d;,,
irrelevant features. The latter simulates natural noise or redundant dimensions commonly found in
real-world data. For example, in MNIST (Deng, 2012), the top-left pixel is always zero and thus not
predictive. Assumption 4 requires each irrelevant feature to be independent of both the label and all
the other features. Robust and non-robust features are not assumed to be mutually independent.

Assumption 2 (Expectation) ensures that robust and non-robust features exhibit positive correlation
with the label. Given sufficient data, it is always possible to preprocess features to positively align
with the label. For example, with a large IV, this can be achieved by multiplying each feature x; by

sgn(Elyz;]) =~ sgn(X:nN:1 Ynn,;), ensuring Ely(sgn(Elyz,])z;)] = |Elyx;]| > 0.

Assumption 2 (Moments) bounds the n-th central moment of each feature by a constant multiple of
the n-th power of its expectation. This property, commonly referred to as Taylor’s law (Taylor, 1961),
is observed in a wide range of natural datasets and distributions.

Assumption 3 bounds the number of features whose total covariance with other informative fea-
tures (i.e., robust and non-robust features) is negative. As stated in Theorem 3.6, we typically assume
that gy and ¢ are small (but not necessarily infinitesimal). This assumption prevents unrealistic
cases where useful features are overly anti-correlated with others, which could hinder learning. When
all predictive features are independent conditioned on the label, ¢, = 0 and ¢.,1 = O satisfy this
assumption. We can observe that ¢,.p, and g1 are small in real-world datasets (cf. Fig. A2).

These conditions encompass a wide class of realistic data distributions.

+ Example 1: Training data distribution. The training distribution DY is a special case of the test
distribution D*®. In this case, the number of robust features is d,.;, = 1 with scale o =~ 1. Similarly,
dyy1 = d —1and g = \. There are no irrelevant features, i.e., d;;; = 0. By construction, and due
to the properties of the uniform distribution, this distribution satisfies all the assumptions.

* Example 2: Basic distributions. The test distribution class includes basic distributions, such as
uniform, normal, exponential, beta, gamma, Bernoulli, binomial distributions, etc. For example,
consider normal distribution. Assumptions 3 and 4 are satisfied if all features are mutually
independent. The expectation and second-moment constraints can be satisfied by setting appropriate
mean and covariance. The third- and fourth-moment constraints are inherently satisfied.
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* Example 3: MNIST/Fashion-MNIST/CIFAR-10. Empirical evidence suggests that preprocessed
MNIST (Deng, 2012), Fashion-MNIST (Xiao et al., 2017), and CIFAR-10 (Krizhevsky, 2009)

approximately satisfy our assumptions. Consider MNIST. Let {mﬁf’) N {a:%l)}fy:l €[0,1]78

n=1»
denote the samples of digits zero and one, respectively. We assign y = 1 to digit zero and y = —1
to digit one. Center the data via &’ <— x — & with & := (1/2N) fo:l(:cﬁ?) + a,-ﬁf)) and align

features with the label using " « sgn(z,f:r:l (a;S{” - :1:%1))) © «'. In this representation, common

background features yield near-zero expectations (i.e., ¥ ~ 0), while discriminative features—such
as the left and right arcs of zero or the vertical stroke of one—correlate strongly with the label (i.e.,
a ~ 0.2) (cf. Fig. A2). Additionally, some outlier-dependent pixels (e.g., corners occasionally
activated by slanted digits) exhibit weak correlation with the label (i.e., 5 ~ 0.01), reflecting non-
robust but predictive attributes. Empirical analysis reveals that most dimensions exhibit positive
total covariance with others, consistent with Assumption 3 (cf. Fig. A2). The main departure from
our test distribution lies in the fact that real-world datasets exhibit a gradual transition in feature
importance rather than a binary separation between robust and non-robust features.

* Example 4: Linear combination of orthonormal bases. Under mild conditions, any distribution
comprising robust and non-robust directions forming an orthonormal basis can be transformed into
our setting via principal component analysis (cf. Appendix B).

Adversarial Attack. We assume that the test query v 1 is subject to an adversarial perturbation
A constrained in the {4, norm, i.e., ||A|loo < €, where € > 0 denotes the perturbation budget. In
practice, € is chosen to match the scale of non-robust features (e.g., € =~ A for the training and € ~
for the test distribution). This ensures that perturbations effectively manipulate non-robust features
while leaving robust features intact and remaining imperceptible to humans.

Pretraining with In-Context Loss. For pretraining, we consider the following problem based on the
in-context loss (Ahn et al., 2023; Bai et al., 2023; Mahankali et al., 2024; Zhang et al., 2024b):

~yN+1[f(Za; P, Q)lar1,n+1 |- (7)

min E id.d. max
P.Qe[0,1]@+1x 41 enU([d]) {(n,yn) VR DE || Al <e
This formulation encourages the transformer to extract robust, generalizable representations from N
clean in-context demonstrations and accurately classify an adversarially perturbed query sample.

3.2 WARM-UP: LINEAR CLASSIFIERS AND ORACLE

Standard Linear Classifiers Extract All Features and Thus are Vulnerable. As a warm-up,
consider standard training of a linear classifier parameterized by w € R? on the c-th training
distribution DY*. Standard training results in w™¢ := arg min,,c (o 14 E(z,y)~pu [-yw ' @] = 14.
This classifier utilizes all features, including the robust feature at the c-th dimension and other non-

std

. . T -
robust features. Although w*'“ achieves correct predictions on clean samples, E[yw®d " ] > 0, it is

vulnerable to adversarial perturbations, E[minj | <c y'wSth(:c + A)] <0fore> 1HE=D/2) 1
This implies that, for a small d, the perturbation must be of the order € 2 1, which affects the robust
feature and is human-perceptible. However, as d increases, the threshold decreases to € = A, which is
at the scale of non-robust features and imperceptible yet can break the classifier predictions.

Linear Classifiers can be Specific Robust, but not Universally Robust. Consider adversarial
training min,, ¢ (o 1« E[max)a . < —yw " (& + A)]. For ¢ > 3, the optimal solution w??" has one
at the c-th dimension and zero otherwise. The classifier relies solely on the robust feature at the
c-th dimension and ignores all non-robust features. Unlike w*'9, this classifier can correctly classify
both clean and adversarial samples for 0 < e¢ < 1; linear classifiers can be robust for a specific
training distribution. However, w23 tailored to Dgr is vulnerable on other distributions Dgf indexed
by ¢’ # ¢; linear classifiers cannot be universally robust.

Universally Robust Classifiers Exist. Although linear classifiers cannot exhibit universal robustness
across all ¢, universally robust classifiers do exist. For example, the classifier h(x) := sgn(zx;) with
i 1= argmaxX; cq |z;/| always produces correct predictions for clean data  ~ D!’ for any ¢ and

perturbed data = + A with | Ao < 1.

'Eminjaj.<cywd (@ + A)] = w™ (Elyz] — ela) = {1+ (d — 1)(1/2)} — de < 0.
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Figure 1: Parameter heatmaps induced by adversarial training (7) with d = 20 and A = 0.1. For the
standard, adversarial, and strong adversarial regimes, we used € = 0, W = 0.098, and

% + %(dfﬁi)\é% = 0.95, respectively. We optimized (7) by stochastic gradient descent. Detailed

experimental settings can be found in Appendix C.

3.3 ADVERSARIAL PRETRAINING

In this section, we consider the global solution for the minimization problem (7).

Optimization Challenges. Although the training distributions are relatively simple, the minimization
problem (7) remains nontrivial due to the non-linearity and non-convexity in the trainable parameters
P and Q. The high non-linearity of self-attention and inner-maximization are also obstacles. Indeed,
the minimization problem (7) is rearranged as the following non-linear maximization problem:

Lemma 3.3 (Transformation of original optimization problem). The minimization problem (7) can be
transformed into the maximization problem maxpe (¢ 1}4+1 Z?idﬁl) max (0, Zji_i bjh; ;), where
hi; € Ris an (i, j)-dependent constant, and there exists a mapping from b to P and Q.

The proof can be found in Appendix D. This lemma highlights the inherent difficulty of optimizing
(7), which requires selecting a binary vector b that balances d(d + 1) interdependent non-linear terms.

Global Solution. Considering the symmetric property of b and further transformation of the problem
in Lemma 3.3, we identify the global solution of (7) for some perturbation cases.

Theorem 3.4 (Parameters induced by adversarial pretraining). The global minimizer of (7) is

(1. Standard; € = 0) P =pstd .= [Oldfﬂ] and Q= Q" := (14414 0441
+1

(2' Adversarial; € = M) P — padv ._ |:Od,d+1:| and Q = Qv — [

1, Od]
1(—ir+1 |

0, O

(3. Strongly adversarial; e > 5 + %(d}ﬁ—ﬁ\2+3> P=0g11411 and Q=04114:1-

The proof and optimal parameters for different € can be found in Appendix D. Importantly, the
optimal P and @ are independent of any specific training distribution (i.e., index c), reflecting that the
transformer obtains learnability from demonstrations rather than memorizing individual tasks. The
experimental results via gradient descent completely align with our theoretical predictions (Fig. 1).

Failure Case. In the strong adversarial regime, the global optimum becomes P = @ = 0, causing
the transformer to always output zero regardless of the input. Namely, no universally robust single-
layer linear transformers exist, despite the existence of universally robust classifiers (cf. Section 3.2).

The perturbation scale € > % + %((1_21;7)\’\2_% decreases in d: it transitions from ¢ = 1 when d = 1

toe — % as d — oo. In moderate dimensions (d ~ %), adversarial perturbations must be € 2 1
to break robustness. They are comparable to the scale of robust features and thus perceptible
to humans, contradicting the concept of adversarial perturbations. However, in extremely high
dimensions (d 2, %), it suffices to perturb by only € 2 A, which is on the same scale as non-robust
features and typically imperceptible, keeping the perturbation concept. This can be rephrased as:
under our training distributions, single-layer linear transformers cannot achieve universal robustness
when the non-robust dimensions (i.e., d — 1) substantially outnumber the robust dimension (i.e., 1).
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3.4 UNIVERSAL ROBUSTNESS

In this section, we show that universal robustness (over seen and unseen distributions) can be attained
by adversarial pretraining and clean in-context demonstrations.

Standard Pretraining Leads to Vulnerability. We begin by showing that the standard model fails
to classify adversarially perturbed inputs.

Theorem 3.5 (Standard pretraining case). There exist a constant C' > 0 and a strictly positive
function g(dyob, dyul, dirr, @, B,7y) such that

: td ystd
N1 e LAﬂlﬂn yn+11f(Za; P9, Q%) ar1,n 41

{(=nyn) 21 oo <€
S g(drob7 dvula dil‘l‘7 «, Bv ’Y) { C(droba + dvulﬂ) - (drob + dvul + dilrr)6 } (8)
—_————
Prediction for original data Adversarial effect

The proof can be found in Appendix E. This result analyzes the expectation of the product between
the true label and model prediction for the query. A positive value indicates correct classification and
a nonpositive value indicates failure. Since g(d,ob, dvul, dirr, @, 3,7) is always positive, a nonpositive
C(drob + dyuiB) — (drob + dyu1 + dirr )€ implies incorrect classification.

The standard model extracts both features and thus is vulnerable. Assume d;., = 0. Like standard
linear classifiers, the standard model leverages both robust features d,,, and non-robust features
dy1 8. This also makes vulnerability to adversarial perturbations contributing to the term (d,op +
dyu)e. The prediction becomes incorrect, C(dyob + dyui3) — (drob + dyu)e < 0, when € =
droba+d

R d"“;ﬁ . The perturbation size € is at the same scale as non-robust features, ¢ ~ (3, when

dyal 2 drObO‘T_B. In typical cases where the scale of robust features is much larger than that of
non-robust ones, o > 3, we can informally conclude:

Fore ~ (3, if dyu 2 %drob, then the normally pretrained single-layer linear transformer is vulnerable.

Non-predictive features accelerate vulnerability. Redundant dimensions d;,, do not contribute to the
first term, i.e., accuracy, but they increase the second term, i.e., vulnerability. Therefore, they degrade
robustness without providing any benefit to prediction. In addition, d;,, amplifies the adversarial
effect at a rate of d;,.€, which is comparable to the effect from the useful dimensions, d;on€ and dy €.

Adversarial Pretraining Leads to Universal Robustness. We now establish the universal robustness
of the adversarially pretrained model.

Theorem 3.6 (Adversarial pretraining case). Suppose that ¢}, and g, defined in Assumption 3.2
are sufficiently small. There exist constants C7, Cy > 0 such that

E{(mmyn)}gjri&dﬂpte |:|AnllglgeyN+l[f(ZA; P Qadv)]d+1,1v+1]
Z C'1 (droba + dvulﬁ + 1)(droba2 + dvulﬁz)

Prediction for original data

dirr dirr
- CV2{(drob04 + dvulﬁ + 1) (droba + dvulﬁ + ,7) + dirr ( + 1) '72 }E . (9)

JN N

Adversarial effect

The proof and generalized theorem can be found in Appendix E and Theorem E.1. For notational
simplicity, we assume small g, and gy, However, we do not require infinitesimal g, and gyy;.
See Theorem E.1 and Appendix B. In contrast to Theorem 3.5, this theorem provides the lower bound.
A positive right-hand side implies correct classification under adversarial perturbations.

The adversarially trained model prioritizes robust features. Assume d;,, = 0. Up to constant factors,
the lower bound reduces to (dyop v+ dyu1 3+ 1){drob® +dyu 32 — (drob+dyu1 3)€}. The important
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factor is dyopa® + dyw 8% — (drob + dyw1 )€, which determines the sign. As shown in Theorem 3.5,
the standard models extract features at scales d,o,« and dy1 5. In contrast, the adversarially trained
models extract them at quadratic scales drob0® and d.u1 32. Since robust features typically have larger
magnitude (o >> 3?), the adversarially trained model places greater emphasis on robust features
and mitigate the influence of non-robust features, comparing the standard counterpart.

It is universally robust. As shown in the above discussion, to flip the prediction of the adversarially

2 2
trained model, the perturbation must satisfy € > %. To maintain € = 3, d,1 needs to be

dyul 2, W. In typical cases where a > 3, we can informally conclude:

Fore = 3, if dyy < (%)Qdmb, then the adversarially pretrained single-layer linear transformer is
universally robust.

This threshold represents a substantial improvement over the standard model’s robustness condition
of dyy < %drob. For example, when av = 160/255 and 8 = 8/255, the standard model becomes

vulnerable at dy,1 2 20d,0b, Whereas the adversarially pretrained model remains robust up to

dvu < 400d,0p. This result also suggests that they become vulnerable when non-robust dimensions
significantly outnumber robust ones, consistent with the failure case in Section 3.3.

It is more robust to attacks that exploit non-predictive features. Theorem 3.6 shows that even though
the adversary may exploit redundant dimensions, their effect is significantly attenuated. Assume
N — oo for simplicity. The adversarial effect from irrelevant features then scales as d;,,v?¢, which
is linear in dj,,. In contrast, the clean prediction scales as d2,, a® and d2 , 3, i.e., quadratically in the
number of informative features. Thus, as long as useful features dominate in magnitude and number,
the influence of redundant features on the model’s robustness remains limited.

3.5 OPEN CHALLENGES

In this section, we show that two open challenges in robust classification (Schmidt et al., 2018;
Tsipras et al., 2019) persist in our setting.

Accuracy—Robustness Trade-Off. Inspired by Tsipras et al. (2019), we consider a situation where
robust features correlate with the label with some probability, yet non-robust features always correlate.

Theorem 3.7 (Accuracy-robustness trade-off). Assume |Syon| = 1, [Syul| = d—1, and |Siyr| = 0. In
addition to Assumption 3.2, for (x,y) ~ D', suppose that yz; takes o with probability p > 0.5 and
—a with probability 1 — p for ¢ € S,,. Moreover, yz; takes 8 with probability one for i € Sy. Let

f(P,Q) := E{(wn g}V R e lyn+1[f(Zo; P, Q)]a+1,n+1]- Then, there exist strictly positive
functions g1 (d, «, §) and g2 (d, a, B) such that

r3 st st _ gl(dv «, 5)(@ + (d - 1)ﬂ) (W'p' p)
JP, Q) = {glw,a,m(—w (d-1)8) (wp. 1-p)’ =
f(P Q) < go(d, o, B){—(2p — 1)a® + (d— 1)} (w.p. 1-—p). (11)

The proof can be found in Appendix F. Different from Theorems 3.5 and 3.6, this theorem considers
the expectation over {(z,,, ¥, )}, , instead of {(2,,, %)} _1". The query (x4 1,yn 1) behaves
probabilistically. If d 2> %, the standard model can always produce correct predictions. However, if
d<(2p—1) (%)2, the adversarially trained model produces incorrect predictions with probability
1 — p. This discrepancy arises because the robust model discards non-robust but predictive features.

Need for Larger In-Context Sample Sizes. Building on the assumptions of Theorem 3.7, we
informally summarize Theorem G.1 as follows (omitting constant factors for clarity):

Consider By, ynii [yn+1[f(Zo; P, Q)]at1,n+1]. Assume d S 3, p — 0.5, and a small N
regime. With probability at least 1 — exp(—N), the standard transformer outputs correct answers.
With probability at most 1 — ﬁ, the adversarially trained transformer outputs correct answers.
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Table 1: Accuracy (%) of normally and adversarially pretrained single-layer linear transformers. Left
values represent clean accuracy; right values represent robust accuracy. For DY (cf. Assumption 3.1),
we used d = 100 and A = 0.1. For D* (cf. Assumption 3.2), we constructed a test distribution from
multivariate normal distributions with d,., = 10, dyy = 90, dj;y = 0, & = 1.0, and 5 = 0.1. For
the real-world datasets, values were averaged across all 45 binary classification pairs from the 10
classes. The perturbation budgets were set as follows: ¢ = 0.15 for D%, 0.2 for D*, 0.1 for MNIST
and CIFAR-10, and 0.15 for Fashion-MNIST. See Appendix C for details.

Dtr Dte MNIST FMNIST CIFARI10

Normally pretrained model 100 / 0 100/0 94/4 91/20 68/ 21
Adversarially pretrained model 100 / 100 99 /95 93 /72 89/62 64/ 34

This result indicates that the adversarially pretrained model requires substantially more in-context
demonstrations to match the clean accuracy of the standard model. In low-sample regimes, the
standard model rapidly approaches high accuracy, while the robust model converges more slowly due
to its reliance on robust features, which are underrepresented in small-sample regimes.

4 EXPERIMENTAL RESULTS

Additional results and detailed experimental settings are provided in Appendix C.

Verification of Theorem 3.4. We trained single-layer linear transformers (2) using stochastic gradient
descent over [0, 1] with in-context loss (7). The training distribution was configured with d = 20

and A = 0.1. Weused e = 0, 1+(d+)(>\/2) = 0.098, and % + g(dfﬁi/\);% = 0.95 for the standard,
adversarial, and strong adversarial regimes, respectively. The heatmaps of the learned parameters are

shown in Fig. 1. These results completely align with the theoretical predictions of Theorem 3.4.

Verification of Theorems 3.5 to 3.7. We evaluated normally and adversarially pretrained single-
layer linear transformers on D, D', MNIST (Deng, 2012), Fashion-MNIST (Xiao et al., 2017),
and CIFAR-10 (Krizhevsky, 2009). These results are provided in Tab. 1. They suggest that the
standard models achieve high clean accuracy but suffer severe degradation under adversarial attacks,
consistent with Theorem 3.5. In contrast, the adversarially pretrained models maintain high robustness,
supporting Theorem 3.6, while their clean accuracy is lower, aligning with the accuracy—robustness
trade-off described in Theorem 3.7.

5 CONCLUSION AND LIMITATIONS

We theoretically demonstrated that single-layer linear transformers, after adversarial pretraining
across classification tasks, can robustly adapt to previously unseen classification tasks through in-
context learning, without any additional training. These results pave the way for universally robust
foundation models. We also showed that these transformers can adaptively focus on robust features,
exhibit an accuracy-robustness trade-off, and require a larger number of in-context demonstrations.

Our limitations include the assumptions on the data distributions and architectures. While we assume
that the data distributions consist of clearly separated robust and non-robust features, real-world
datasets typically exhibit a more gradual transition (cf. Section 3.1, especially Example 3). Single-
layer linear transformers lack the practical characteristics of multi-layer models and softmax attention.
Although such theoretical assumptions are standard and comparable in strength to those in prior
work (cf. studies on in-context learning in Appendix A), they limit the applicability of our results.

The cost of adversarial pretraining is the limitation of the concept of universally robust foundation
models. We expect that such efforts would be undertaken by large companies, which could offset de-
velopment costs through API fees. In addition, acceleration techniques for adversarial training, which
have been extensively studied in the existing literature, can reduce this cost to a level comparable to
standard training. Our theoretical analysis is an important first step toward fostering the practical
development of universally robust foundation models. See also the last paragraph in Section 1.
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REPRODUCIBILITY STATEMENT

All experimental procedures are described in Section 4 and Appendix C. The supplementary material
includes the source code to reproduce our experimental results. Proofs of the theorems are provided
in Appendices D to G.

THE USE OF LARGE LANGUAGE MODELS (LLMS)

We used LLMs to improve our writing. No essential contributions were made by the LLMs.
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A ADDITIONAL RELATED WORK

In-Context Learning. In-context learning has emerged as a remarkable property of large language
models, enabling them to adapt to a new task from a few input—output demonstrations without
any parameter updates (Brown et al., 2020). Recent work has shown that in-context learning can
implement various algorithms (Bai et al., 2023; Garg et al., 2022). One research direction has linked
in-context learning with preconditioned gradient descent through empirical (Akytirek et al., 2023;
Dai et al., 2023; Garg et al., 2022; Von Oswald et al., 2023; 2024) and theoretical analyses (Ahn
et al., 2023; Bai et al., 2023; Cheng et al., 2024; Gatmiry et al., 2024; Mahankali et al., 2024;
Zhang et al., 2024b). Additional results have indicated that in-context learning can implement
ridge regression (Akyiirek et al., 2023; Bai et al., 2023), second-order optimization (Fu et al., 2024;
Giannou et al., 2024), reinforcement learning (Lee et al., 2023; Lin et al., 2024), and Bayesian model
averaging (Zhang et al., 2023). In terms of robustness, some studies have shown that in-context
learning can act as a nearly optimal predictor under noisy linear data (Bai et al., 2023) and noisy
labels (Frei & Vardi, 2025). Moreover, it has been demonstrated that in-context learning is robust
to shifts in the query distribution (Wies et al., 2023; Zhang et al., 2024b), but not necessarily to
shifts in the context (Shi et al., 2023; 2024; Wei et al., 2023b; Zhang et al., 2024b). In this study,
we focus on the adversarial robustness of in-context learning, rather than the underlying algorithms
or its robustness to random noise and distribution shifts. Specifically, we examine whether a single
adversarially pretrained transformer can robustly adapt to a broad range of tasks through in-context
learning.

Norm- and Token-Bounded Adversarial Examples. Adversarial examples were originally intro-
duced as subtle perturbations to natural data, designed to induce misclassifications in models (Croce
& Hein, 2020; Goodfellow et al., 2015; Madry et al., 2018; Szegedy et al., 2014). These perturba-
tions are typically constrained by a norm-based distance from the original inputs. The robustness
of transformers to such norm-bounded adversarial examples has been studied primarily in vision
transformers (Dosovitskiy et al., 2021). Several studies have shown that standard vision transformers
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are as vulnerable to these attacks as conventional vision models (Bai et al., 2021; Mahmood et al.,
2021), though some have reported marginal differences (Aldahdooh et al., 2021; Benz et al., 2021;
Bhojanapalli et al., 2021; Naseer et al., 2021; Paul & Chen, 2022; Shao et al., 2022; Tang et al.,
2021). In contrast, adversarial attacks on language models are often neither norm-constrained nor
imperceptible to humans. They involve substantial token modifications (Garg & Ramakrishnan, 2020;
Jin et al., 2020; Li et al., 2020; Zang et al., 2020), the insertion of adversarial tokens (Liu et al., 2024;
Shen et al., 2024; Wallace et al., 2019; Wei et al., 2023a; Zou et al., 2023), and the construction of
entirely new adversarial prompts (Carlini et al., 2021; 2022; Nasr et al., 2023; Perez & Ribeiro, 2022;
Wei et al., 2023a). These attacks aim not only to induce misclassification (Garg & Ramakrishnan,
2020; Jin et al., 2020; Li et al., 2020; Wallace et al., 2019; Zang et al., 2020), but also to provoke
objectionable outputs (Liu et al., 2024; Perez & Ribeiro, 2022; Shen et al., 2024; Wei et al., 2023a;
Zou et al., 2023) or to extract private information from training data (Carlini et al., 2021; 2022; Nasr
et al., 2023). They are generally bounded by token-level metrics (e.g., the number of modified tokens).
In this study, we focus exclusively on norm-bounded adversarial examples. Token-bounded ones are
out of scope.

Adversarial Training. Adversarial training, which augments training data with adversarial exam-
ples, is one of the most effective adversarial defenses (Goodfellow et al., 2015; Madry et al., 2018).
Although originally developed for conventional neural architectures, adversarial training has also
proven effective for transformers (Debenedetti et al., 2023; Liu et al., 2025; Shao et al., 2022; Tang
et al., 2021; Wu et al., 2022). A major limitation of adversarial training is its high computational
cost. To address this, several methods have focused on more efficient generation of adversarial
examples (Andriushchenko & Flammarion, 2020; Kim et al., 2021; Park & Lee, 2021; Shafahi et al.,
2019; Wong et al., 2020; Zhang et al., 2019a) and adversarial finetuning of standard pretrained
models (Jeddi et al., 2020; Mao et al., 2023; Suzuki et al., 2023; Wang et al., 2024a). More recently,
researchers have introduced adversarial prompt tuning, which trains visual (Mao et al., 2023; Wang
et al., 2024b), textual (Fan et al., 2024; Li et al., 2024; Zhang et al., 2024a), or bimodal prompts (Jia
et al., 2025; Luo et al., 2024; Yang et al., 2024; Zhou et al., 2024) in an adversarial manner. However,
these methods require retraining for each task. In this study, we explore the potential of adversarially
pretrained transformers for robust task adaptation via in-context learning, thereby eliminating the
task-specific retraining and associated computational overhead.

Adversarial Meta-Learning. Adversarial meta-learning seeks to develop a universally robust
meta-learner that can swiftly and reliably adapt to new tasks under adversarial conditions. Existing
approaches adversarially train a neural network on multiple tasks, and then finetune it on a target task
using clean (Goldblum et al., 2020; Hou et al., 2021; Liu et al., 2021; Wang et al., 2021; Yin et al.,
2018) or adversarial samples (Yin et al., 2018). In this study, we similarly aim to train such a meta-
learner. However, rather than relying on neural networks and finetuning, we employ a transformer as
the meta-learner and leverage its in-context learning ability for task adaptation.

Related but Distinct Work. We here review theoretical work on the adversarial robustness of
in-context learning. Assuming token-bounded adversarial examples, prior studies have shown that
even a single token modification in the context can significantly alter the output of a normally
trained model on a clean query (Anwar et al., 2024), and deeper layers can mitigate this (Li et al.,
2025). Assuming norm- and token-bounded examples, Fu et al. have shown that adversarial training
with short adversarial contexts can provide robustness against longer ones (Fu et al., 2025). They
considered a clean query and adversarial tokens appended to the original context. In this study, we
explore how adversarially trained models handle norm-bounded perturbations to a query in a clean
context. As a result, we reveal their universal robustness that can be generalized to a new task from a
few demonstrations.

B ADDITIONAL THEORETICAL SUPPORT AND INSIGHTS

B.1 LINEAR COMBINATION OF ORTHONORMAL BASES CAN BE TRANSFORMED INTO OUR
TEST DISTRIBUTION.

Our test data distribution, Assumption 3.2, can implicitly represent data distributions comprising
robust and non-robust directions forming an orthonormal basis. Consider d orthonormal bases,
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{e;},. We set di;, = 0, namely d = dyob + dyu. Bach data point is represented as & =
cieq + caes + - - - + cqeq, where coefficients ¢; are sampled probabilistically. These coefficients
satisfy E[yc;] = Cyafori € Syop and 8 for i € Syyi. In addition, |E[(yc; — Elye])™]| < C; na”
for i € Syop and C; ,, 8™ for ¢ € S,y1. Given a dataset of N i.i.d. samples {(x,, yn ) IN_,,if Cn,i 18
independent of ¢, ; for ¢ # j conditional on y, and [V is sufficiently large, then the covariance of yx
can be approximated as:

% Z (ynwn - Zykxk> <ynwn - Zyk$k>
E[(yx — Elyx])(yx — E[yz]) " (A12)

]
d T
Elyci]) )(Z vici — Elyci))e ) (A13)

T

I
&
—
.
]
<
o

=1 =1
d
= Y El(yes — Elyei])(ye; — Elye;])eie; (Al4)
i,j=1
d d
= Z C’Z-’goﬂeie;r—i- Z C’i,262eie;r. (A15)
1€Srob 1€Syul

This implies that through principal component analysis for y,x,,, we can obtain d orthonormal
bases, {e;}%_,. By projecting a sample @,, onto these bases, we obtain a transformed sample

x, = {cn1,Cn2,...,Cna}. This demonstrates that when data is sampled from a distribution

n
comprising robust and non-robust directions forming an orthonormal basis, if the coefficients are
mutually independent and the sample size is sufficiently large, we can preprocess the data to satisfy
Assumption 3.2. Importantly, this preprocessing relies solely on statistics derivable from training

samples.

B.2 SUFFICIENT NUMBER OF DATASETS TO PROVIDE UNIVERSAL ROBUSTNESS

What determines the sufficient number of datasets needed to provide universal robustness to trans-
formers? We conjecture that this may be determined by the number of robust bases. In this paper,
we trained transformers using d datasets. This stems from training with datasets where only one
dimension is robust (in other words, datasets with a single robust basis), the number of dimensions
d, and the assumption that all dimensions might contain robust features. If we assume that robust
features never appear in the latter d’ dimensions, following the procedure in Appendix D, we can
train robust transformers using only d — d’ datasets that describe the first d — d’ robust features. From
this observation, we conjecture that the sufficient number of datasets required to provide universal
robustness to transformers depends on the number of robust bases in the assumed data structure.

B.3 EFFECTS OF ¢yob, AND @yl

We here analyze how ¢, and ¢, affect the robustness of adversarially trained transformer. As
defined in Assumption 3.2, these parameters control the proportion of features whose total covariance
with other features is negative. Theorem E.1 suggests that the transformer prediction for unperturbed
data can be expressed as

C(droba + dvulﬂ){(l - C(]rolo)droba2 + (1 - qulll)dVUIBQ} + CV/(drobO‘2 + dvulﬂ2)7 (A16)

where

c = (maXiGSrobUSVul Ci)(maXiGSrobusvul 01}2) ) (A17)

: 3
MMGEeS, 4, US a1 Cz

Examining the term (1 — cqrop )drob @ + (1 — cqyu1)dyu1 3%, We observe that larger values of g}, and
Gyl generally diminish the magnitude of transformer predictions. This indicates that negative correla-
tions between features degrade the robustness of adversarially trained transformers. Additionally, the
coefficient c is characterized by max;es,,, us... Ci,2, Which represents a variance coefficient. This

vul
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suggests that smaller feature variances enhance the robustness of adversarially trained transformers.
For example, if each feature variance C; 5 is sufficiently small, even ¢op, = 1 and g1 = 1 may be
tolerated without significantly compromising robustness.

B.4 DISADVANTAGE OF STANDARD FINETUNING: PARAMETER SELECTION PERSPECTIVE

In this study, we investigate task adaptation through in-context learning. As an alternative lightweight
approach, standard finetuning—where all or part of the model parameters are updated—can also be
employed. However, a key drawback of standard finetuning is that it requires parameter updates,
whereas in-context learning does not. Moreover, finetuning necessitates careful selection of which
parameters to update. Our analysis shows that improper parameter selection during finetuning can
compromise the robustness initially established by adversarial pretraining. Consider adversarially
pretrained parameters, P24V and Q*1V, and DY’ as a downstream data distribution.

First, we examine the scenario where only P is updated while keeping Q%" fixed, formulated as:

E ey V1S D [—yn41[f(Zo; P, Q*™)]as1,n41]- (A18)

min
Pc[0,1](d+1)x(d+1)

In this case, as shown in the proof in Appendix D, P = Ps'd(= P2d) is the global solution.
Consequently, as demonstrated in Theorem 3.6, the model’s robustness is preserved.

Conversely, consider training Q while keeping P21 fixed, formulated as:

el i Bl iy U1l (Zo: PPV, Q)lavi v ] (AL9)

In this scenario, Q = QStd is the global solution. As established in Theorems 3.5, 3.7 and G.1, while
this configuration enables the transformer to perform well on unperturbed queries, it fails to maintain
robustness against perturbed inputs.

These findings highlight a critical insight: achieving robust task adaptation through standard finetuning
requires careful parameter selection; otherwise, the pretrained model’s adversarial robustness may be
compromised. This parameter sensitivity represents a disadvantage compared to in-context learning,
which preserves robustness without requiring parameter updates.

B.5 NAIVE ADVERSARIAL CONTEXT MAY NOT IMPROVE ROBUSTNESS

One approach to enhancing the robustness of a normally trained transformer is to incorporate
adversarial examples into the context. In this section, we show that this is not the case in our setting.
Consider the following transformer input:

Z/ - CB1+A1 $2+A2 ZBN+AN SCN+1+AN+1 (AZO)
' 1 Y2 e YN 0 :
The adversarial perturbations for the context, A1, ..., Ay, are defined as A,, := —ey,, 14. In this
setting, for ¢ > M, the standard transformer prediction is given by:
i . Z/' Pstd std < 0 AZI
(@)} N H1 A D LANIillllnxSEyNH[f( ; Q%N at1,v41] < (A21)

This result suggests that, in our setting, naive adversarial demonstrations do not improve the perfor-
mance of the standard transformer. Intuitively, because adversarial training generates new adversarial
examples at each step of gradient descent, fixed adversarial demonstrations may fail to counter newly
generated adversarial perturbations to the query.

C ADDITIONAL EXPERIMENTAL RESULTS

All experiments were conducted on Ubuntu 20.04.6 LTS, Intel Xeon Gold 6226R CPUs, and NVIDIA
RTX 6000 Ada GPUs.
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C.1 SUPPORT FOR ASSUMPTION 3.2.

The statistics of preprocessed MNIST, Fashion-MNIST, and CIFAR-10 are provided in Fig. A2.
Preprocessing was conducted as follows: (i) selection of two different classes from the ten avail-
able classes and assignment of binary labels to every sample from the training dataset, creating
{(xn, yn) }2_1; (ii) centering the data via ' < = — & with & := (1/N) EnN:1 x,,; and (iii) aligning
features with the label using x” + sgm(zgz1 Yny) © x’. These preprocessed datasets exhibit that
each dimension has a positive correlation with the label and that few dimensions have negative total
covariance. The main distinction from Assumption 3.2 is that their features are not clearly separated
as robust or non-robust. Instead, they gradually transition from robust to non-robust characteristics.

C.2 VERIFICATION OF THEOREM 3.4.

We trained a single-layer transformer (2) with the in-context loss (7). The training distribution was
configured with d = 20 and A = 0.1 in Fig. 1 and with d = 100 and A = 0.1 in Fig. A3. For

standard, adversarial, and strong adversarial regimes, we used € = 0, W = 0.098, and

3+ 52 = 0.95in Fig. 1 and € = 0, =02 — 0,06, and § + § 53535 = 0.77in
Fig. A3. Optimization was conducted using stochastic gradient descent with momentum 0.9. Learning
rates were set to 0.1 for all regimes in Fig. 1, and to 1.0 for standard and strong adversarial regimes and
0.2 for the adversarial regime in Fig. A3. Training ran for 100 epochs with a learning rate scheduler

that multiplied the rate by 0.1 when the loss did not improve within 10 epochs. In each iteration

of stochastic gradient descent, we sampled 1,000 datasets {(acg,C ), yﬁf)) N+! with N = 1,000. The
distribution index ¢ was randomly sampled from U ([d]), meaning that in each iteration, each of the
1,000 datasets may have different c values. After each parameter update, we projected the parameters
to [0,1]%. Adversarial perturbation was calculated as A := —ey,, sgn(Pur1,. ZoM Z3 Q. .4),
which represents the optimal attack. The heatmaps of the learned parameters in Figs. 1 and A3
completely align with the theoretical predictions of Theorem 3.4.

C.3 VERIFICATION OF THEOREMS 3.5 TO 3.7 AND G.1

We evaluated normally and adversarially pretrained single-layer transformers on D', D%, the
preprocessed MNIST, Fashion-MNIST, and CIFAR-10 datasets. For network parameters, we used
the theoretically predicted P'd and Q*'¢ as standard model parameters and P* and Qv as
adversarially trained model parameters. This approach allowed us to circumvent the computationally
expensive adversarial pretraining for every distinct d setting. As described previously, our empirical
results completely align with the theoretically predicted parameter configurations.

Configuration in Figs. A4 and AS. In Fig. A4, the basic settings were d = 100, A = 0.1,
N = 1,000, and € = 0.15. In Fig. AS, they were d,o1, = 10, dyy = 90, dipy = 0, « = 1.0, 8 = 0.1,
v = 0.1, and € = 0.2. The basic perturbation budget was set to 0.1. We considered 1,000 batches
where each batch contained 1,000 in-context demonstrations (i.e., N = 1000), and 1,000 queries.
The test distribution D was constructed based on normal distribution. During sampling, yz; was
sampled from N (o, ?) for i € Syon, N (B, 8?) for i € Syu, and N'(0,~?) for i € Si,,. Each
dimension is independent, given y.

Configuration in Fig. A6. The preprocessing procedure is described in Appendix C.1. As batches,
we considered 45 binary class pairs from ten classes. The basic perturbation budget was set to 0.1. In
the first row of Fig. A6, we used all training samples in the training dataset. As queries, we used all
test samples in the test dataset.

Analysis. In Figs. A4 to A6, standard transformers consistently demonstrate vulnerability to
adversarial attacks, whereas adversarially trained transformers maintain a certain level of robustness,
validating Theorems 3.5 and 3.6. However, adversarially pretrained transformers exhibit lower clean
accuracy, supporting Theorem 3.7.

In Figs. A4 and A5, we observe that a larger number of vulnerable dimensions increases model
vulnerability. Conversely, Fig. A5 shows that a larger number of robust dimensions enhances model

20



Under review as a conference paper at ICLR 2026

MNIST FMNIST CIFAR10
i i i
0.2 i 0.2 i 01 = Elyz
! ! ! - €=01
0.0 : 0.0 : 0.0
0 151 784 0 326 784 24 3072
i i i
1 1 \ 1
1 1 1
: 0 I 0 d I
’ : i = 5 Cortaoa) TN
0 576 784 0 626 784 0 2667
Sorted dimension i Sorted dimension 4 Sorted dimension 4

Figure A2: Statistical properties of preprocessed MNIST, Fashion-MNIST, and CIFAR-10 datasets.

First row: Blue lines represent the mean of (1/N) 25:1 Yny, across 45 binary class pairs and
shaded regions represent the sample standard deviation. Orange lines represent typical perturbation
magnitude. Green dashed lines represent the (pseudo) threshold between robust and non-robust
dimensions. Second row: Blue lines represent the total covariance of each dimension with other
dimensions and shaded regions represent sample standard deviation across the 45 binary class pairs.
Green dashed lines represent the boundary between positive and negative total covariance.

......rlo
LOO

100 0 100 0 100 O 100 O 100 O 100
Std P Std Q Adv P Adv Q St adv P Str. adv

Figure A3: Parameter heatmaps induced by adversarial training (7) with d = 100 and A = 0.1. For
the standard, adversarial, and strong adversarial regimes, we used € = 0, Hd_Tl)(’\/Q) = 0.06, and

5 A4 3 ((121)—)\’\2% = 0.77, respectively. We optimized (7) by stochastic gradient descent.

robustness. Robust models are less susceptible to increasing vulnerable dimensions and benefit more
from increasing robust dimensions.

Additionally, as predicted in Theorems 3.5 and 3.6, standard training exhibits vulnerability to
increasing redundant dimensions, which is more detrimental than the harmful effect from increasing
vulnerable dimensions, since redundant dimensions do not benefit predictions and are only harmful for
robustness. In contrast, adversarially trained transformers exhibit significant resistance to increases in
these dimensions.

The second row of Fig. A6 indicates that standard transformers still achieve high classification
accuracy in small demonstration regimes, whereas adversarially trained transformers show degraded
performance. These results align with our theoretical predictions, Theorem G.1.

D PROOF OF LEMMA 3.3 AND THEOREM 3.4 (PRETRAINING)

Lemma 3.3 (Transformation of original optimization problem). The minimization problem (7) can be
transformed into the maximization problem maxpe (g 134+1 ) _;— d(d +1) max(0, Zd+1 bjh; ;), where
hi; € Ris an (i, j)-dependent constant, and there exists a mapplng from b to P and Q.

Proof. See “Overview” below. O

21



Under review as a conference paper at ICLR 2026

1.0 1.0
0.8 0.8
=
Zoa ¢ X 04 £y
°
0.2 0.2 \
0.0 ® o-0-x (.0 ° o-0—%
0.00 0.05 0.10 0.15 0.20 0 50 100 150
Perturbation size € Input dimension d

Figure A4: Accuracy (%) of normally and adversarially pretrained single-layer transformers. Lines
represent mean accuracy across batches and shaded regions represent unbiased standard deviation (no-
tably small in magnitude). We used 1,000 batches, each containing 1,000 in-context demonstra-
tions (/N = 1000) and 1,000 query examples. Base configuration parameters were d = 100, A = 0.1,
and € = 0.15.

1.0 X—x—x\x\x 1.0 x’x,x—x— ,.'._..--4 %% 1.0 :\E\..'.‘ -L'\xxx -x
o 0.8 \x 0.8 x/ ./. 0.8 \. .\. ’i —o— Std (dv"l)
> \ \
206 S 0.6 | J 0.6 Ve 1 = AV (dyu)
= % )
S04 ° \ 0.4 /./ 04 \ e X -o- Std (dirr)
—o— Std e o x ~%= Adv (dier)
0.2 * 0.2 0.2
N S A 1S
0.0 o—0—0—0—0—0—-3 ().() o0 0.0 %@ --9-08U((O®—0
0.0 0.5 0 20 10" 102 103
Perturbation size ¢ Robust dimension d,qy, Vul. dim. dy or Irr. dim. d;,

Figure AS: Accuracy (%) of normally and adversarially pretrained single-layer transformers. Lines
represent mean accuracy across batches and shaded regions represent unbiased standard deviation.
We used 1,000 batches, each containing 1,000 in-context demonstrations (N = 1000) and 1,000
query examples. Base configuration parameters were d,or, = 10, dyyq = 90, diyy = 0, a = 1.0,
8=0.1,v=0.1,and e = 0.2.
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Figure A6: Accuracy (%) of normally and adversarially pretrained single-layer transformers. Lines
represent mean accuracy across 45 binary classification tasks (derived from all possible pairs of the
ten classes) and shaded regions represent the unbiased standard deviation. The perturbation size was
basically e = 0.1.
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Theorem 3.4 (Parameters induced by adversarial pretraining). The global minimizer of (7) is

(1. Standard; € = 0) P =pstd .= [Oldfﬂ] and Q=Q" :=[1441,4 0441].
+1

(2' Adversarial: ¢ — %) B el [oﬁm] and Q= QY = {6@; %d].
d+1 d

(3. Strongly adversarial; e > 5 + %(51721;7)?2%) P=0411411 and Q=04114:1-

Proof. This is the special case of the following theorem. O

Theorem D.1 (General case of Theorem 3.4). The global minimizer of (7) is as follows:

o If
A — 2) + 4)
<e< A22
0Sesona-n+2)’ (A22)
0
then P = [f’rdﬂ} and Q = [Lg4y1,.4 Ogy1].
d+1
o If
R EACENEY:) Az
d
0q d+1:| |:Id Od]
then P = } and Q = .
[1;1 ?=lo; o
o If
A3 2— A
>242 o4 A24
‘Z3t3E-1xt3 G2

then P = 0d+1)d+1 and Q = 0d+17d+1.

Proof.

Overview. The loss function L£(P, Q) is determined only by the last row of P and the first d
columns of Q. Let

bT

where b € R4 and A := [a; --- a4 € REUTD* With b, A, and G := ZAMZJ /N, the loss
function £(P, Q) can be represented as:

P = [Od’d+l] , Q:=[A 0441], (A25)

LIP,Q) :=E, (g, 43+ |:|AH|1|aX<e —yn+1[f(Za; P, Q)]d+1,N+1:| (A26)
1

=E — Za+ —PZAMZ\QZ A27

e (@) VL [Igllix<f YN+1 [ a+PZa aQ A] o (A27)

= Ec,{(mn,yn) N+ [IAnllaX< —yN+1bTGA(a:N+1 + A):| . (A28)

Using b and A, we redefine the loss function as £(b, A) := L(P, Q). Since G does not include A
and max o <cw' A = ellw|; for w € RY, the inner maximization can be solved as:

Lb,A)=E, (4, N5 [—yni1b' GAzy 1 +€|bT GAJ1]. (A29)

When 0 < b < 1land0 < A < 1, then |[bT'GA|; = b" GAL1 since all the elements of G are
nonnegative. Thus,

L(b, A)

min
0<b<1,0<A<1
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= min

T T
ogbgl,ogAglEa{@myn)}fif [—yn41b' GAzy 1 + b GAL]. (A30)

Let the i-th row of G be g, . Rearranging the argument of the expectation as:

d+1 d d+1
—yn+1b GAzn 1 + b GAL = — Z Z Ak (Z bigij(YN+1ZN 41,k — 6)) . (A31)

J=1k=1 i=1

Thus, the objective function can be represented as:

d+1 d d+1
0<b2T0Z A< Z ; Ajk <Z DB (@ y 2 905 (UN1ZN 18 — 6)]> (A32)
]_

Since the objective function is linear with respect to b and A, respectively, the optimal solution exists
on the boundary:

d+1 d d+1
be{0,1}4+1, Ae{o 1}(d+1)xd Z; kzjl Ajk <Z; b, A@nyn) [9i,5 (UN+1Z N1,k — 6)]) - (A33)
g =

This is maximized by A;x = 1if 3000 b, (i~ [0 (g2, — €)]) > 0and 0
otherwise. Now, N

d+1 d d+1
bl ; 2.0 (2_; BiE. (e, )12 905 (4N 178 1 — e)}) L (a3

where ¢(z) := max(0, z). Calculating the expectation and optimizing b, we obtain the solution.

Calculation of the expectation. First, we consider the expectation given c. Since y,zp,; = 1 if
i = cand ypx, ; ~ U(0, \) otherwise, the expectation of y,,x,, can be calculated as:

1 (i=c) T A A A A
E ni = E =5 -~ 5 1 2 21, (A35
[ynxn,z | C] {;\ (Z 7& C) ) [ynmn | C] [2 2 \CEth, 2 2] ( )
The expectation of G can be calculated as:
1
E (@32, (G 1= 5wy, [ZaMZ4 | (A36)
N N
= i [ Zn:l Ewn [mnwr—[ | C] Zn:l ]Ewmyn [ynxn | C]:| (A37)
N T
N Zn:l Emn sYn [ynwn | C] N
Eg [:B,L:I::L | C] Es y [ynmn | C]:|
= " noyn . A38
e I (A9

Fory, = landi,j # ¢, B[z} ; | ¢] = foA 2?2 /Adz = N?/3and E[x,, ;x| €] = Elzni | |E[zn,; |
] = A\?/4. Thus,

1 (i=c)A({f=1i,d+1)
%2 (i=c)A(#i,d+1)
A (eld,i#c)A(j=1)
Efengii, 9 | =12 Geldizon(G=cd+l) . (A39)
oGEdiF)NGHEed )
1 (i=d+1)A(j=cd+1)
3 (i=d+1)A(G#cd+1)

Note that

E{ (@i, [G | ]
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[A2/3 A2/4 X?/4 A\2/4 //{//3 A\2/4 A2/4 0 N\/2]
A2/4 N%/3 N?/4 A2/4 N2 N?/4 A2/4 /2
N2/4 0 N2/4 NP4 A2/3 0 N/2 N?P/4 N2/4 0 N/2
=|A2 N2 A2 A2 1 A2 A2 1 |}eth.
A2/4 NP/4 N?/4 A2/4 N2 N?/3 A2/4 /2
NJ4 N2/4 A2/4 N4 N2 N2/4 N2/3 A/2
A2 A/2 )2 A2 1 A2 A2 1
Let
hi(d; k5 €) =By, yoyv2l9ii(un1zn ik —€) | .
Letey :=1—eande_ := \/2 — e. By Egs. (A35) and (A39),

€t ed)N(F=t,d+1)A(k=0i)A(c=

€ Geld)NF=i,d+1)N(kF#i)N(c=

Ser (Geld)AG#Ld+D)A(k=1i)A(c=

s (el)AGALATD)A(kADA (=

e (Ge[d)AG=1i)A(k=1)A(c#1)

gf_ Ge[d)A(G=c,d+1)A(k=13)A(cH#1)

%L Geld)A(G#ic,d+1)A(k=1)A(c#1i)

ey (eld)AG=i)A(k=c)A(cH)
hiGikio) =S S G eld)AG=cd+ 1) A=) Alc#i)

%?+ Geld)A(G#ic,d+1)A(k=c)A(c#i)

Xe Ge[)AG=i)Ak#ic)A(cHD)

Yoo Ge)A(=cd+DAKALIN (D)

e Geld)AGAied+)AKEi)A (D)

€4 (t=d+D)AN(GF=c,d+ 1) AN (k=c)

€ (i=d+1)A(G=c,d+1)A(k#c)

Ser (i=d+D)A(G#c,d+1)A(k=c)

2. (i=d+D)A(G#c,d+1)A(k#c)

c-th

Then, we compute the expectation along c. Note that

d
Let H; j =) .,
(=1 A

For (i € [d]) A

Hijp=hi(j =ik =iic=1i)+> hi(j =ik =i;c# i)

d
1
i e {(®nsyn )}N+1[9u(yN+133N+1k —€)] EZ (Js ks 0)

=:T.

For (i € [d]) A (5

Hijr=hi(j=dk#ic=i)+hi(j =ik =cc#1i)+

=IT2.

)\2
3

=i A

(k # 1),

)\2

d 2

cH#i 3

c#i,k

€_ +7€++7(d 2)
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h;(j; k; ¢). The summation of h; along ¢ can be calculated as:

(k =1),

= €4 + i(d— 1)6,

(A40)

(A41)

(A42)

(A43)

(A44)

(A45)

d
> h(j =itk #i,cic# 1) (A46)

(A47)
(A48)
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For(i e [d)AN(j=d+1)A(k=1),
d
Hijr=hi(j=d+Lik=ijc=i)+Y h(j=d+1ik=ijc#i)
c#i
:€++%(d—1)6_
=:T3.
For (i € [d]) A (j =d+ 1) A (k #1),
Hijo=hi(j=d+Lk#ic=14)+hi(j =d+ 1k =cc#1i)

d
+ > hi(=d+ Lk #ice#i)

c#ik
A A
= €_ + 564_ —+ §(d— 2)6_
=:Ty4.

For (i € [d)) A (5 #4,d+ 1) A (k=1),
Hijr=h(j#i,d+Lk=dic=10)+h(j=ck=1tc#1)

d
+ 3 hi(j #de,d+ Lk =i # 1)

c#i,j
A A A2
= §€+ + 56_ + Z(d — 2)6_
=:Ts5.

For (i € [d))A(j#i,d+1)AN(k#D)AN(=k),
Hljyk:hz(]#Z,dﬂ-l,k#l,czl)ﬂ-hl(]:C,k:C,C#Z)

d
+ Z hz(]#l,c,d—Fl,k?ﬁ’L,C,C#Z)

c#i,5,k
A A A2
= 567 + §€+ + Z(d — 2)6,
=:Ts5.

For (i € [d) A (G # ivd + 1) Ak #0) A ( % £),
Hijr="hi(j#id+Lk#ic=1i)+hi(j=ck#icc#i)
+hl(]7éz,c,d+1,k:c,c7éz)

d
+ 3 hi(G#i e d+ k£ ce# i)
c#i,j,k
A A A2 A2
=gt Tttt I(d_ 3)e-

=:Tg.

For(i=d+1)A(j=d+1),

d
Hijr=hi(=d+Lk=cc=k+Y h(j=d+1Lk#cc#k)
c#k
:€++(d—1)6_
=:T7.
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(A49)

(A50)
(AS1)

(A52)

(AS3)
(A54)

(AS5)

(A56)
(AS7)

(AS8)

(A59)
(A60)

(A61)

(A62)
(A63)

(A64)

(A65)
(A66)
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For(i=d4+1)AN(j#£d+1)N(J=k),

d
Hijr=hi(G=ck=cec=k+> h(j#d+1L;k#cc#k) (A67)
c#k
A
=€y + 5(d —1)e_ (A68)
=:r3. (A69)

For(i=d+1)AN({G#d+1)A({#k),
Hijr=hi(j=ck#cc#Fk)+hi(j#ck=cc=k)

d
+ ) hi(j#ed+ Lk #cie# k) (A70)
c#7,k
=e_+ %6+ + %(d —2)e_ (A71)
=7y (A72)

Optimization of A and b. From Eq. (A34), we redefine the objective function as:

dt1 d  [fd+1
dbef&?ﬁm Z >0 (Z e (@ ,yn)y ¥ 1905 (YN+H1EN+ 1 = 6)])

j=1k=1 \i=1
d+1 d d+1

Recall that we set A; , = 11f2d+1bH .k > 0and 0 otherwise. Let [d]’ := {i € [d] | b; = 1}
and d’ := |[d]'|. Now

A1 d d+1 d
ZZ¢<Z bz‘Hz‘,j,k> = Z¢ bar1Hay1,a+1,k + L[k € [d'[Hy g1, + Z H; g1,

j=lk=1 \i=1 k=1 i€ld) itk
d

+Z¢ bay1Hay1,5,; + 1[5 € [d]'1Hj,;,; + Z H;;,;
Jj=1 i€ld])’ i#j

d d
+Y ) ¢<bd+1Hd+1,j,k +1[j € [d]']Hi ik

=1 k#j

1k e [dHiji+ Y Hi,j,k)- (A74)
i€ld) itj.k
By Egs. (AS1), (A54) and (A66),
d

Y| bariHarrarin + 1k € [d 1 Hyanie + Y Hiariw
k=1 icld)’ itk

d
= "¢\ bapirr+ 1k edrs+ > 7 (A75)
k=1 i€ld] ik
=d' ¢(bgi1r7 + 13+ (d = 1)rg) + (d — d')p(bgy177 + d'ry). (A76)
=:81(d ,bgg1) =:55(d’,bay1)
By Egs. (A45), (A60) and (A69),
d

¢\ bar1Hayrj;+ 1[5 € [d']Hj ;5 + Z H;j;
1 i€[d],i#£]

Jj=
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d
=> ¢\ bayrrs+ 1€ (dr+ > s (A77)
Jj=1 i€[d) i#j
=d q!)(bd+17“3 +7r + (d — 1)’/"5) (d — d')qb(derg + le5). (A78)
—_——
=:s3(d’,bg4+1) =:54(d’",bgy1)

By Eqs. (A48), (A57), (A63) and (A72),

(bd+1Hd+1,j,k + 1[j € [d]']H; i + 1k € [d]'|H; 5 + Z Hi,j,k)

d d
Z: z;é: i€ld]’ i,k
d d
=> > ¢l bapra+ 1€ dra+ 1k e[drs+ > 76 (A79)
J=1k#j i€ld]’ i,k
=d'(d' = 1)p(bay1ra + 12 + 15+ (d —2)r6) +d'(d — d')p(bay17a + 12 + (d' — 1)re)
=:55(d’ ,bay1) =:56(d’,ba+1)
+d(d—d)d(bgirra + 15+ (d — 1)) + (d — d')(d —d — 1)p(bgy174 + d'16).  (A80)
————
=:s57(d’ \bay1) =:sg(d’ ,bay1)
Now,
d+1 d d+1
Z Z (Z bz‘Hi,j,k> =d'¢(s1(d', bat1)) + (d — d)p(s2(d’, bat1)) + d'd(s3(d’, ba+1))
j=1k=1 \i=1
+(d = d)(sa(d b)) + d'(d — 1) (s5(d, b))
+d/(d—d)p(se(d', bat1)) + d'(d — d')p(s7(d’, ba1))
+(d—d)(d—d —1)¢(ss(d',ba+1)) (A81)
=: score(d’, bg11). (A82)
We shall now summarize the discussion to Lemma D.2. The rest of the proof is left to Lemma D.3.
O

Optimization of transformed problem.

Lemma D.2. Let ¢(x) := max(0,2),d e N,0 <A< 1,0<e< 1,6} :=1—¢,ande_ := \/2—e€.
In addition, for d’ € {0,...,d} and bgy1 € {0,1},

)\2
r1i=€y + g(d —1)e_, (A83)
A2 A2
To = €_ + i + ?(d —2)e_, (A84)
A
T3 =€y + §(d —1)e_, (A853)
A A
rome 4 2e 4 da-e (A86)
A A A2
s = ey + 56 + —(d 2)e_, (A87)
A A /\2 A2
e 1= e + 56 + T+ + — (d 3e_, (A88)
r7i=e€p + (d—1)e_, (A89)
Sl(dl, bd+1) = bd+1’l“7 +7r3 + (d/ = ].)7’4, (A90)
so(d',bay1) = baqrr7 + d'ra, (A91)
Sg(dl, bd+1) = bd+1T3 2 P - (d/ — 1)7"5, (A92)
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s4(d’ bgi1) b

s5(d’, bay1) b

s6(d',bgi1) = bgr174 + 12 + (d' — 1)re,
( ) =0
( ):=b

!
S8 d ,bd+1

score(d’, bd+1) = d'¢(sl(d’7 bd+1)) + (d = d/)¢(82(d/7 bd+1)) + d/¢(83(dl7 bd+1))

+(d = d)(sa(d', baya)) + d'(d" = 1)¢(s5(d’, bat1))
+d'(d—d)é(se(d', bar1)) + d'(d — d')¢(s7(d’, bat1))

+(d—d)(d—d = 1)¢(ss(d’, bat1))-
Considering the following optimization problem:

/!
max score(d’, by1).
d'€{0,....d} bat1€{0,1} ’

Then, setting P, Q € RA+1)x(d+1) ¢4

0 bd+1]7

pP= 0‘2‘#1 ,Q=[A 0441], b =1 1 -~ 1 0
I 7
Ajp
Lbgrarr + L[k < d'Jrs + (d' — 1[k < d'])r4 > 0]
(j=d+1)

Lbasirs + 10 < dry + (@ — 1[j < d)rs > 0
G#d+DAG=k)

G#d+)AG#F)

the global maximizer of (A99) is the global minimizer of (7).
Proof. See the above discussion.

Lemma D.3. The global maximizer of (A99) is as follows:
(a) If

A(d — 2) + 4)
PSS @D +2)

Lbarira + 1[j < dJrs + L[k < d'Jrs + (& — 1[j < d'] — L[k < d'])rs > 0]

then d’ = d and byy1 = 1. This corresponds to b = 1,47 and A = 1441 4.

(b) If
AMd—1)+2
e )T 4
2d ’
then d’ = d and by, 1 = 1. This corresponds to b = 14,1 and A = [I; 04]".
() If
SRR B e N
— 2 2X(d-1)+3’

then d’ = 0 and bg+1 = 0. This corresponds to b = 1441 and A = 0g41 4.
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(A93)
(A94)
(A95)
(A96)
(A97)

(A98)

(A99)

(A100)

(A101)

(A102)

(A103)

(A104)
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Proof. For notational simplicity, we abbreviate terms including variables such as z1, zo, ... (e.g.,
22 + 3x + -+ -) using the notation O(x1,x,...). In particular, when the expression is strictly
nonnegative (e.g., 3 + x3) or nonpositive, we use O (21, xa,...) or O_(z1, xa,...), respectively.
These terms are not essential to the analysis and too long. They can be derived by simple basic
arithmetic operations. These concrete values can be showed by our python codes.

We define €1, ..., €7 as
r1:0<:>622+2)\2(d2_1/;+3::€1’ (A105)
ry =0 == )\(22(&%(_0;2_) BT;; D (A106)
rg =0 ¢e= m =: €3, (A107)
ry =0 e= ;Eig — f)) I ;l) =: ¢4, (A108)
rs =0 < e= AZQ(&dQ_) ;235 1 €5, (A109)
re =0 €= ;Eig:;’;ig = €6, (A110)
T7=0<:>6=)\(d_2611)+22267, (A111)

A 3d2A2 — 8dA? + 24d) + 402 — 34\ + 48

55(di 1) =0 = € = 5 T —haN £ 18dA 12N — IS s 2 O (Al12)
Since
Ad —1)(2 = N)(3—2)\)

e = > All

AT A D)+ +3) (A1)
(2-))?
e — > All4
GG a2+ HMd—1)+2) = (All4)
(d—2)(2 - \)?

e J2 =N All

T S Nd—2) +4) = (Alls)
(2 = X)(—3dA\? + 6d\ + 222 — 18\ + 24)

e = > All

T 65 T 20BN’ — 5dN? + 18dA+ 202 — 181+ 24) = (Al16)
A2(2 - \)
= >0, Al117
€5 T 4= Nd=1) £ 2) (BN — 5d\? + 18dA £ N2 — 18A F 2) = (AL
A2 — M)

e — > All

G T A+ Nd— 1) +2) (A118)
AB = A)(2 = N)(1 -\

ey = > All

e = =)+ ) (d—1) £ 3) = (AL19)
for d > 2, they are ordered as

€2 <€ < €4 < €5y < €7 < €5 < €3 < €. (A120)

In score, bgt1 appears as byt 173, bg+174, or by+177, each with a positive coefficient in d and d’. Thus,
if r3, 74,77 < 0, then by should be zero. If r3, 74,77 > 0, then by4; should be one. Considering
Ineq. (A120), for d > 2, the optimal by 1 is one if € < €4 and zero if € > e3.

One-Dimensional Case. If d = 1,

score(d’, bgy1)
= 1[d" = 0)($(bas177) + P(bar173)) + Ld = 1)(d(bat1r7 +73) + ¢(bayirs +71)) (Al21)
= 1[d" = 0)(¢(bat1€+) + d(bat1e4))
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+ 1[d" = 1]((ba+1€64 + €4) + G(bayies +€1)). (A122)

As e is always positive for 0 < e < 1,d’ =d = 1 and by 1 = 1 are the optimal. This aligns with
the following case analysis.

Weak Adversarial (Case 1). Assume d > 2and 0 < € < ¢5. Ase < €5 < €4, g1 = 1

is the optimal. By Ineq. (A120), r1,73,74,75,76,77 > 0. The sign of ro depends on €. Thus,

s1(d', 1), s9(d', 1), 83(d’,1),84(d', 1), 87(d',1),88(d',1) > 0 for 0 < d' < d. In addition, for
d >2,

ss(d,1) > 14+ 19 (A123)

B A3 3\

)\2
=2+ 56d-2)+ 5 -

A2(2 = N)(5—2))
T 12(Md—2)+4)
> 0. (A126)
Thus, d’'(d’ — 1)s5(d’, 1) is nonnegative for 0 < d’ < d. Similarly, by s¢(d’, 1) > r4 + r2 > 0 for
d >1,d(d —1)se(d’, 1) is nonnegative for 0 < d’ < d. Thus,
score(d’, 1) :=d's1(d',1) + (d — d')sa(d', 1) + d's3(d’, 1) + (d — d")s4(d’, 1)
+d'(d —Dss(d, 1)+ d'(d—d)se(d,1) +d'(d—d)s7(d', 1)

%(2)\2(d —1)43Md—1)+12)  (Al24)

(re<eo) (A125)

F(d—d)(d—d — 1)ss(d,1) (A127)
=dr; + d/’l“3 + d/(d — 1)T4 + drs + lel + d/(d — 1)7‘5
+ dT4 + d/T’Q + d’r5 + d/(d — 1)(d — 2)1"6. (A128)

This monotonically increases in d’. Therefore, d’ = d is the optimal. By Lemma D.2, b = 14,1. In
addition, from s1(d, 1), s3(d, 1),s5(d, 1) > 0, A = 14414

Weak Adversarial (Case 2). Assume d > 2and €5 < € < ¢4. Ase < €4, bg11 = 11is the optimal. By
Ineq. (A120), r1, 73,74, 75,77 > 0 and ro, rg < 0. Thus, s1(d’, 1), s2(d’, 1), s3(d’, 1), s4(d’, 1) > 0.
In addition,

! )‘2(2 — )‘) ..
85(d,1) 255(d71) > m >0 ( €§€4)» (A129)
\\3
S7(d/, 1) > s7(d,1) > A2 X >0 (e <e). (A130)

“8\d-1)+2) ~

Due to the following inequality, sg(d’, 1) is always larger than sg(d’, 1):

3 2
sg(d',1) — sg(d', 1) = 7%(d+ 1) + % - % + %(/\Q(CH 2)+12(1 — ) (A131)
AB=NE2-=N1 =N ,
=T N d—2) + 1) (. €>¢6) (A132)
> 0. (A133)

If Sﬁ(d/, 1), Sg(d/, 1) > O,
dscore(d’;1)  (2+ A(d — 1) — 2de)(A?(3d? — 5d + 2) + 18\(d — 1) + 24) -0

aa = o (A134)
We used
24+ XMd—1)—2de > -V >0 (e<e). (A135)
“AMd-1)+4+2 "~ -

If Sﬁ(d/, 1) < 0, Sg(d/, 1) > 0,

dscore(d’,l) _ ! € 2 2 12 1 ! ’ 11 2
gy = Odd\ N = S{3dN*((d = d)? +2d%) + 6M2 = M) (d = 5d' ) +d
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+ 8dd'\? 4 d'(4\* — 36X 4 48)} (A136)
/\(2 — )‘) U U _ 2 _
ze(d,)\)—24()\(d_1)+2)d(9d)\(2 A) 4 6A%(d + 1) — 4X(3d 4 7) + 24)
(re<es) (A137)
(2 = N)(dN® +dA(12 — TA) — A% + 1102 — 30\ + 24)
2 12(\(d — 1) +2) (A138)
> 0. (A139)

We used for 0 < d’ < d,
d'(9d'N(2 — ) + 6A3(d + 1) — 4\(3d + 7) + 24)
< dA(3AA(2 — \) + 6)7 — 28X + 24). (A140)
If s6(d’,1) < 0,s8(d’,1) <0,

dscore(d’, 1)
dd’
=0(d,d\) - %{3112)\()\ +4) +6d(=A% — A +2) + 6\ +12(d — 1)

+2d' (3d® A% 4+ 8dN(— A + 1) +4(20% 4 (d — 6)\ + 3)} (A141)
/\(2 — /\) ! 2 2
> B AV —2 12 < Al142
> 0(d, \) 12(A(d71)+2)d( 3dAN 4 6dA + 607 — 200+ 12)  (re<e) (Al42)
(2 = N)(=dX\? — 8dA? 4 24d\ — 2)\3 4 2202 — 60 + 48) ,
> cd <d Al43
= 24(\(d — 1) +2) (rd =d) (A143)
>0. (A144)

From the above discussion, for any case, (sg,sg5 > 0), (s¢ < 0 and sg > 0), or (sg,s8 < 0),
the derivative of score(d’, 1) with respect to d’ is nonnegative. Thus, d’ = d is the optimal. By
Lemma D.2, b = 1,441. In addition, from s1(d, 1), s3(d, 1),s5(d,1) > 0, A = 1441 4.

Adversarial. Assume d > 2 and € = e7. By Ineq. (A120), r1,73,75 > 0, 77 = 0, and 79, 74,76 < 0.
Thus, S3 (d/, bd+1), S4(dl, bd+1) Z 0 and S9 (d/, bd+1), S6 (d/7 bd+1)7 Sg(d/, bd+1) S 0. NOW,
(d—d)(2—N\)?

Sl(d/71) = Sl(d/70) > 4d

>0  (re=er). (A145)

Thus,
score(d', 1) = d'sy (d',0) + d's5(d, bass) + (d — d)sa(d, basr)
+d'(d = 1)p(s5(d, bay1)) + d'(d — d)p(s7(d', bat1)) (A146)
=d's1(d',0) +d'ri + (d—1)d'rs + dbgy173
+d'(d — 1)¢(bar1rs + 72 + 75 + (d — 2)r6)
+d'(d—d)o(bgy1rs + 15+ (d — 1)76). (A147)

Since r4 is nonpositive, this indicates that score changes by drs + d’(d — 1)r4 at least by switching
bq+1 to one from zero. Moreover,

(d—1)(d ;;/)(2 —A)? >0 (. e=er). (A148)

Therefore, bgy1 = 1 is the optimal. From Ineq. (A120) and € = €7, s7(d’, bgy1) — s5(d’, bgy1) > 0.
If S5(d/, 1), 87(d/7 1) 2 0,

dscore(d’, 1)

d?”'g + dl(d - 1)7“4 Z

7 =0(d,d,\) —0.,(d,d, \e (A149)
=0\ —0.(dNd  (e=er) (A150)
>0 (cd <dgy), (A151)
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where

3dA2 — 6d\ + 222 — 18\ + 24
307 =:d,,. (A152)

s5(d',1) > 0= d <

When s5(d’,1) <0, s7(d’,1) > 0, then dscod#;l(,d/’l) > 0 similarly holds. If s5(d’, 1), s7(d’, 1) <0,

dSCOdL(,d/’l) > 0 for d’ < d — 1. Comparing score(d’,1) with d = d — 1 and d’ = d, we obtain
score(d, 1) > score(d — 1,1). In summary, d’ = d is the optimal. By Lemma D.2, b = 144;. In
addition, from s3(d, 1) >0, s;(d, 1) = 0, and s5(d,1) < 0, A = [I; 04]".

Strong Adversarial. Assume d > 2 and € > ¢;. By Ineq. (A120), r1, ..., r7 are nonpositive. Thus,
s1(d',bas1),- .., 88(d’, bgy1) are nonpositive. Therefore, d’ = 0 and b4 = 0 are the optimal. By
LemmaD.2,b = 0441 and A = 0441 4. [

E PROOF OF THEOREMS 3.5 AND 3.6 (ROBUSTNESS)

For notational convenience, we occasionally describe representations and equations under the
assumption that Syor, = {1,...,drob}s Svul = {drob + 1,...,drob + dyui}, and Sy :=
{dvob + dyu1 + 1,...,dvob + dyu + diry }. This assumption is made without loss of generality.

We use uniform big-O and -Theta notation. Denote f(z) = O(g(z)) if there exists a positive constant
C > 0 such that | f(x)| < C|g(z)| for every x in the domain. Denote f(z) = ©(g(x)) if there exist
C1,C2 > 0 such that Cy|g(z)| < [f ()] < Ca|g(x)] for every z in the domain.

For notational simplicity, we abbreviate the following matrix:

Cla
CQO[

C’drob «

drob+1 Cia

as (A153)

. Cl
Cdrob+dvul B
Cdrob"l‘dvul +1 fY

_Cdrob+dv1x1+dirr A

Theorem 3.5 (Standard pretraining case). There exist a constant C' > 0 and a strictly positive
function g(dyob, dyul, dirr, @, 3,7) such that

IE{(mn,yn)}Nil“'i&d'Dte LAHPHQ un-1lf(Za; P Q% it v

S g(drob7 dvuh dirra a, ﬁv ’7) { C(droba + dvulﬁ) - (drob + dvul + dirr)6 } (8)
—_——
Prediction for original data Adversarial effect

Proof. Since b = 1441, A = 14414, and ZaoM ZZ is positive semidefinite, every entry in
bT'ZAM ZZA is nonnegative. Thus, we can solve the inner minimization as

1
in —b ' ZAMZAAyn,1(xy1 +A) (Al154)

yn+1[f(Za; P, Q)lavi N1 = HAH”lmge N

min
Al <e
1
= NbTZAMZZA(yNHocNH —ely). (A155)
Using (x,y) ~ D',

1
E {NZAMZZ]
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_ [Elzz] Elyx]
- [shar] ™ (e
Elyz]E[yz"] Elyz]|  [E[(yz - Elyz])(yz - Elyz])"] 04
= [ Efyz | T+ 0] ol (A157)
Since the second term is positive semidefinite,
1
E[NlLIZAMZZldH]
_ 17 ([ElyzlElyz"] Elyx]| , [El(yx - E[yz])(y=z —Elyz])'] 04
= 1d+1<[ Eyz '] 1|t 0, 0| )tarr  (AIS8)
T [Elyz"E[yz] Elyz]
>1),, { Elye' Y L (A159)
Since every entry of E[yx " |E[yz] and E[yz] is nonnegative,
1 Elyz"|E[yx] Elyz
E{NQHZAMZZLM] > 10, { [%E[yi;[]y ) [zi/ ]] lopg > 1. (A160)

Representing E[bTZAMZZA/N} - [ (droba dvula dlrr7 (e ﬁ ’Y) e g(droba dvuh irry O 75 A/)]
using some positive function g(dyob, dvul, dirr, @, 3,7) > 0, there exists a positive constant C' > 0
such that
1
E [NbTZAMZZA(yNH:cN+1 - eld):|

g(drob7dvuh irry & 75 ’Y)

- : (Elyns12n-1] — €la) (A161)
g(drob,dvuh iers @ 3,77)

= g(drob; dyu, dirr, @, 8,7)(O(drobx + dymB) — de) (A162)

< 9(drob, dyut, dirr, @, B,7)(C(drobar + dya1B) — (drob + dyul + diry )€). (A163)

O

Theorem 3.6 (Adversarial pretraining case). Suppose that ¢}, and g defined in Assumption 3.2
are sufficiently small. There exist constants C7, Cy > 0 such that

. padv adv
E{(mn,yn)}”“‘ . Do |:|A|gl<€yN+1[f(ZA7 P, Q )]d+1,N+1]
Z Cl (droba + dvulﬁ ar 1)( roba + dvu162)

Prediction for original data

dirry dipy 2
— 91 (dropx + dy1 8+ 1) | drobr + dyu1 B + + dipr +1 €. 9
2{( b 18 )< b 18 \/N) ( N )7 } )

Adversarial effect

Proof. This is the special case of the following theorem. O

Theorem E.1 (General case of Theorem 3.6). There exist constants C, C’, C” > 0 such that
E . AR Padv adv
(@)} R e [|A| i e lilga B Q )]d“’N“]

2 C( robQ + dvulﬂ){( - cqrob)droba2 + (]- - CQVul)dvuIBQ} + C'l(drobOé2 = dvu162)

dirr dirr
= CI/I{(drObOZ ol dvulﬂ + 1) (droba ar dvulﬂ + \/]»\7> + dirr ( N + 1) 72}67 (A164)
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where

(maXiESmbUsvul Ci)(maXiESrobUSvul Ci,Q)

N 3
MINGES, o, USyu1 Cz

C =

(A165)

In particular, if there exists a constant C"”/ > 0 such that 1 — c¢qop > C" and 1 — ¢gyu > C"”, then

there exist constants C';, C5 > 0 such that Ineq. (9) holds.

Proof. Similarly to Eq. (A29), we can solve the minimization as

UN+11F(Zas P,Q)|atr1,N+1

min
Al <e

1
= ”AHHII . NbTZAMZZAyN-‘rl ($N+1 =+ A)

1
= NbTZAMZZAyN—H:BN—H — €
1

1
NbTZAMZZA

By Eq. (A157), we can rearrange the first term as

1
E {NbTZAMZZAyNHa:NH}

=144 [ Efyz ] ] Elyn1@n 1] + 1, E[(z — E[z)) (@ — El]) " |E[yn 128 11].

The first term of Eq. (A168) can be rearranged as

l;ll—+1 {EI[[-;LIE%T]} E[?JNHCBNH]

CiCjCk2 CiCjaﬁ 0

7 |aces a0 | [G9
B 0  CHI 65
CiOé Clﬁ 0
- ( Y Cia+ Y Ci[3+1><z Cia®+ > 0362>
1E€Srob 1E€Syul 1E€Srob 1€Syul

=< min C?)(dmbwdvulﬁ)(dmba?+dvulﬁ2)+ D CiaP+ ) O

1E€ESrobUS.
robUSvul 1€Srob 1€Svul

Consider the second term of Eq. (A168). Now,
|E[(zi — Ela;])(z; — E[z;])]]

VCi2y/Ci20?  (i,§ € Seop)
< VCin/Ci2B* (i, € Sem)

\/OLQ\/CLQO[/B (’L € Siob NjE Svul) V (’L € Seul NjE Srob)

Let

S:=1¢1i€ Sop USvu ‘ Z E[(l‘z — E[l‘l])(.’lﬁj - E[.%‘j])} <0
jesrobusvul

The second term of Eq. (A168) can be computed as

1, E[(z — Efx])(z — E[z]) "|E[yn+1Zn11]
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Ci’Qa

JESrob V j 20 + Z.7€‘Svul Vv J 25

< Groblrob

C’ia
B
0

v
I

(A174)

€S V 01920‘ + X jes,m VCi2B

B
<
( < quuid

)
s @w%jm VC528)
)
)

\/@5 i€Sron V J2O‘+des u VGi2B

> VCizat ) @6)

1€Srob 1€Syul

X < Z Cir/ Oi’QOéz -+ Z Cir/ Oi7252> (A175)

1€SrobNS 1€SyuNS

( max LQ) < max Civ 01,2)

1E€SrobUSvul ZE(SrObUS\,ul)ﬁS
X (droba + dvulﬂ)(ﬁ]robdrobg2 + QVuldvulﬁ2) (A176)

> ( max O)( max ci,2>(dmba+dvulﬂ)(qrobdmba2+qvuldvul@?2). (A177)

1€SrobUSvul 1€SrobUSvul

| \/

By Lemma E.2, we can compute the second term as

J

dirr’Y) dirr 2

= O\ (dropb + dy1 8 + 1) | drober + dyui B + + dipr +1 . Al178

(( b 18 )( b 18 i ( )’Y) ( )
1:|

Z ( min C?) (droba + dvulﬂ)(droba2 + dvu152) + Z CZ‘QQQ + Z 0362

1€ESrobUS
rop-ovul 1€Srob 1€Syul

- ( max Cz) ( max CLQ) (droba + dvulﬁ) (qrobdroba2 + QVuldvu162)

1€SrobUSvul 1€SrobUSyul

1
EH‘NbTZAMZZA

Finally,

1 1
]E[NbTZAMZZAyNHxNH} - eE[HNbTZAMZZA

dirr'y dirr 2
TO vu 1 TO vu irr 1 . Al7
+O<(d b + dyui B + )<d b + dyu S + \/N>+d ( N T )’y) (A179)

O

Lemma E.2. If (z1,y1), ..., (xN,yy) are i.i.d. and follow D', then

J

dirr dirr
=0 ((droba + dvulﬁ + 1) (droba ol dvulﬂ + ’Y> oy dirr ( + 1) ’}’2> 9 (AISO)

1
EH‘NbTZAMZZA

VN N
whereb=1,4,;and AT := [I; 04].
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Proof. We can rearrange the given expectation as

e[ me] o]
—E 71T |: %1 n n=1Yndn
1] [HN i En 1 Yn N 0;

1 N_ T,z
:EU‘N% F’f“ 4 ]

Zn:1ynwn
E E xn,j Tn,i

N d

[H NbTZAMZAA

J

I
i M&

By the Lyapunov inequality, for N + 1 i.i.d. random variables X, X1, ..., Xy,

N 2
]< E (i{;&) :\/;]E[XQ]vLNA_]l]E[X]?.

Thus, using (x,y) ~ D',

d 1 d
ZE NZ yn—i—zxn,j Tn,i
=1 j=1

n=1 j=

1 N
N 2 Xn

n=1

E

2 2
d
1 N -1
NE erjE,lxj z? N E y+§ z; | @

<

-

=1

From Lemma E.3, we can compute the second term of using

d
Ef|ly+ Zx] vi| =Elyw] + Y Elajai]
j=1
O(a(droba + dvulﬁ + 1)) (Z S Srob)
= 1 O(B(drobax +dyuf +1)) (i € Syul) -
0(72) (i € Sir)
From Lemma E.3, we can compute the first term of using
2

d d
Ef[y-+ ij z? | = E[z?] + QZE[yJ;JmZQ] + Z Elz;z,27]
] j=1 G k=1

(042 ( robQ + dyu B + 1)2 + dirr72}) (Z S Srob)

{
= (BZ{( robQ + dvulﬂ + 1) + dm’Yz}) (l S Svul) -
{

(72 ( robQ + dvulﬂ + 1) + dirr’yz}) (l € Sirr)
Thus,

2 2

a |y d N_1 d
Z ~E y+ij z? +—5E y-l—Zacj T
=1 =1

i=1

/ dirr
=0 (drob (a(droba + dvulﬂ + ]-) + N Oé")/)

dirr
+ dya (ﬁ(droba + dvulﬂ + 1) + ﬂ7>

N
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+ dirr <’72 + % ((droba + dvu16 + 1) + dirr'}/)))

dirr dirr
=0 ((droba + dvulﬂ + 1) (droba + dvulﬁ + ’7) + dirr ( +

JN N

Lemma E.3. If (x,y) ~ D', then

(a)
O(@?) (i, € Srob)
0(52) (27.7 € Svul)
E[xjxi] - 0(72) (Z - .7) (l ] S SII‘I‘) .
O(a,@) (’L € Srob A Jj e Svul) (’L c Soul NjE Srob)
0 (l ) (Z € SII'I' Vv J S Sirr)
(b)
O(ag) (Z ] S Srob)
O(ﬂg) (7’7] € Svul)
O(OzQB) (Z € Sob Nj€E Svul)
Elyz;zi] = § O(aB®) (i € SwuiAj € Siob) -
O(ay?) (i € Sur Aj € Srop)
0(672) (Z S Sirr /\j S Svul)
0 (j S Sirr)
(©)
Elz;ziz;]
0(014) (iajv ke Srob)
0(54) (iajv ke Svul)
0(74 (] = k) A (i,j, ke Sirr)
O®B) (i € Srob) A{(j € Srob Ak € Syu) V (j € Syt Ak € Sop)}
. 0(0163) (Z € Svul) N {(] €Sopb Nk E Svul) V (] eSsu Nk € Srob)}
a (9(04252) (Z € SobNJj, k € Svul) V (’L e Ssu Nk e Srob) '
O(a?y?) (i €S Nj,k €Sion) V (j =k Aj k € diee Ni € Siop)
O(ﬁ2’y2) (Z € Sirr A7, ke Svul) \Y (j =k A7, kedy, Ni€E Svul)
O(aBy?) (1 € Siwe) N{(j € Stob ANk € Syu1) V (J € Sy Ak € Seon) }
0 (j#k)/\(jesirr\/kesirr)

Proof. We first note that

O(a?) (i € Siop)
E[z7] = El(yz:)’] = El(yz; — Elyz:))*] + Elyz:]* = 4 O(5%) (i € Svw)
0(%) (i € Sm)

Elyz}] = E[(yz:)°]
= El(yz; — Ely:))°’] + 3E[(yz:)*|Elyz:] — 2E[ya;]?
O(a®) (i € Siob)
{ (B3 (i€ Sva),
0 (i € Sirr)
E[

E[z{] = E[(yz; -

7

38
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O(a*) (i € Son)
OBY) (i € Syu) - (A200)
O(y*") (i € Simr)
(@) For (i # j) A (i € Sixx V J € Sirr)s E[zj2;] = Elz;]E[z;] = 0. Using the Cauthy-Schwarz
inequality,

Elzjz;] < \/Elz3]y/E[z]] (A201)
O(Oé2) (Za.] S Srob)
0(52) (Z7] S Svul)
= A202
O(2) (i) € Sur) A i = J) (A2
O(Oéﬁ) (Z eESobNJE Svul) V (Z eESvuNjE Srob)

(b) For j € Siyy,j = i, E[yz;22] = E[y|E[2}] = 0. For j € Sir,j # i, E[yz;2?] = E[z;]E[yz?] =
0. Using the Cauthy-Schwarz inequality,

O(QS) (Z j S Srob)
O(ﬁg) (Z ] S Svul)
2 2 41 O(Oé26) (Z € Srob /\] € Svul)
Elyz;z7] < \/E[zf]\/E[z] = OB (i€ SunhjeSum) (A203)
O(O"YZ) (Z €S NJE Srob)
O(ﬁ72) (Z € Slrr /\,7 € Svul)

(c)For (j # k) A (j € Six V k € Sirx), E[zjziz?] = 0. For j = k, using the Cauthy-Schwarz
inequality,

(74) (.7 = k) A (iaja ke Sirr)

@
Elzjza}] < \/Elef]y/Elz]] = {O(a%?) (G=E)A(k €diux Ni € Spop) . (A204)
o(

ﬂ272) (.7 = k) A (]a ke dirr Ni € Svul)

Using the Cauthy-Schwarz inequality,

Elzjzia;]

< /B2 B3] /Eld] (A205)
O(a?) (4,4, k € Sob)
O(p*) (i,4,k € Syu1)
O(CM35) (Z S Srob) N {(] eSop Nk € Svul) (] eSeu Nk e Srob)}

_ O(QBS) (Z € Svul) A\ {(j eSop Nk € Svul) (] eSuNke Srob)} (A206)
(9(04252) (Z € Srob A7, ke Svul) (’L € Svul A 7, ke Srob) '
O(a?y?) (i € Six Nj, k € Seob)
O(B%y2) (i € Six Aj, Kk € Soul)
Oapy?) (i €Si) AN {(J € Seob ANk €Syu) V (j € Syt Ak € Seop)}

O

F PROOF OF THEOREM 3.7 (TRADE-OFF)

Theorem 3.7 (Accuracy-robustness trade-off). Assume |Syon| = 1, |Syul| = d—1, and |Siyr| = 0. In
addition to Assumption 3.2, for (x,y) ~ D', suppose that yz; takes o with probability p > 0.5 and
—a with probability 1 — p for ¢ € S;op. Moreover, yz; takes 3 with probability one for i € Syy). Let

f(P,Q) := E{(wn )} e [yn+11f(Zo; P, Q)]a+1,n+1]. Then, there exist strictly positive
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functions g1 (d, o, 8) and ga(d, o, B) such that

rs Pstd’ stdy _ {gl(da Q, 5)(05 + (d - 1)6) (W'p~ p) , 10
JEE 0o fat @-18) (wp. 1-p) 1o
FP, Q") < go(d, o, B){—(2p — 1)a® + (d = 1)B*} (w.p. 1-p). (11)
Proof. Using b and A defined in Appendix D, we can rearrange f (P, Q) as
f(P,Q) = E{(z, g3, [un+1[f(Zo; P, Q)la+1,n+1] (A207)
1
= 50 El@oony, [ZoMZg | Ayn 1@ 1. (A208)

Standard Transformer. Similarly to the proof of Theorem 3.5, using some positive function
g(d,a, 3) > 0, we can represent Eb" ZoM Zj A/N| = [g(d,, ) --- g(d,«,3)]. Thus,

i
) g(d,a, B)
VOB @y, [ZoMZg JAyn 1@y 11 = : YN TN 41 (A209)
g(d, o, B)
d
= g(d, 0, B)yny1 Y wni1 (A210)
=1
_Ja+(d-1)p (w.p. p)
- {—a +(d-1)p (wp. 1-—p)° (A21D)
Adpversarially Trained Transformer. Now,
1
NE{(‘B"L77J"L)}£Y:1 [Z()MZJ]
_ [El(y=)(yz")] Elyx]
= Ejyz] . } (A212)
o? (2p—DaB -+ (2p—1)af (2p— 1)«
(2p—1)apB B B2 B
(2p —1)apB B2 B2 B
= : . (A213)
@-1af B B 8
L (2p —1)a B B 1
Thus,
o{a R(d — 1>)<2p—( 1>5§ <2p—} n’
B{2p—Da+(d-1)8+1
%bTE{(%yn)}L [ZoM Zj A = reoe ; (A214)
B{2p—1a+(d-1)8+1}
Therefore,
%bTE{mmyn)}ﬁzl [ZoMZg | Ayn 1211
fa{a+(d—-1)2p—1)3+ (2p — 1)} T YN+1TN41,1
B{(2p—1a+(d—-1)g+ 1} B
= : : (A215)
L B{2p—1a+(d—1)8+1} 8
o {a+(d—-1)2p-1)+ (2p—1)}
_ +d-1)pH2p-Na+(d—-1)+1}  (wp. p) (A216)
- {a+d-1)2p-1)B+(2p—-1)}
+d-1)p{2p-1a+(@d-1)p+1}  (wp. 1-p)

40



Under review as a conference paper at ICLR 2026

In particular,

—a*{at(d-1)2p-1)B+2p -1} +(d -2~ a+(d-1)F+1}

={(2p—Da+(d—1)B+1}(-Ca? + (d—1)53?), (A217)
where
Ca+(d-1)2p-1)+2p-1) _ (2p-1)Pa+@d-1)2p-1)+(2p—1)
¢= 2p—-1a+(@d-1)+1 2p—1Da+(d—-1)B+1 (A218)
=92 —1. (A219)
O

G PROOF OF THEOREM G.1 (NEED FOR LARGER SAMPLE SIZE)

Theorem G.1 (Need for Larger Sample Size). Assume the same assumptions in Theorem 3.7. Then,

By 1wt UN+1LF (Zo; P9, Q%) g1, n4+1] > 0 (w.p. atleast 1 — e PV).  (A220)

In addition, suppose that there exists a constant 0 < C<1 such that (d —1)8 + 1 < Ca. Moreover,
assume that N is an even number. Then, as p — 5 w1th P > 5.ford <N < &

E2N+1,y1\r+1 [yN+1[f(Zo; Padv’ Qadv)]d+1,N+1] >0

0.483
(W.p. atmost ] — — <1 — e‘pN). (A221)
VN

Proof. Using b and A defined in Appendix D, we can calculate

1
Exyiiyni [yn+1[f(Zo; P, Q)]d+1,N+1] = NbTZOMZ()TAE[yN+193N+1]~ (A222)
Now,
L gonzT
N0
r N N N 7
e RPRARY LN P ETTE N SRR
N E%:l ynxn,l 6 e 6 B
|7 T Ynnn 52 - 52 8 Am3)
£ zgzl YnTn,1 32 o B B
LN Xone1 Ynnn B - B 1 |

Standard Transformer. From the configuration of b and A, all the entries of b ZoM ZOT A are the
same. Since all the entries of E[yx 12 n.+1] are positive, with some positive function g(d, o, 8) > 0,

1 1
NbTZOMZOTAIE[yNHmNH] = g(d,a,B)NIdTHZOMZOTldH. (A224)

Now,

1

N d+1ZOMZO lg1

:(d—1)2,82+2(—1)B+1+a+—2ynxn1+2 —1)= Zynxnl (A225)

={d-1DB+1}*+a*+ W Z YnTn,1 (A226)
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N
2{(d—-1)B+1
=[{(d=1B+1} — o)+ {(NW}Z(M%W) (A227)
>0  (wp.atleastl — (1 —p)N >1—ePN), (A228)
Adversarially Trained Transformer. Note that E[yyy1@2n41] = [(2p — D)a 5 --- S]. Thus,
1
N1;+1Z0MZ0TIdE[yN+1wN+1]
(2p - l)Oé <O[ + Z YnTn,1 + = Z YnTn, 1>
-1)8 EZynxnl—k(d—l)ﬁQ—kﬁ (A229)
N n=1 7

=[(2p— 1o’ + (d - 1)*{(d ~ 1)+ 1}]
+[(2p = Daf(d = 1)8 +1} + ( Z Ynn,1- (A230)

This indicates Eq | yn iy [UN+1[f(Zo; P, Q)] ai1,n+1] > 0 only if

(2p — Da® + (d— DB*{(d - 1B + 1}
NZWM> @p—Da{d—DF+1}+(@- 15

Representing y,z,1 = a(2X,, — 1) with X, taking 1 with probability p and 0 with probability
1—p,

(A231)

1 i C(2p- 1P+ (d-1)B{(d—-1)8 + 1)
N & 2p— Daf(d—D)B+ 1} + (d— 1)
N
=2 X

( 1(2p—1)ad+(d —1)62{(d—1)ﬁ+1}>
a - Da{d- DB+ 1} +d-1F )’

LetY ~ B(N,p), where B(N, p) is the Binomial distribution. Consider the following probability:

(A232)

N 1(2p—1ad+(d—1)p*{(d—-1)8+1}
]P’YNB(N,p) {Y > 2(1 - (2p— 1)&{(d— 1)5+1}+ (d— 1)52 ):| (A233)
When p — 1/2,
P [y>N<1_1<2p—1)a3+( —1)ﬂ2{(d—1)5+1}>}
H L R @2p - Da{(d— DB+ 1} + (d— 1)p?
N —1 1
— Py B(N1/2) [Y >3 (1 - (Oz[”ﬂ (A234)
N
< Py~pmv,i/2) [Y > ?(1 - C)} (A235)
N
< Py~B(N,1/2) [Y >5 - 1} (A236)
From Ash (1990), for an integer 0 < k < N/2,
1 k 1
Py pni/2)[Y < k] > ———=exp <_ND<N//2>>’ (A237)
WE0- %)

where D is the Kullback-Leibler divergence. Substituting k = % -1,

N
Py B(N,1/2) [Y < 5~ 1}
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Note that

o(3-308)-H(- )3 (3wl 2)

For N > 4,

21— 5=

In summary,

N
Py B(n,1/2) {Y >3- 1} =1-Py w12 {Y <
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(A241)

(A242)
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