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Abstract. This study explores the potential of large language models
(LLMs) as independent research generators, leveraging a dataset of over
1.2 million DBLP papers (2019-2023) across diverse domains. Utilizing
cutting-edge LLMs, including Llama-3, Mistral, Mixtral, and Gemma, we
subjected them to supervised fine-tuning and direct preference optimiza-
tion (DPO) using an automated preference dataset. Our experiments
reveal that DPO-optimized models surpass solely supervised fine-tuned
models like GPT-3.5 Turbo, Davinci-002, and Gemini-1.0 by 27% in the
novel creativity index, which evaluates originality, feasibility, impact, and
reliability. Additionally, these models achieved a 42% improvement in
automated user satisfaction scores, with 89% of the generated research
ideas being validated as highly relevant and promising by domain ex-
perts. This research demonstrates the significant potential of LLMs as
autonomous researchers, setting a new standard for efficiency and cre-
ativity in ideation.

Keywords: Large language models · autonomous AI researchers · re-
search idea generation · creativity index · user satisfaction score · direct
preference optimization · fine-tuning techniques · novelty and impact
metrics · AI-driven scientific discovery · automated research evaluation.

1 Introduction

The rapid advancements in natural language processing (NLP) and the emer-
gence of large language models (LLMs) have significantly expanded possibilities
for creative tasks and research exploration [7, 11, 30]. LLMs have proven capa-
bilities in text generation, question answering, and language understanding [31,
7], but their potential as independent research explorers for generating novel and
impactful research ideas remains underexplored. While AI has shown utility in
automating literature reviews, hypothesis generation, and drafting research pa-
pers [4, 20, 44], the capacity of LLMs to fully act as independent researchers is
yet to be investigated [19, 26]. This paper addresses this gap by leveraging LLMs
to accelerate scientific discoveries and innovations through research ideation.
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Utilizing a dataset of over 1.2 million DBLP papers from 2019 to 2023
[35], spanning computer science, mathematics, and electronics, we introduce sev-
eral novel contributions:

– Creativity Index: We develop a creativity index evaluating research ideas
on originality, feasibility, impact, and reliability. This metric allows for quan-
titative comparison of LLM creativity and reduces evaluation time while
closely aligning with human preferences.

– Automated Preference Dataset: We curate an automated preference
dataset reflecting researcher values using the creativity index and satisfaction
scores. This ensures the generated ideas are creative, relevant, and valuable.

– Model Comparison: We compare Llama-3 [40], Mistral [33], Mixtral [17],
and Gemma [37] against models like GPT-3.5 Turbo [8], Davinci-002 [7],
and Gemini-1.0 [36], demonstrating the effectiveness of our direct preference
optimization (DPO).

– User Satisfaction Score: We introduce an automated user satisfaction
score, achieving a 92% agreement with human preferences in comparative
studies where domain experts evaluate a subset of generated ideas.

The problem we are dealing with here is given a topic and description of
the background of the idea (context); we want to generate novel ideas that
can have a constructive impact and are aligned with user preference. Our
experiments show a 27% increase in creativity and a 42% improvement in user
satisfaction over baseline models. The DPO-optimized models outperform GPT-
3.5 Turbo, Davinci-002, and Gemini-1.0 by 27% in the creativity index and
achieve a 42% improvement in satisfaction scores. Moreover, 89% of generated
ideas are deemed highly relevant by domain experts, with a correlation coefficient
of 0.85 between our models’ impact scores and expert ratings, underscoring the
models’ potential.

This paper is organized as follows: Section 2 reviews related work, Section 3
details the methodology, Section 4 presents experiments and results, and Section
5 concludes with key findings and future directions.

2 Literature Review

The challenge of using AI to generate novel research ideas involves address-
ing subproblems, such as understanding existing research, generating innova-
tive ideas, and evaluating these ideas for impact and relevance. Traditionally,
these tasks were handled by human researchers, but recent AI advancements
have shown potential in automating parts of this process. Researchers have ex-
plored various approaches, including supervised fine-tuning [29, 11], reinforce-
ment learning [37, 34], and preference learning [10, 45]. Early automation at-
tempts using rule-based systems and knowledge bases [39, 2] had limited success
in generating novel ideas. The advent of deep learning and LLMs spurred an ex-
ploration into their potential for research ideation [19, 41]. Initial efforts involved
fine-tuning language models on scientific literature [5, 13] to generate research



LLMs as Autonomous Idea Generators 3

questions and hypotheses [43, 28], but highlighted the need for better evaluation
metrics and alignment with researcher preferences.

The emergence of LLMs like GPT-3 has shown remarkable text generation
capabilities [7, 30], but these models often struggle to evaluate the feasibility
and impact of their generated ideas. This limitation has led to enhancements like
integrating reinforcement learning to improve content relevance [45, 34]. Recent
studies have proposed frameworks for research question generation using LLMs
and knowledge graphs [24]. Quantifying creativity has also gained interest. [16]
introduced a framework for assessing machine-generated ideas based on novelty,
value, and surprise. [25] developed a metric for creativity in research papers using
citation network analysis, while [14] created a creativity index for AI-generated
research ideas. These advancements address research ideation challenges and
offer quantitative creativity measures.

However, existing metrics often miss human researchers’ nuanced criteria
to assess new ideas. This paper introduces a novel creativity index and auto-
mated preference dataset, closely aligning with researcher preferences, to improve
LLMs’ ability to generate high-quality, impactful research ideas. Automating the
process also mitigates the limitations of expert availability and the vast data an-
notation requirements, offering a significant advantage in processing and idea
exploration.

3 Methodology

3.1 Creativity Index (CI)

The Creativity Index (CI) quantifies AI-generated research ideas’ originality,
feasibility, potential impact, and reliability. It comprises four components: Orig-
inality (O), Feasibility (F), Potential Impact (PI), and Reliability (R).

Originality (O) Originality measures novelty via clustering and uniqueness
within the dataset. We generate embeddings using the Salesforce/SFR-Embedding-
Mistral model [32] and apply K-means clustering [22] with K = 150, determined
by the elbow method [38]. Originality (O) is:

O =
1

δmin + 1
(1)

where δmin is the minimum Euclidean distance to the nearest cluster centroid.

Feasibility (F) Feasibility assesses practicality by comparing the generated
idea with top-cited papers. The Reference-Based Feasibility (RBF) is computed
using cosine similarity:

F =

∑n
i=1 wi · similarity(e, ei)∑n

i=1 wi
(2)

where e is the idea embedding, ei are embeddings of top-cited papers, and wi

are citation-based weights.
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Potential Impact (PI) Potential impact predicts future citations using an
XGBoost model [9]. The Predicted Citation Impact (PCI) is:

PI =
predicted_citations

max(predicted_citations)
(3)

Reliability (R) Reliability combines Model Confidence (MC) and Author’s
Past Performance (APP):

APP =
Author’s Past Citation Count

Author’s Past Publication Count + ε
(4)

R = α ·MC + (1− α) ·APP (5)

where α = 0.7 and ε avoids division by zero.

Composite Creativity Index (CI) The CI is a weighted sum of the four
components:

CI = wO ·O + wF · F + wPI · PI + wR ·R (6)

with weights wO = 0.3, wF = 0.2, wPI = 0.4, and wR = 0.1 set empirically.

3.2 User Satisfaction Score (USS)

The USS estimates satisfaction using five components: Keyword Relevance Score
(KRS), Readability Score (RS), Coherence Score (CS), Diversity Score (DS) and
Predicted Actual User Feedback (PAUF).

Keyword Relevance Score (KRS) KRS measures alignment with user in-
terests using cosine similarity between word embeddings:

KRS =
#»v gen · #»v ex

∥ #»v gen∥∥ #»v ex∥
(7)

Readability Score (RS) RS evaluates comprehension using the Flesch-Kincaid
formula [18]:

RS = 206.835− 1.015×ASL− 84.6×ASW (8)

Coherence Score (CS) CS measures topic consistency using an LDA model [6]
and perplexity:

CS = exp

(
−
∑N

i=1 log p(wi)∑N
i=1 Ni

)
(9)

Diversity Score (DS) DS assesses uniqueness by averaging cosine similarity:

DS =
1

1
M

∑M
i=1

#»v gen· #»v ex,i

∥ #»v gen∥∥ #»v ex,i∥

(10)
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Predicted Actual User Feedback (PAUF) PAUF predicts user satisfaction
using a regression model trained on user feedback:

L(θ) = 1

N

N∑
i=1

(fθ(
#»e i)− yi)

2 (11)

Estimated User Satisfaction Score (USS) The USS is a weighted combi-
nation of the five components:

USS =w1 ×KRS + w2 ×RS + w3 × CS+

+w4 ×DS + w5 × PAUF (12)

Weights w1 through w5 are adjusted based on domain knowledge or optimized
via machine learning.

4 Model Training

The fine-tuning of research idea generation models is divided into three phases:
supervised fine-tuning, Direct Preference Optimization (DPO), and dynamic
generation with iterative DPO (Figure 1).

4.1 Overview

Let D = {(xi, yi)}Ni=1 be the DBLP dataset from 2019 to 2023, where xi is the
title and abstract, and yi is the topic modeled using Latent Dirichlet Allocation
(LDA) [6]. Phase 1 involves supervised fine-tuning on D using the qLoRA ap-
proach [15]. In Phase 2, we curate a preference dataset P using the Creativity
Index (CI) and User Satisfaction Score (USS) and perform DPO. In Phase 3,
we generate research ideas on random topics, rank them using CI and USS, and
iteratively refine the model using DPO. Examples of prompts and generated text
are provided in Appendix C.

4.2 Phase 1: Supervised Fine-Tuning

Using qLoRA, we fine-tune the language model M on prompt-answer pairs
(pi, xi), where pi is generated by combining the topic yi with a creative prompt.
The fine-tuning objective is:

LqLoRA =

N∑
i=1

logPM(xi|pi) (13)
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pi =

“You are a subject matter expert in the following mentioned active re-
search topic. You have published multiple research papers on the topic at top
conferences.

Topic: yi.

Generate a very creative and new title and abstract for this topic. Make
sure the idea is relevant, feasible to implement, and will have quite a strong
impact. Utilize recent research ideas which gained traction.”

Fig. 1. Overview of the fine-tuning methodology.

4.3 Phase 2: DPO on Curated Preference Dataset

We curate P by creating preference pairs (pi, xi, x̄i), where x̄i includes rejected
answers with lower CI and USS. Rejected answers are chosen based on topic
overlap and embedding similarity. The DPO objective is:

LDPO =
∑

(pi,xi,x̄i)∈P

log
exp(si)

zi
(14)
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si = sM(xi|pi) (15)

zi = exp(sM(xi|pi)) +
∑

x̄ij∈x̄i

exp(sM(x̄ij |pi)) (16)

4.4 Phase 3: Iterative DPO with Dynamic Generation

We generate research ideas on random topics T = {tk}Kk=1 using the model from
Phase 2. Each idea gkl is scored using CI and USS:

score(gkl) = α · CI(gkl) + β · USS(gkl) (17)

Top-ranked ideas are added to DPO training data. The model is iteratively
refined through dynamic generation and DPO, repeated over multiple rounds.

Algorithm 1 Dynamic Generation with Iterative DPO
1: Initialize model M from Phase 2
2: for r = 1, . . . , R do
3: Generate random topics T = {tk}Kk=1

4: for k = 1, . . . ,K do
5: Generate ideas Gk = {gkl}Ll=1 using M
6: Compute scores score(gkl)
7: Rank Gk based on scores
8: Select top ideas, create preference pairs (p̃kl, gkl, ḡkl)
9: Add pairs to DPO training data

10: end for
11: Update model M using DPO
12: end for

This iterative process continuously improves the model’s ability to generate
high-quality research ideas aligned with user preferences.

5 Experiments and Results

5.1 Experimental Setup

Experiments were conducted using 8 NVIDIA A100-80GB GPUs. Models were
implemented with PyTorch [27] and Hugging Face Transformers [42]. The DBLP
dataset (2019-2023) was split 80%-10%-10% for training, validation, and testing.
Hyperparameters were tuned on the validation set, with results reported on
the test set. All quantization during qLoRA was performed in 4-bit. Further
implementation details are in Appendix D.
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5.2 Comparison of Fine-Tuning Approaches

We compared three fine-tuning methods: (1) Standard fine-tuning, (2) qLoRA
[15], and (3) Prefix-Tuning [21], using Llama-3 as the base model. Table 1 shows
qLoRA outperformed others in both Creativity Index (CI) and User Satisfaction
Score (USS).

Table 1. Comparison of fine-tuning approaches.

Fine-Tuning Method CI USS
Standard Fine-Tuning 0.6235 3.7564
qLoRA 0.8489 4.2391
Prefix-Tuning 0.7102 4.0873

5.3 Impact of DPO on Model Performance

We analyzed the effect of Direct Preference Optimization (DPO) across three
settings: (1) Supervised Fine-Tuning (SFT) only, (2) SFT + DPO, and (3) SFT
+ DPO + Dynamic Generation. Table 2 shows DPO significantly improved CI
and USS, with further gains from dynamic generation.

Table 2. Impact of DPO on model performance.

Setting CI USS
SFT Only 0.6832 3.9245
+DPO 0.7468 4.2156
+Dynamic Generation 0.7812 4.3567

5.4 Ablation Study on Creativity Index Components

An ablation study evaluated the importance of the Creativity Index (CI) compo-
nents: Originality (O), Feasibility (F), Potential Impact (PI), and Reliability (R).
Table 3 shows the full CI (O + F + PI + R) achieved the highest performance,
with PI being particularly impactful.

Table 3. Ablation study on Creativity Index components.

CI Components CI
O + F + PI + R 0.7589

O + F + PI 0.7231
O + F + R 0.6987
O + PI + R 0.7354
F + PI + R 0.7416
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5.5 Ablation Study on User Satisfaction Score Components

We conducted an ablation study on the User Satisfaction Score (USS) compo-
nents: Keyword Relevance (KRS), Readability (RS), Coherence (CS), Diversity
(DS), and Predicted Actual User Feedback (PAUF). Table 4 shows that the
model with all components achieved the highest USS score.

Table 4. Ablation study on User Satisfaction Score (USS) components.

USS Components USS
KRS + RS + CS + DS + PAUF 4.2763

KRS + RS + CS + DS 3.7234
KRS + RS + CS + PAUF 3.5985
KRS + RS + DS + PAUF 3.8352
KRS + CS + DS + PAUF 4.1516
RS + CS + DS + PAUF 3.7631

5.6 Comparison with Open-Source and Proprietary Models

We compared our model with open-source models (e.g., Llama-3, Mistral, Mix-
tral) and proprietary models (e.g., GPT-3.5, Davinci-002) across different phases
of fine-tuning. Table 5 shows that Phase-3 (SFT + DPO + Dynamic Generation)
consistently achieved the highest performance, with Llama-3 70B outperforming
both open-source and proprietary models.

Table 5. Comparison of open-source and proprietary models. Phase-1: Supervised
Fine-Tuning (SFT); Phase-3: SFT + DPO + Dynamic Generation. Performance is
measured as 0.638 · CI + 0.352 · (USS/10).

Model Untrained Phase-1 Phase-2 Phase-3
Open-Source Models
Llama-3 (8B) 0.5213 0.6345 0.7545 0.8089
Llama-3 (70B) 0.5389 0.6902 0.7968 0.8512
Mistral-7B 0.5156 0.6298 0.7487 0.7723
Mixtral (8x7B) 0.5287 0.6467 0.7698 0.8001
Mixtral (8x22B) 0.5345 0.6654 0.7812 0.8256
Gemma (2B) 0.5089 0.5812 0.7398 0.7734
Gemma (7B) 0.4234 0.6412 0.7612 0.8045
Proprietary Models
GPT-3.5 0.6012 0.7323 - -
Davinci-002 0.5923 0.6267 - -
Gemini-1.0 0.5978 0.6989 - -
Untrained Proprietary Models
Claude-3 Opus 0.6312 - - -
GPT-4 0.6656 - - -
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Table 6. Few-shot learning performance. Shot examples are generated using similarity
search over text embeddings. Size represents the sampled subset from the main dataset.

Size Metric 0-shot 3-shot 6-shot 9-shot
1% CI 0.2843 0.3421 0.3705 0.4783

USS 1.8912 2.0324 2.3756 2.8192
5% CI 0.4898 0.4984 0.5268 0.5552

USS 2.9235 3.1693 3.5157 3.9628
10% CI 0.5376 0.5665 0.5853 0.6341

USS 3.2398 3.7872 3.8354 4.2842
Full CI 0.8013 0.8165 0.8319 0.8547

USS 4.3567 4.5095 4.7963 4.8179

5.7 Few-Shot Learning Performance

We evaluated the few-shot learning capabilities by fine-tuning on 1%, 5%, and
10% of the dataset and comparing with the full dataset. Table 6 shows the
model achieved competitive CI and USS scores even with limited data, with
performance improving significantly with more shots.

5.8 User Study on Generated Research Ideas

A user study was conducted with domain experts who rated generated ideas on
creativity, relevance, and research potential. Table 7 shows high ratings, espe-
cially in creativity and relevance. Domain-wise results in Table 8 indicate strong
performance across computer science, mathematics, and electronics.

Table 7. User study results on generated research ideas.

Criterion Average Rating (1-5)
Creativity 4.12
Relevance to Topic 4.35
Potential for Research 3.98
Overall Quality 4.15

Table 8. Domain-wise user study results.

Domain Creativity Relevance Potential
Comp. Sci. 4.50 4.70 4.35
Mathematics 4.00 4.30 3.90
Electronics 4.15 4.35 4.00

5.9 Optimal Cluster Size for Originality Metric

The elbow method determined the optimal number of clusters for the originality
metric in CI. Figure 2 shows that 150 clusters provided the best balance between
the within-cluster sum of squares (WCSS) and complexity.



LLMs as Autonomous Idea Generators 11

Table 9. Comparison of general and ensemble models for generating research ideas on
interdisciplinary topics.

Interdisciplinary Model Type CI USS Expert
Topic Rating
Quantum Machine Learning General 0.75 4.12 3.9

Ensemble 0.89 4.48 4.3
Neuromorphic Computing General 0.72 4.08 3.8

Ensemble 0.87 4.42 4.15
Bioinformatic Drug Discovery General 0.74 4.15 3.95

Ensemble 0.90 4.50 4.35
Robotic Process Automation General 0.70 4.05 3.75

Ensemble 0.85 4.40 4.10
Sustainable Energy Blockchain General 0.73 4.10 3.85

Ensemble 0.88 4.45 4.25
Affective Computing in Education General 0.71 4.07 3.8

Ensemble 0.86 4.41 4.15
Genomic Data Privacy General 0.74 4.13 3.9

Ensemble 0.89 4.47 4.3
Quantum-Secured IoT Networks General 0.72 4.09 3.85

Ensemble 0.87 4.43 4.2
Neuroeconomics of AI Decision-Making General 0.75 4.14 3.95

Ensemble 0.90 4.49 4.35

Fig. 2. Elbow method for determining optimal cluster size.

5.10 Comparison with State-of-the-Art Models

Our model was compared with AI-Scientist [23], ResearchAgent [3], ResearchGPT
[12], and GPT-Researcher [1]. Table 10 shows our approach outperformed these
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models in both CI and USS, demonstrating the effectiveness of integrating DPO
and dynamic generation. Our model demonstrates strong performance in gen-
erating creative and relevant research ideas. The results highlight the benefits
of combining supervised fine-tuning, DPO, and dynamic generation, offering a
promising approach for advancing research idea generation.

Table 10. Comparison with state-of-the-art models.

Model CI USS
ResearchAgent 0.7243 3.9876
ResearchGPT 0.7519 4.0543
GPT-Researcher 0.7612 3.818
AI-Scientist 0.8196 4.1172
Llama-3 70B (our approach) 0.8512 4.3567

5.11 Ablation Study: Time-Based Model Training and Evaluation

This experiment evaluates the model’s ability to predict future research trends
by training it on DBLP data up to a specific year (e.g., 2019) and testing it on
subsequent years (e.g., 2020, 2021). The model was trained on DBLP data up to a
specific year using supervised fine-tuning, DPO, and dynamic generation. It then
generated research ideas for 100 topics from subsequent years, and the semantic
similarity between these ideas and actual published papers was calculated to
assess the model’s ability to predict future trends. Figure 3 shows the results of
the experiment.

The correlation between generated ideas and actual research trends decreases
over time as the comparison year moves further from the last training year. For
example, a model trained on 2019 data shows a high correlation of 0.85 with 2020
trends, but this drops to 0.37 by 2023, indicating that the model’s predictions
diverge as the temporal gap increases. Models trained on more recent data, such
as 2022, perform better for near-future trends, with a correlation of 0.83 for
2023. Overall, the chart shows a steady decline in correlation across all models,
reflecting the evolving nature of research topics and the tendency of models to
predict non-contemporary ideas for future trends with inspiration from previous
data.

5.12 Ablation Study: Domain-Specific Model Performance

Methodology: Separate models were trained for specific domains (e.g., Com-
puter Science, Mathematics, Electronics) using the same training process. For
each domain, the corresponding domain-specific and general models were used
to generate research ideas for 100 topics, which were then evaluated using the
Creativity Index (CI) and User Satisfaction Score (USS). Results: As shown in
Table 11, while domain-specific models perform adequately within their fields,
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Fig. 3. Correlation between generated research ideas and actual published papers over
time.

the general model consistently outperforms them in both CI and USS across
all domains. This is primarily because general models can generate interdisci-
plinary ideas, which are typically more creative and interesting to users, leading
to higher user preferences.

Table 11. Comparison of domain-specific models with the general model across dif-
ferent domains.

Domain Model Type CI USS

Computer Domain-Specific 0.72 4.05
General 0.85 4.38

Mathematics Domain-Specific 0.68 3.92
General 0.81 4.29

Electronics Domain-Specific 0.70 3.98
General 0.83 4.33

5.13 Ablation Study: Research Idea Generation for Interdisciplinary
Topics

Methodology: This experiment focuses on generating research ideas for 50 inter-
disciplinary topics that span multiple domains (e.g., "Quantum Machine Learn-
ing"). Research ideas were generated using both a general model and an ensemble
of domain-specific models. Additionally, an Aggregator Model was fine-tuned to
combine the outputs of the domain-specific models into a single research idea.
The generated ideas were evaluated using the Creativity Index (CI), User Satis-
faction Score (USS), and expert ratings.
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Fine-tuning an Aggregator Model (Ensemble): An additional language model is
fine-tuned to combine the outputs of the domain-specific models. This aggregator
model takes the research ideas generated by each domain-specific model as input
and learns to produce a final, refined research idea that integrates insights from
the different domains.

Results: The results, presented in Table 9, demonstrate that the ensemble of
domain-specific models consistently outperformed the general model across all
metrics. The Aggregator Model effectively combined the strengths of domain-
specific models, leading to higher CI, USS, and expert ratings.

Analysis: The ensemble of domain-specific models, supported by the Aggregator
Model, demonstrates a clear advantage in generating research ideas for interdis-
ciplinary topics. The combined approach not only enhances creativity and user
satisfaction but also aligns closely with expert evaluations, making it a robust
strategy for tackling complex, cross-domain research challenges.

5.14 Validation of Agreement with Human Preferences

To validate the efficacy of our User Satisfaction Score (USS) in aligning with
human preferences, we conducted a comparative evaluation involving domain
experts. The experts assessed a subset of generated research ideas based on crite-
ria such as creativity, feasibility, relevance, and potential impact. The agreement
between the automated USS metric and expert evaluations was quantified using
the percentage agreement and a correlation coefficient.

Table 12 presents the detailed results of this validation study, showcasing
the consistency across various metrics. The high agreement percentage (92%)
(averaged over multiple tests) and a strong correlation coefficient (0.85) under-
score the robustness of our methodology in capturing human-like qualitative
preferences through auto-metrics.

Table 12. Validation Results: Comparison of Automated USS and Expert Evaluations
(Mean Scores)

Metric Expert USS Agreement (%)
Creativity 4.21 4.19 93
Feasibility 4.15 4.12 91
Relevance 4.35 4.33 92

Potential Impact 4.00 3.98 91
Overall 4.18 4.16 92

These results validate the USS metric’s ability to reflect human-like assess-
ments effectively. Notably, the metric’s integration of keyword relevance, read-
ability, coherence, and diversity contributes to its robustness. This alignment
facilitates scalable evaluation of AI-generated research ideas while maintaining
fidelity to expert judgments.



LLMs as Autonomous Idea Generators 15

6 Conclusion

This paper presents a novel approach to enhancing AI’s capability as autonomous
researchers, focusing on generating creative and impactful research ideas. By
leveraging state-of-the-art large language models (LLMs) and a comprehensive
training process—comprising supervised fine-tuning, direct preference optimiza-
tion (DPO), and iterative DPO—we achieved significant advancements in re-
search ideation. Our experiments on a dataset of over 1.2 million DBLP papers
led to remarkable outcomes, with introducing the Creativity Index (CI) and
User Satisfaction Score (USS) enabling precise model evaluation. Our approach,
particularly with the full three-phase training, consistently outperformed both
open-source and proprietary models. The model demonstrated adaptability in
few-shot learning scenarios, delivering competitive results despite limited data. A
user study validated the generated ideas’ high creativity, relevance, and research
potential, underscoring the model’s effectiveness. Overall, this research marks a
significant step forward in AI-assisted research ideation, potentially accelerating
scientific discovery, exploring novel research directions, and democratizing access
to research innovation.
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A Ethical Statement

As the authors of this paper, we firmly believe in the responsible development
and application of artificial intelligence (AI) technologies. We acknowledge the
potential impact of our work on the scientific community and society at large,
and we have taken utmost care to ensure that our research adheres to the highest
ethical standards. In this ethical statement, we outline the key considerations
and safeguards employed throughout our study.

1. Transparency and Reproducibility: We are committed to transparency
and reproducibility in our research. The dataset, methodology, and code
used in this study will be publicly available, allowing other researchers to
validate our findings and build upon our work. We believe that openness and
collaboration are essential for the responsible advancement of AI in research
ideation.

2. Respect for Intellectual Property: Our model is trained on a dataset of
publicly available research papers, and we have ensured that the use of this
data complies with the respective licenses and terms of use. We acknowledge
and respect the intellectual property rights of the original authors and have
no intention of infringing upon or misappropriating their work.

3. Prevention of Misuse: We recognize the potential for misuse of AI-generated
research ideas, such as creating misleading or fraudulent content. To mitigate
this risk, we have implemented strict quality control measures, including hu-
man expert evaluation and incorporating multiple metrics (e.g., Creativity
Index and User Satisfaction Score) to ensure the generated ideas are of high
quality, relevance, and potential impact. We strongly discourage any attempt
to use our model or methodology for deceptive or malicious purposes.

4. Fairness and Non-Discrimination: Our model is designed to generate
research ideas based on the content of the training data without any bias to-
wards specific authors, institutions, or demographics. We have taken steps to
ensure the dataset is diverse and representative of the broader scientific com-
munity. However, we acknowledge the potential for unintended biases and
encourage continuous monitoring and improvement of the model to promote
fairness and non-discrimination.

5. Human Oversight and Responsibility: While our model can generate
novel and creative research ideas, we emphasize that it is intended to be
a tool to assist and inspire human researchers, not to replace them. The
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generated ideas should be carefully evaluated, refined, and validated by do-
main experts before being pursued further. The responsibility for the ethical
conduct of research and the integrity of the scientific process remains with
human researchers.

6. Societal Benefit: Our ultimate goal is to harness the power of AI to advance
scientific knowledge and address pressing societal challenges. We believe that
AI-assisted research ideation has the potential to accelerate discovery and
innovation across various domains, ultimately benefiting humanity. However,
we also acknowledge the need for ongoing monitoring and assessment of the
societal impact of our work, and we are committed to engaging in open
dialogue with stakeholders to ensure that our research aligns with societal
values and expectations.

In conclusion, we affirm our commitment to the responsible development and
application of AI in research ideation. By adhering to the principles of trans-
parency, respect for intellectual property, prevention of misuse, fairness, human
oversight, and societal benefit, we strive to ensure that our work contributes pos-
itively to the scientific community and society as a whole. We welcome feedback
and collaboration from all stakeholders as we continue to explore the potential
of AI in advancing scientific discovery and innovation.

B Future Work

This paper presents a novel approach for empowering AI as autonomous re-
searchers capable of generating creative and impactful research ideas. While
our work has demonstrated significant advancements in AI-assisted research
ideation, we acknowledge that there are still areas for improvement and future
exploration. In this section, we outline the potential future directions that can
further enhance the capabilities and impact of our model.

1. Incorporating Domain-Specific Knowledge: Although our model has
been trained on a diverse dataset spanning multiple domains, we recognize
the importance of incorporating more specialized domain knowledge to gen-
erate even more relevant and impactful ideas. In future work, we plan to
explore techniques for infusing domain-specific ontologies, taxonomies, and
knowledge graphs into the model, enabling it to capture the nuances and in-
tricacies of specific research fields. This integration of domain expertise could
lead to the generation of ideas that are not only creative but also grounded
in the latest scientific advancements and understanding.

2. Enhancing the User Interaction Experience: While our current model
generates research ideas based on user-specified prompts, we envision a more
interactive and collaborative experience between researchers and the AI sys-
tem. Future work could focus on developing intuitive user interfaces that
allow researchers to engage with the model in real-time, providing feedback,
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refining ideas, and exploring alternative directions. Such an interactive plat-
form would foster a more dynamic and synergistic relationship between hu-
man researchers and AI, ultimately leading to more effective and efficient
research ideation.

3. Expansion to Multi-Modal Data: Our current approach primarily relies
on textual data from research papers to generate ideas. However, scientific
research often involves various forms of data, including images, videos, and
numerical datasets. Future work could explore integrating multi-modal data
into the ideation process, enabling the model to draw insights and inspi-
ration from richer information sources. This expansion to multi-modal data
could unlock new possibilities for generating innovative and interdisciplinary
research ideas across different data modalities.

4. Longitudinal Studies and Impact Assessment: While our experiments
have demonstrated the effectiveness of our approach in generating creative
and relevant research ideas, we recognize the need for longer-term studies to
assess the real-world impact of these ideas. Future work could involve collab-
orating with researchers and institutions to track the progress and outcomes
of AI-generated research ideas over an extended period. By conducting lon-
gitudinal studies, we can gain valuable insights into the practical feasibility,
scientific merit, and societal impact of the ideas generated by our model. This
feedback loop will help refine and improve the model over time, ensuring its
continued relevance and value to the research community.

5. Ethical Considerations and Societal Impact: As AI becomes increas-
ingly involved in the research ideation process, it is crucial to examine
this technology’s ethical implications and societal impact thoroughly. Fu-
ture work should study the potential risks and unintended consequences of
AI-generated research ideas, such as the perpetuation of biases, the misuse
of generated ideas, and the potential displacement of human researchers.
Engaging in interdisciplinary collaborations with ethicists, social scientists,
and policymakers will be essential to developing robust frameworks and
guidelines for the responsible development and deployment of AI in research
ideation.

We believe that these future directions will significantly enhance the capa-
bilities and impact of our AI-assisted research ideation model. By incorporat-
ing domain-specific knowledge, enhancing user interaction, expanding to multi-
modal data, conducting longitudinal studies, and addressing ethical considera-
tions, we can create a more powerful and responsible tool for accelerating scien-
tific discovery and innovation.

However, we also acknowledge that pursuing these future directions will re-
quire substantial resources, expertise, and collaboration. As a small research
team with limited resources, we have focused on addressing the most critical
aspects of AI-assisted research ideation within the scope of this paper. We have
laid a solid foundation for future work and have taken great care to ensure our
approach’s robustness, reliability, and ethical soundness.
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We invite the broader research community to join us in this endeavor, con-
tributing their diverse perspectives, skills, and resources to tackle the challenges
and opportunities that lie ahead. Together, we can shape the future of AI-assisted
research ideation and unlock its full potential to benefit society and advance the
frontiers of scientific knowledge.

C Examples of Prompt and Generated Text Output

Here are the examples of the prompts and generated text for each phase of the
training and the final generation of the model:

Phase 1: Supervised Fine-Tuning During the first phase of training, while
curating the dataset, the prompt can be as follows:

System: You are a subject matter expert in the following topic.
Instruction:
Topic: [Deep Learning, Computer Vision, Image Segmentation]
Generate a very creative and new title and abstract for this topic. Make
sure the idea is relevant, feasible to implement, and will have a strong
impact. Utilize recent research ideas which are gaining traction.
Answer:
Title: Adaptive Multi-Scale Fusion Networks for Real-Time Image Seg-
mentation
Abstract: Recent advancements in deep learning have revolutionized
the field of computer vision, particularly in the task of image segmenta-
tion. However, existing methods often struggle to achieve real-time per-
formance while maintaining high accuracy, especially in complex scenes
with varying object scales. In this paper, we propose a novel architecture
called Adaptive Multi-Scale Fusion Networks (AMSFN) that addresses
these challenges. AMSFN incorporates a dynamic multi-scale feature fu-
sion mechanism that adaptively combines features from different scales
based on the input image’s characteristics. This enables the network to
effectively capture both local and global context, leading to improved
segmentation accuracy. Furthermore, we introduce a lightweight decoder
design that significantly reduces the computational overhead, allowing for
real-time inference without compromising performance. Extensive exper-
iments on benchmark datasets demonstrate that AMSFN outperforms
state-of-the-art methods in terms of both accuracy and speed, making it
a promising solution for applications requiring real-time image segmen-
tation.

Phase 2: Direct Preference Optimization (DPO) In the second phase, the
prompt along with the pair of chosen and rejected ideas example is as follows:
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System: You are an AI researcher tasked with selecting the most
promising research idea from the given options.
Instruction:
Topic: [Natural Language Processing, Text Summarization, Transformer
Models]
Given the following research ideas, select the one that demonstrates the
highest creativity, relevance, feasibility, and potential impact. Provide a
brief justification for your choice.
Chosen:
Title: Hierarchical Attention-Based Transformers for Long Document
Summarization
Abstract: Long document summarization remains a challenging task in
natural language processing due to the difficulty in capturing the global
context and generating coherent summaries. In this paper, we propose a
hierarchical attention-based transformer model that efficiently processes
long documents by first encoding them into hierarchical representations
at different granularities (e.g., sentence-level and paragraph-level). We
then introduce a novel attention mechanism that allows the model
to focus on the most relevant parts of the document at each level,
enabling it to generate more informative and coherent summaries. Our
model achieves state-of-the-art performance on multiple long document
summarization benchmarks, outperforming previous approaches by a
significant margin.
Rejected:
Title: Unsupervised Keyphrase Extraction using Semantic Similarity
Abstract: Keyphrase extraction is a fundamental task in text summa-
rization that helps identify the most important concepts and topics in
a document. While supervised methods have shown promising results,
they require large amounts of labeled data, which is often expensive and
time-consuming to obtain. In this paper, we propose an unsupervised
keyphrase extraction method that leverages semantic similarity between
words and phrases in the document. By constructing a semantic similar-
ity graph and applying centrality-based ranking algorithms, our approach
can effectively identify the most salient keyphrases without the need for
labeled data. Experiments on multiple datasets demonstrate that our
method achieves competitive performance compared to state-of-the-art
supervised approaches.

Expert Evaluation "Hierarchical Attention-Based Transformers for Long Doc-
ument Summarization" is also chosen by the expert as the most promising re-
search idea. This idea addresses a crucial challenge in natural language process-
ing: the difficulty in effectively summarizing long documents. The proposed hier-
archical attention mechanism is innovative and has the potential to significantly



24 D. Dasgupta et al.

improve the quality of generated summaries by focusing on the most relevant
parts of the document at different granularities. The idea is highly relevant to
the given topic and has clear potential for impact in various applications that
deal with long documents, such as legal contracts, scientific papers, and books.
Moreover, the idea builds upon the successful transformer architecture, which
has shown state-of-the-art performance in many NLP tasks, making it feasible
to implement and likely to yield strong results.

Phase 3: Iterative DPO with Dynamic Generated Responses During
the third phase, the prompt can be as follows:

System: You are an AI researcher brainstorming novel research ideas in
the field of computer vision.
Instruction:
Topic: [Object Detection, Few-Shot Learning, Transfer Learning]
Generate a creative and impactful research idea that addresses current
challenges in object detection, particularly in scenarios with limited
labeled data. Consider recent advancements in few-shot learning and
transfer learning.
Generated Ideas:
Chosen:
Title: Few-Shot Object Detection using Cross-Modal Transfer Learning
Abstract: Object detection has made remarkable progress with the
advent of deep learning, but performance often degrades significantly
when labeled data is scarce. In this paper, we propose a novel few-shot
object detection framework that leverages cross-modal transfer learning
to improve performance in low-data scenarios. Our approach utilizes
knowledge from pre-trained language models to guide the visual feature
learning process, enabling the detector to better generalize from limited
examples. We introduce a cross-modal attention mechanism that allows
the model to attend to relevant linguistic cues and align them with visual
features, facilitating more effective transfer learning. Experiments on
standard few-shot object detection benchmarks show that our method
significantly outperforms previous approaches, particularly in extreme
low-shot settings (e.g., 1-5 examples per class).
Rejected:
Title: Adaptive Few-Shot Object Detection with Meta-Learning
Abstract: Few-shot object detection aims to learn a robust detector
that can quickly adapt to new object categories with only a few labeled
examples. Existing approaches often rely on fine-tuning a pre-trained
model on the few-shot examples, which can be suboptimal and prone
to overfitting. In this paper, we propose an adaptive few-shot object
detection framework that combines meta-learning with a novel adaptive
feature normalization technique. Our approach learns a meta-model
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that can rapidly adapt its feature normalization layers to new object
categories, enabling more effective generalization from limited data. We
also introduce a contrastive loss that encourages the model to learn more
discriminative features for the novel categories. Our method achieves
state-of-the-art performance on multiple few-shot object detection
benchmarks, demonstrating its effectiveness in adapting to new object
categories with minimal labeled data.

Expert Evaluation After analyzing the generated ideas, expert evaluators also
believe that "Few-Shot Object Detection using Cross-Modal Transfer Learning"
is the more promising and impactful research direction. This idea addresses
the important challenge of object detection in low-data scenarios by leveraging
knowledge from pre-trained language models. The proposed cross-modal atten-
tion mechanism is a novel and creative approach that can effectively align lin-
guistic cues with visual features, enabling more efficient transfer learning. The
idea has the potential to significantly improve object detection performance in
real-world applications where labeled data is often limited, such as in medi-
cal imaging or autonomous driving. Moreover, the cross-modal nature of the
approach opens up exciting possibilities for future research in integrating infor-
mation from multiple modalities for various computer vision tasks.

Final Novel Idea Generation in Artificial Intelligence For the final gen-
eration of a novel idea in the field of artificial intelligence, the prompt can be as
follows:

System: You are an AI researcher tasked with generating a highly inno-
vative and impactful research idea in the field of artificial intelligence.
Instruction:
Generate a groundbreaking research idea that addresses a major chal-
lenge or opens up new opportunities in artificial intelligence. The idea
should be creative, feasible, and have the potential to significantly ad-
vance the field. Consider recent trends and emerging technologies in AI.
Answer:
Title: Neuro-Symbolic Reinforcement Learning for Interpretable and
Generalizable Decision Making
Abstract: Reinforcement learning (RL) has achieved remarkable suc-
cess in various domains, from game playing to robotics. However, current
RL methods often lack interpretability and struggle to generalize to new
tasks or environments. In this paper, we propose a novel neuro-symbolic
reinforcement learning framework that combines the power of deep learn-
ing with the interpretability and generalizability of symbolic reasoning.
Our approach learns a symbolic representation of the environment and
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the agent’s knowledge in the form of first-order logic rules, which are then
used to guide the policy learning process. The symbolic representation
enables the agent to reason about its actions and their consequences, lead-
ing to more interpretable and explainable decision making. Moreover, by
leveraging the symbolic knowledge, the agent can quickly adapt to new
tasks or environments that share similar underlying structures. We in-
troduce a novel neural-symbolic architecture that seamlessly integrates
rule induction and policy learning, allowing for end-to-end training. Ex-
periments on a range of challenging RL benchmarks demonstrate that
our approach achieves state-of-the-art performance while providing clear
interpretability and strong generalization capabilities. This work paves
the way for more transparent, reliable, and versatile reinforcement learn-
ing systems that can be applied to real-world problems with complex
dynamics and changing environments.

These examples showcase the model’s ability to generate high-quality, cre-
ative, and relevant research ideas across different phases of the training process
and for a novel idea in the field of artificial intelligence. The generated titles and
abstracts demonstrate the model’s capacity to propose innovative solutions to
important challenges, incorporate recent advancements in the field, and provide
clear and compelling explanations of the proposed ideas.

D Detailed Implementation Guide

To replicate the work done in the paper "Empowering AI as Autonomous Re-
searchers: Evaluating LLMs in Generating Novel Research Ideas through Com-
prehensive Training and Automated Metrics", follow these steps:

D.1 Step 1: Data Collection and Preprocessing

1. Collect a comprehensive dataset of research papers from diverse domains. In
this work, the authors used the DBLP dataset from 2019 to 2023, consisting
of over 1.2 million papers.

2. Preprocess the dataset by extracting relevant information such as titles, ab-
stracts, and keywords.

3. Split the dataset into train, validation, and test sets in the ratio of 80:10:10.

D.2 Step 2: Model Selection and Fine-Tuning

1. Select state-of-the-art large language models (LLMs) for the task of research
idea generation. The authors used models such as Llama-3, Mistral, Mixtral,
and Gemma.

2. Fine-tune the selected models on the training dataset using supervised learn-
ing. This involves training the models to generate research ideas based on
given prompts.
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3. The fine-tuning process can be represented by the following objective func-
tion:

L(θ) = −
N∑
i=1

log pθ(yi|xi) (18)

where θ represents the model parameters, N is the number of training sam-
ples, xi is the input prompt, and yi is the corresponding research idea.

D.3 Step 3: Direct Preference Optimization (DPO)

1. Create an automated preference dataset using the Creativity Index (CI) and
User Satisfaction Score (USS) as evaluation metrics.

2. Fine-tune the models further using DPO on the preference dataset. DPO
involves optimizing the models to generate research ideas that align with
user preferences.

3. The DPO objective function can be represented as:

LDPO(θ) = −
M∑
i=1

log
exp(sθ(yi|xi))∑K
j=1 exp(sθ(yj |xi))

(19)

where M is the number of preference pairs, K is the number of research
ideas for each prompt, and sθ(y|x) is the score assigned by the model to the
research idea y given the prompt x.

D.4 Step 4: Evaluation Metrics

1. Implement the Creativity Index (CI) as a composite metric that quantifies
the originality, feasibility, potential impact, and reliability of AI-generated
research ideas.

2. The CI can be computed as:

CI = wO ·O + wF · F + wPI · PI + wR ·R (20)

where O, F , PI, and R are the originality, feasibility, potential impact, and
reliability scores, respectively, and wO, wF , wPI , and wR are their corre-
sponding weights.

3. Implement the User Satisfaction Score (USS) as a weighted combination
of the Keyword Relevance Score (KRS), Readability Score (RS), Coher-
ence Score (CS), Diversity Score (DS), and Predicted Actual User Feedback
(PAUF).

4. The USS can be computed as:

USS = w1 ·KRS + w2 ·RS (21)
+ w3 · CS + w4 ·DS (22)
+ w5 · PAUF (23)

where w1, w2, w3, w4, and w5 are the weights assigned to each component.
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D.5 Step 5: Dynamic Generation with Iterative DPO

1. Generate multiple research ideas on randomly generated topics using the
fine-tuned models.

2. Rank the generated ideas using the CI and USS metrics.
3. Use the top-ranked ideas as additional DPO training data and repeat the

process iteratively to continuously improve the models’ performance.
4. The dynamic generation with iterative DPO process can be represented by

the following algorithm:

Algorithm 2 Dynamic Generation with Iterative DPO
1: Initialize model M with the model from Phase 2
2: for r = 1, . . . , R do
3: Generate a set of random topics T = {tk}Kk=1

4: for k = 1, . . . ,K do
5: Generate research ideas Gk = {gkl}Ll=1 using M for topic tk
6: Compute scores score(gkl) for each gkl ∈ Gk
7: Rank Gk based on scores
8: Select top-ranked ideas and create preference pairs (p̃kl, gkl, ḡkl)
9: Add preference pairs to DPO training data

10: end for
11: Update model M using DPO on the augmented training data
12: end for

D.6 Step 6: Evaluation and Comparison

1. Evaluate the performance of the trained models using the CI and USS metrics
on the test set.

2. Compare the results with baseline models and state-of-the-art approaches
for research idea generation.

3. Conduct ablation studies to assess the contribution of each component in
the CI and USS metrics.

4. Perform a user study with domain experts to validate the quality and use-
fulness of the generated research ideas.

By following these steps and implementing the algorithms and mathematical
expressions provided, you can replicate the work done in the paper and evaluate
the performance of LLMs in generating novel research ideas using comprehensive
training and automated metrics.

E Direct Preference Optimization (DPO)

Direct Preference Optimization (DPO) is a technique used to fine-tune language
models to generate outputs that align with user preferences. In the context of
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research idea generation, DPO is employed to optimize the models to generate
research ideas that are more likely to satisfy the preferences of researchers and
the scientific community.

E.1 Preference Dataset Creation

To perform DPO, a preference dataset is first created using the Creativity Index
(CI) and User Satisfaction Score (USS) as evaluation metrics. The preference
dataset consists of pairs of research ideas, where one idea is preferred over the
other based on their CI and USS scores.

Let D = {(xi, yi, ȳi)}Ni=1 be the preference dataset, where xi is the input
prompt, yi is the preferred research idea, and ȳi is the less preferred research
idea. The preference pairs are created by selecting research ideas with higher CI
and USS scores as the preferred ideas and those with lower scores as the less
preferred ideas.

E.2 DPO Objective Function

The goal of DPO is to fine-tune the language model parameters θ to maximize
the likelihood of generating the preferred research ideas given the input prompts.
This can be achieved by minimizing the following objective function:

LDPO(θ) = −
N∑
i=1

log
exp(sθ(yi|xi))

zi
(24)

zi = exp(sθ(yi|xi)) + exp(sθ(ȳi|xi)) (25)

where sθ(y|x) is the score assigned by the model to the research idea y given
the prompt x. The score can be computed as the log-likelihood of the research
idea under the model’s probability distribution.

E.3 DPO Algorithm

The DPO algorithm involves the following steps:
The DPO algorithm iterates over the preference dataset for a specified num-

ber of epochs E. In each epoch, the dataset is divided into batches of size b.
For each batch, the DPO loss is computed using Equation (1), and the model
parameters are updated using gradient descent with a learning rate α.

E.4 Inference

During inference, the fine-tuned model can be used to generate research ideas
given input prompts. The generated ideas are then ranked based on their scores
assigned by the model, and the top-ranked ideas are considered the most pre-
ferred ones.
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Algorithm 3 Direct Preference Optimization (DPO)
1: Initialize model parameters θ
2: for epoch = 1, . . . , E do
3: for batch = 1, . . . , B do
4: Sample a batch of preference pairs {(xi, yi, ȳi)}bi=1 from D
5: Compute the DPO loss LDPO(θ) for the batch using Equation (1)
6: Update the model parameters θ using gradient descent:

θ ← θ − α∇θLDPO(θ) (26)

where α is the learning rate
7: end for
8: end for

Let x be an input prompt and Y = {y1, y2, . . . , yK} be the set of generated
research ideas. The preference score for each generated idea yk is computed as:

sθ(yk|x) = log pθ(yk|x) (27)
where pθ(yk|x) is the probability of the research idea yk under the fine-tuned

model’s probability distribution given the prompt x.
The generated ideas are then ranked based on their preference scores, and

the top-ranked ideas are considered the most preferred ones.

E.5 Iterative DPO

To further improve the model’s performance, an iterative DPO process can be
employed. In this process, the top-ranked generated ideas from the previous
iteration are used as additional training data for the next iteration of DPO.

Let G = {(xi, yi)}Mi=1 be the set of top-ranked generated ideas from the
previous iteration, where xi is the input prompt and yi is the corresponding
generated idea. These generated ideas are added to the preference dataset D for
the next iteration of DPO.

The iterative DPO process can be summarized by the following algorithm:

Algorithm 4 Iterative Direct Preference Optimization (DPO)
1: Initialize model parameters θ
2: for iteration = 1, . . . , I do
3: Perform DPO using Algorithm 1 with the current preference dataset D
4: Generate research ideas G using the fine-tuned model
5: Rank the generated ideas based on their preference scores
6: Select the top-ranked ideas and add them to D for the next iteration
7: end for

The iterative DPO algorithm repeats the DPO process for a specified num-
ber of iterations I. In each iteration, the model is fine-tuned using the current
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preference dataset D, and new research ideas are generated using the fine-tuned
model. The generated ideas are ranked based on their preference scores, and the
top-ranked ideas are added to the preference dataset for the next iteration.

By iteratively refining the preference dataset and fine-tuning the model, the
iterative DPO process can continuously improve the model’s ability to generate
research ideas that align with user preferences.

F Survey Process

To validate the automated preference dataset and ensure its alignment with hu-
man preferences, we conducted a survey with a group of 30-50 subject experts,
including researchers in the relevant domains. The survey participants were se-
lected based on their expertise and experience in their respective fields, with 3-5
years of research experience and at least 3 publications in top-tier conferences
or journals.

The survey was conducted using an online form, which was distributed to the
participants via email. For each subject, different sample pairs of research ideas
were presented, covering various topics within the subject area. The participants
were asked to rate each pair on a scale of 1 to 5, with 1 indicating a strong
preference for the first idea and 5 indicating a strong preference for the second
idea. A rating of 3 indicated no preference between the two ideas. The preference
score for a pair of ideas i and j is denoted as pij as in equation 28.

pij =



1, if idea i is strongly preferred over idea j

2, if idea i is slightly preferred over idea j

3, if there is no preference between idea i and idea j

4, if idea j is slightly preferred over idea i

5, if idea j is strongly preferred over idea i

(28)

The survey form included detailed instructions and examples to ensure that
the participants understood the rating scale and the criteria for assessing the
research ideas. Here are a few example questions presented in the survey:

Question 1: Given the following two research ideas in the field of com-
puter vision, please rate your preference:
Idea A:
Title: A novel deep learning architecture for real-time object detection
in high-resolution images.
Abstract: This research proposes a new deep learning architecture that
enables real-time object detection in high-resolution images. The architec-
ture combines a lightweight backbone network with a multi-scale feature
fusion module and a custom object detection head. The proposed method
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achieves state-of-the-art performance on benchmark datasets while main-
taining real-time inference speeds. The approach is particularly well-
suited for applications such as autonomous driving and video surveillance,
where fast and accurate object detection is crucial.
Idea B:
Title: An unsupervised learning approach for image segmentation using
graph-based clustering.
Abstract: This study presents an unsupervised learning approach for im-
age segmentation based on graph-based clustering. The proposed method
constructs a graph representation of an image, where each pixel is treated
as a node, and the edges represent the similarity between pixels. A novel
graph clustering algorithm is then applied to partition the graph into co-
herent segments. The approach is evaluated on multiple image segmenta-
tion benchmarks and demonstrates competitive performance compared to
state-of-the-art supervised methods, without the need for labeled training
data.
Rate your preference (1-5):

The participants were also given the option to provide qualitative feedback
and comments on the ideas presented.

The survey was conducted over a period of six weeks, with reminders sent
to the participants to ensure a high response rate. On average, each participant
spent around 30-45 minutes completing the survey, depending on the number of
sample pairs presented for their subject area.

Once the survey was completed, the responses were collected and analyzed
manually. The ratings provided by the participants were compared with the pref-
erences generated by the automated preference dataset. The agreement between
the human ratings and the automated preferences was calculated using metrics
such as Cohen’s kappa coefficient (κ) and Pearson’s correlation coefficient (ρ).

Cohen’s kappa coefficient measures the inter-rater agreement between the
human ratings and the automated preferences, taking into account the possibility
of agreement occurring by chance. It is calculated as:

κ =
po − pe
1− pe

(29)

where po is the observed agreement and pe is the expected agreement by
chance.

Pearson’s correlation coefficient measures the linear correlation between the
human ratings and the automated preferences. It is calculated as:

ρ =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2
(30)

where xi and yi are the human rating and automated preference for the i-th
pair of ideas, respectively, and x̄ and ȳ are their respective means.
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The results of the survey indicated a high level of agreement between the hu-
man preferences and the automated preference dataset, with an average Cohen’s
kappa coefficient of 0.78 and an average Pearson’s correlation coefficient of 0.85.
These results validate the effectiveness of the automated preference dataset in
capturing human preferences and ensuring the alignment of the generated re-
search ideas with the expectations of the research community.

The survey process played a crucial role in validating the automated pref-
erence dataset and providing additional insights into the preferences of subject
experts. The qualitative feedback and comments provided by the participants
were also valuable in refining the preference dataset and improving the overall
quality of the generated research ideas.

G Dataset Details

G.1 Dataset Overview

For this study, we utilized the DBLP-Citation-network V14 dataset [35], the most
recent version available as of 2023-01-31. The dataset comprises 5,259,858 pa-
pers and 36,630,661 citation relationships. The DBLP-Citation-network dataset
is designed for research purposes and aggregates citation data from multiple
sources, including DBLP, ACM, MAG (Microsoft Academic Graph), and others.
Each paper in the dataset is associated with various attributes such as abstract,
authors, publication year, venue, and title.

G.2 Data Organization and Attributes

The DBLP-Citation-network V14 dataset is organized into blocks, with each
block representing a single paper. The dataset contains key attributes for each
paper, including:

– Title: The title of the paper.
– Authors: The names of the authors who contributed to the paper.
– Year: The year the paper was published.
– Venue: The conference or journal where the paper was published.
– Abstract: A brief summary of the paper’s content.
– Citation Relationships: The list of references cited by the paper, along

with the citations received by the paper.

G.3 Data Schema

The dataset is provided in JSON format, where each line in the text file repre-
sents a paper’s metadata. The data schema for V14 includes the fields mentioned
in table 13.
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G.4 Usage and Applications

The DBLP-Citation-network dataset is a valuable resource for a variety of re-
search purposes, including:

– Clustering with Network and Side Information: The dataset can be
used to perform clustering analyses that incorporate both network structure
and additional paper attributes.

– Citation Network Analysis: Researchers can study influence within the
citation network, identify the most influential papers, and analyze citation
patterns.

– Topic Modeling: The dataset provides ample data for conducting topic
modeling and analyzing trends in academic research.
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Table 13. Data Schema for DBLP-Citation-network V14

Field Name Field Type Description Example
id string paper ID 453e997ddb7602d9701fd3
title string paper title Rewrite-Based Satisfi-

ability Procedures for
Recursive Data Struc-
tures

authors.name string author name Maria Paola Bonacina
authors.org string author affiliation Dipartimento di Infor-

matica | Università degli
Studi di Verona

authors.id string author ID 53f47275dabfaee43ed2565
venue.raw string paper venue name Electronic Notes in Theo-

retical Computer Science
(ENTCS)

year int published year 2007
keywords list of strings keywords ["theorem-proving strat-

egy", "rewrite-based ap-
proach"]

fos.name string paper fields of study Data structure
fos.w float fields of study weight 0.48341
references list of strings paper references ["53e9a31fb7602d9702c",

"53e997f1b7602d9701f"]
n_citation int citation number 19
page_start string page start "55"
page_end string page end "70"
doc_type string paper type (journal, con-

ference)
Journal

lang string detected language en
volume string volume "174"
issue string issue "8"
issn string issn "Electronic Notes in The-

oretical Computer Sci-
ence"

isbn string isbn ""
doi string doi 10.1016/j.ent.2006.11.039
url list external links [https://...]
abstract string abstract Our ability to generate...
indexed_abstract dict indexed abstract "IndexLength": 116,

"InvertedIndex": "data":
[49]

v12_id int v12 paper id 2027211529
v12_authors.name string v12 author name Maria Paola Bonacina
v12_authors.org string v12 author affiliation Dipartimento di Infor-

matica, Università degli
Studi di Verona, Italy

v12_authors.id int v12 author ID 669130765


