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Summary
In reinforcement learning (RL), agents typically learn desired behaviors by maximizing

the (discounted) sum of rewards, making the design of reward functions crucial for aligning
the agent behavior with specific objectives. However, because rewards often carry intrinsic
meanings tied to the task, modifying them can be challenging and may introduce complex
trade-offs in real-world scenarios. In this work, rather than modifying the reward function itself,
we propose leveraging different reward aggregation functions to achieve different behaviors.
By introducing an algebraic perspective on Markov decision processes (MDPs), we show
that the Bellman equations naturally emerge from the recursive generation and aggregation
of rewards. This perspective enables the generalization of the standard discounted sum to
other recursive aggregation functions, such as discounted max and Sharpe ratio. We empirically
evaluate our approach across diverse environments using value-based and actor-critic algorithms,
demonstrating its effectiveness in optimizing a wide range of objectives. Furthermore, we apply
our method to a real-world portfolio optimization task, showcasing its potential for practical
deployment in decision-making applications where objectives cannot easily be expressed as the
discounted sum of rewards.

Contribution(s)
1. We provide an algebraic perspective on the recursive structure of MDPs based on fusion.

Context: The algebra of recursive functions (Meijer et al., 1991; Bird & de Moor, 1997;
Hutton, 1999) is a well-studied topic in functional programming. The fusion technique,
explored by Hinze et al. (2010), has been applied to dynamic programming (Bellman, 1966;
De Moor, 1994; Bertsekas, 2022). In the context of RL, the recursive structure of the
discounted sum of rewards was studied by Hedges & Sakamoto (2022). Our diagrammatic
representation of recursive reward generation and aggregation processes is inspired by
Gavranović (2022).

2. We generalize the Bellman equations and Bellman operators for the standard discounted sum
to other recursive aggregation functions, providing greater flexibility in goal specification.
Context: The problem of alternative reward aggregations is not entirely new. Prior works
have explored objectives such as optimizing the maximum (Quah & Quek, 2006; Gottipati
et al., 2020; Veviurko et al., 2024), minimum (Cui & Yu, 2023), top-k (Wang et al., 2020),
and Sharpe ratio (Nägele et al., 2024) of rewards. Specifically, the method proposed by
Cui & Yu (2023) is a special case of our framework, where the recursive structure is on the
original reward space, and the update function is order-preserving.

3. We extend existing RL algorithms by incorporating the generalized Bellman operators and
empirically demonstrate their effectiveness across various tasks.
Context: While our method modifies the Bellman operators within the base RL algorithms,
the fundamental structures of Q-learning (Watkins, 1989; Watkins & Dayan, 1992), PPO
(Schulman et al., 2017), and TD3 (Fujimoto et al., 2018) remain unchanged.
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Abstract
In reinforcement learning (RL), aligning agent behavior with specific objectives typically
requires careful design of the reward function, which can be challenging when the
desired objectives are complex. In this work, we propose an alternative approach for
flexible behavior alignment that eliminates the need to modify the reward function
by selecting appropriate reward aggregation functions. By introducing an algebraic
perspective on Markov decision processes (MDPs), we show that the Bellman equations
naturally emerge from the recursive generation and aggregation of rewards, allowing
for the generalization of the standard discounted sum to other recursive aggregations,
such as discounted max and Sharpe ratio. Our approach applies to both deterministic
and stochastic settings and integrates seamlessly with value-based and actor-critic
algorithms. Experimental results demonstrate that our approach effectively optimizes
diverse objectives, highlighting its versatility and potential for real-world applications.

1 Introduction

Reinforcement learning (RL) formalizes sequential decision-making as interaction between an agent
and an environment modeled by a Markov decision process (MDP). In standard RL, the objective
is to maximize the discounted sum of rewards obtained through interaction (Sutton & Barto, 1998;
Bowling et al., 2023). This formulation has been widely adopted across various domains, including
games (Mnih et al., 2015; Silver et al., 2018; Guss et al., 2019), autonomous driving (Kiran et al.,
2021), and stock trading (Wu et al., 2020; Kabbani & Duman, 2022; Liu et al., 2024).

While the discounted sum is standard in RL, many important objectives cannot be expressed in this
form. For example, in tasks where stability matters, minimizing some measure of variability in
rewards is as important as maximizing expected returns (Sobel, 1982; Tamar et al., 2012). In finance,
the Sharpe ratio (Sharpe, 1966) evaluates risk-adjusted returns by penalizing high volatility, requiring
optimization beyond simple returns. Other objectives include (i) maximizing the peak performance in
drug discovery to identify the most effective compounds (Quah & Quek, 2006; Gottipati et al., 2020),
(ii) maximizing the worst-case outcome in safety-critical domains like self-driving (Wang et al., 2020)
or bottleneck objective in network routing (Cui & Yu, 2023), or (iii) maximizing the average reward
in continuing tasks where future and immediate returns are equally important (Sutton & Barto, 1998,
Section 10.3). These cases call for alternative reward aggregation beyond the discounted sum.

Can we simply modify the reward function to accommodate these objectives? This is a natural idea,
and prior work has explored shaping or redesigning the rewards to reflect alternative criteria (Moody
et al., 1998; Ng et al., 1999; Moody & Saffell, 2001; Nägele et al., 2024). However, this approach
often requires expanding the state space to encode long-term objectives (Mannor & Tsitsiklis, 2011;
Wang et al., 2020), which can change the effective optimization landscape. Moreover, manually
redesigning a reward function that induces the desired behavior is notoriously difficult (Leike et al.,
2017; Hadfield-Menell et al., 2017; Zhu et al., 2020), which can lead to reward hacking or goal
misalignment (Amodei et al., 2016; Christiano et al., 2017; Di Langosco et al., 2022; Ji et al., 2023).
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sum ↑ mean ↑ max ↑ min ↑ top -2 ↑ range ↓

π1 9 3 5 1 3 4
π2 8 4 4 4 4 0
π3 6 3 6 0 0 6

Figure 1: Illustration of three deterministic policies in a simple environment, shown as colored paths
with their rewards on edges. The table on the right shows the aggregated rewards for each policy,
with the optimal scores (higher ↑ or lower ↓) underlined. We can observe that different aggregation
functions lead to different policy preferences.

In this work, we propose a simple yet general alternative: optimize different reward aggregations
directly, while keeping the state space and reward function fixed. This shifts the focus from what to
reward to how to evaluate reward sequences, enabling greater flexibility without increased structural
complexity. Choosing the right aggregation is essential because it defines the optimization objective.
As shown in Fig. 1, even in a toy environment, different aggregation functions such as sum, mean, or
max can lead to different policy preferences. This highlights the need for a general framework that
can express and optimize such objectives in a unified way.

Intuition In order to optimize reward aggregations directly, our key insight is that many aggregation
functions, including the standard discounted sum, can be computed recursively, one reward at a time.
For example, the discounted sum aggregation sumγ with a discount factor γ satisfies

sumγ [r1, r2, r3, . . . ] := r1 + γ · sumγ [r2, r3, . . . ] = r1 + γr2 + γ2r3 + . . . , (1)
while the discounted maximum aggregation max obeys

maxγ [r1, r2, r3, . . . ] := max(r1, γ ·maxγ [r2, r3, . . . ]) = max{r1, γr2, γ2r3, . . .}. (2)
This shared structure suggests a unifying algebraic view: each aggregation folds a reward sequence
using an update rule and an initial value. Such recursions naturally induce Bellman-like equations,
enabling direct optimization of diverse objectives using standard RL machinery. Concretely, we use a
technique known as algebra fusion (Hinze et al., 2010) to derive Bellman-style updates for a wide
range of recursive reward aggregations, integrating them into standard RL algorithms without altering
the state space or reward function.

Related work Several studies have extended Bellman-style updates to optimize non-cumulative
objectives. An early method by Quah & Quek (2006) defined a value function for expected discounted
maximum rewards, but it lacked rigorous justification and incorrectly interchanged expectation with
maximum (Gottipati et al., 2020), effectively optimizing the discounted maximum of expected
rewards. Later approaches addressed this issue by augmenting the state space with auxiliary variables
(Veviurko et al., 2024). Beyond maximum objectives, Wang et al. (2020); Cui & Yu (2023) analyzed
broader classes of objectives, including minimum, harmonic mean, and top-k, but their approaches
either required symmetry (precluding discounting), were limited to deterministic systems, or implicitly
used order-preserving properties. In contrast, we derive value functions from first principles using
algebraic fusion (Hinze et al., 2010), supporting recursive aggregations involving multi-dimensional
statistics (e.g., for range, mean, and variance), while unifying deterministic and stochastic cases.

Contributions In this paper, we introduce an algebraic perspective on the MDP model, showing
that the Bellman equations naturally emerge from the recursive generation and aggregation of
rewards (Section 2). This perspective allows us to generalize the standard discounted sum to other
recursive aggregation functions, such as discounted max and Sharpe ratio (Section 3), while unifying
deterministic and stochastic settings within the same framework (Section 4). We provide theoretical
justification for our approach, which enables the optimization of various objectives beyond cumulative
rewards while maintaining computational efficiency. Finally, we validate the effectiveness of our
method in both discrete and continuous environments across various recursive reward aggregation
functions, showcasing its flexibility and scalability in handling diverse reward structures (Section 5).1

1Code: https://github.com/Tang-Yuting/recursive-reward-aggregation.

https://github.com/Tang-Yuting/recursive-reward-aggregation
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2 An algebraic perspective on Bellman equations

In this section, we introduce the standard MDP model (Puterman, 1994) for sequential decision-
making problems from an algebraic perspective. Using a technique known as fusion in algebra and
functional programming (Meijer et al., 1991; Hinze et al., 2010), we show that the Bellman equations
(Bellman, 1966) naturally arise from the recursive generation and aggregation of rewards. This
perspective reveals opportunities for generalizing to alternative reward aggregation functions.

In this section, we focus on the standard discounted sum and deterministic transitions and policies. We
study other recursive aggregations in Section 3 and stochastic transitions and policies in Section 4.

2.1 Preliminaries

Notation In this section, S is the set of states, A is the set of actions, and R is the set of rewards,
which can be finite or infinite. The dynamics of the environment is given by a (deterministic) transition
function p : S ×A → S. An agent interacts with the environment by following a (deterministic)
policy π : S → A that maps states to actions. A reward function r : S ×A→ R assigns a reward
to each state-action pair. Furthermore, we assume that there is an initial state s0 ∈ S and a subset
Sω ⊂ S of terminal states, whose indicator function is ω. The horizon Ω of the task can be fixed or
varying, depending on the terminal condition ω.

Moreover, {∗} denotes a singleton (any set with a single element ∗). [R] denotes the set of finite lists
of rewards, defined using the empty list function nil : {∗} → [R], which represents the empty list [ ],
and the list constructor function cons : R× [R]→ [R], which prepends an element to a list. We have
cons(r, [ ]) = [r] and cons(rt, [rt+1, . . . , rΩ]) = [rt, rt+1, . . . , rΩ], which we abbreviate as rt:Ω.

Composite functions Let us introduce some composite functions that are useful for defining the
recursive generation of states, actions, and rewards. Given a policy π : S → A, the pairing function
⟨idS , π⟩ : S → S ×A = [s 7→ s, π(s)] keeps a copy of the current state s ∈ S and outputs the next
action π(s) ∈ A.23 Then, pre-composing this function with the transition function p : S ×A→ S
and the reward function r : S ×A→ R yields two policy-dependent functions as follows. We use
the subscripts π to explicitly indicate the dependence on the policy π:

state transition pπ : S → S := p ◦ ⟨idS , π⟩ = [s 7→ p(s, π(s))] and
state reward function rπ : S → R := r ◦ ⟨idS , π⟩ = [s 7→ r(s, π(s))].

2.2 Recursive generation of rewards

Using the state transition pπ and reward function rπ , we can generate states and rewards step by step:

stepπ,p,r,ω : S → {∗}+R× S :=

[
s 7→

{
∗ s ∈ Sω

rπ(s),pπ(s) s /∈ Sω

]
. (3)

Let us take a closer look at this step function. The codomain, {∗}+R× S, is the disjoint union (+)
of a singleton {∗}, representing termination, and the Cartesian product R× S of rewards and states.
At each step, the step function either halts by returning the termination signal ∗ if the current state s
is terminal or continues by returning a pair of the reward rπ(s) ∈ R and the next state pπ(s) ∈ S,
both determined by the policy π.
Remark 1 (Terminal condition). By incorporating the terminal condition ω into the step function,
we can describe both episodic and continuing tasks for any reward aggregation, without relying on
a special absorbing state and the unit of the aggregation function, e.g., 0 for the discounted sum
function. See also Sutton & Barto (1998, Section 3.4).

2For a set C, idC : C → C is the identity function mapping an element c ∈ C to itself. For two functions f : C → A
and g : C → B, their pairing ⟨f, g⟩ : C → A×B is the unique function that applies these two functions to the same input,
mapping an input c ∈ C to a pair (f(c), g(c)) ∈ A×B of outputs.

3We write name : domain → codomain = [input 7→ output], assigning an anonymous function [input 7→ output]
to a named, typed function name : domain → codomain, following Petrov (2020).
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Starting from an initial state, by recursively applying this step function and collecting the results, we
can obtain a sequence of rewards:
Definition 2.1 (Recursive generation). Given a policy π, a transition function p, a reward function r,
and a terminal condition ω, a recursive reward generation function genπ,p,r,ω : S → [R] is defined
as follows:

genπ,p,r,ω : S → [R] :=

[
s 7→

{
[ ] s ∈ Sω

cons(rπ(s), genπ,p,r,ω(pπ(s))) s /∈ Sω

]
. (4)

2.3 Recursive aggregation of rewards

Given a sequence of rewards, we can aggregate them into a single value using an aggregation function.
In the standard MDP setting, the discounted sum sumγ : [R] → R :=

[
r1:Ω 7→

∑Ω
t=1 γ

t−1rt

]
of

rewards is a standard choice, where γ ∈ [0, 1] is a discount factor.

Note that the discounted sum function can be expressed as a recursive function:

sumγ : [R]→ R :=

[
[ ] 7→ 0
rt:Ω 7→ rt + γ · sumγ(rt+1:Ω)

]
. (5)

In other words, the discounted sum function is uniquely defined by two functions: the base case 0 ∈ R
and the recursive case “discounted addition” +γ : R×R→ R := [a, b 7→ a+ γ · b]. This recursive
structure has been used, explicitly or implicitly, in prior work on alternative objectives (Quah & Quek,
2006; Hedges & Sakamoto, 2022; Cui & Yu, 2023; Veviurko et al., 2024). In Section 3, we show that
many other reward aggregations also admit similar recursive definitions.

2.4 Bellman equation for the state value function

We have introduced the recursive generation and aggregation of rewards in a standard MDP model.
The generation function genπ,p,r,ω : S → [R] is the producer of rewards, and the discounted sum
function sumγ : [R]→ R is the consumer of rewards. By composing these two recursive functions,
we obtain a state value function vπ : S → R, which can also be calculated recursively:

vπ : S → R := sumγ ◦ genπ,p,r,ω =

[
s 7→

{
0 s ∈ Sω

rπ(s) + γ · vπ(pπ(s)) s /∈ Sω

]
. (6)

This recursive calculation of the state value function vπ : S → R is known as the Bellman equation
(Bellman, 1966), which expresses the value of a state s under a policy π as the sum of the immediate
reward rπ(s) and the discounted value of the next state pπ(s).
Remark 2 (State-action recursion). We can define the state-action transition/step/generation functions
and derive a Bellman equation for the state-action value function qπ : S ×A→ R in a similar way,
which is omitted here for brevity and discussed in Appendix A.
Remark 3 (Algebra fusion). For readers familiar with algebra and functional programming, we point
out that the Bellman equation emerges as a consequence of the fusion law for recursive coalgebras
(Hinze et al., 2010, Section 4; Yang & Wu, 2022, Section 10), shown in the following diagram:4

{∗}+R× S {∗}+R× [R] {∗}+R×R

{∗} S [R] R

id{∗} + idR × genπ,p,r,ω

id{∗} + idR ×vπ

id{∗} + idR × sumγ

[nil,cons] [0,+γ ]

s0

stepπ,p,r,ω

genπ,p,r,ω

vπ

sumγ

(7)

The left square is the recursive definition of the generation function in Eq. (4), and the right square is
the recursive definition of the discounted sum function in Eq. (5). Consequently, the whole rectangle
is the Bellman equation for the state value function in Eq. (6). See Appendix B for more details.

4For two functions f : A → C and g : B → C, their copairing [f, g] : A+B → C is the unique function defined by
cases, mapping an input x ∈ A+B to f(x) if x ∈ A, to g(x) if x ∈ B.
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Table 1: Recursive aggregation functions

definition initial value of statistic(s) update function post-processing
post ◦ agginit,▷ : [R]→ R init ∈ T ▷ : R× T → T post : T → R

discounted sum r1 + γr2 + · · ·+ γt−1rt discounted sum s: 0 ∈ R +γ := [r, s 7→ r + γ · s] idR

discounted min min{r1, γr2, . . . , γt−1rt} discounted min n: ∞ ∈ R minγ := [r, n 7→ min(r, γ · n)] idR

discounted max max{r1, γr2, . . . , γt−1rt} discounted max m: −∞ ∈ R maxγ := [r,m 7→ max(r, γ ·m)] idR

log-sum-exp log(er1 + er2 + · · ·+ ert) log-sum-exp m: −∞ ∈ R [r,m 7→ log(er + em)] idR

range max(r1:t)−min(r1:t)
max m
min n

[
−∞
∞

]
∈ R2

[
r,

[
m
n

]
7→
[
max(r,m)
min(r, n)

]] [[
m
n

]
7→ m− n

]
mean r := 1

t

∑t
i=1 ri

length n
sum s

[
0
0

]
∈
[
N
R

] [
r,

[
n
s

]
7→
[
n+ 1
s+ r

]] [[
n
s

]
7→ s

n

]
length n
mean m

[
0
0

]
∈
[
N
R

] [
r,

[
n
m

]
7→
[
n+ 1
n·m+r
n+1

]] [[
n
m

]
7→ m

]

variance 1
t

∑t
i=1(ri − r)2 = r2 − r2

length n
sum s
sum square q

00
0

 ∈
 N

R
R≥0

 r,
ns
q

 7→
n+ 1
s+ r

q + r2

 ns
q

 7→ q
n −

(
s
n

)2
length n
mean m
variance v

00
0

 ∈
 N

R
R≥0


r,
nm
v

 7→
 n+ 1

n·m+r
n+1

v + n(r−m)
2−(n+1)v

(n+1)
2




nm
v

 7→ v



top-k k-th largest in r1:t
top-k
buffer

top-1
top-2

...

−∞−∞
...

 ∈ Rk

[
r, b 7→

{
insert(r, b) r > min b

b r ≤ min b

]
[b 7→ min b]

3 Recursive reward aggregation functions

In this section, we generalize the discounted sum function in Eq. (5) to other recursive reward
aggregation functions that summarize a sequence of rewards into a single value. Our primary goal
is to derive a generalized Bellman equation extending Eq. (6) and provide theoretical insights for
efficient policy evaluation and optimization with recursive reward aggregation.

3.1 Bellman equation for the state statistic function

First, we observe that many aggregation functions are inherently recursive. However, the recursive
structure does not always operate directly within the original space. For instance, we can calculate
the arithmetic mean by calculating both the sum and the length recursively and then dividing the sum
by the length. Based on this observation, we propose the following definition:

Definition 3.1 (Recursive aggregation). Let T be a set of statistics. Given an initial value init ∈ T ,
an update function ▷ : R × T → T , and a post-processing function post : T → R, a recursive
statistic aggregation function agginit,▷ : [R]→ T of is defined as follows:

agginit,▷ : [R]→ T :=

[
[ ] 7→ init
rt:Ω 7→ rt ▷ agginit,▷(rt+1:Ω)

]
, (8)

and a recursive reward aggregation function post ◦ agginit,▷ : [R]→ R is the composition of this
function with the post-processing function post : T → R, shown in the following diagram:

{∗}+R× [R] {∗}+R× T

[R] T R

id{∗} + idR ×agginit,▷

[nil,cons] [init,▷]

agginit,▷ post

(9)

By substituting the discounted sum function with a general recursive reward aggregation function, we
can generalize the Bellman equation in Eq. (6) as follows:

Theorem 3.2 (Bellman equation for the state statistic function). Given a recursive reward
generation function genπ,p,r,ω (Definition 2.1) and a recursive statistic aggregation function agginit,▷
(Definition 3.1), their composition, called the state statistic function τπ : S → T , satisfies

τπ : S → T := agginit,▷ ◦ genπ,p,r,ω =

[
s 7→

{
init s ∈ Sω

rπ(s) ▷ τπ(pπ(s)) s /∈ Sω

]
. (10)
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Figure 2: By combining the recursive generation and aggregation of rewards, we can express the
state statistic function τπ : S → T as a composition of bidirectional processes. The forward process
S → R × S, parameterized by a policy π, takes a state st ∈ S and generates a reward rt+1 ∈ R
and the next state st+1 ∈ S. The backward process R× T → T takes a statistic τt+1 ∈ T from the
future and updates it with the previously generated reward rt+1 ∈ R to produce the current statistic
τt ∈ T . These bidirectional processes continue until a terminal state is reached, at which point its
statistic is assigned the initial value init ∈ T . See Appendix B for more details.

Definition 3.3 (Value function). The state value function vπ : S → R := post◦τπ is the composition
of the state statistic function τπ : S → T with the post-processing function post : T → R.

While prior work such as Quah & Quek (2006) defined the recursive structure of the value function
directly, our approach derives it from the recursive structure of the reward generation and aggregation
processes. Examples of recursive reward aggregation functions are provided in Table 1. An illustration
of the recursive structure is given in Fig. 2.

3.2 Policy evaluation: Iterative statistic function estimation

Next, we consider how to estimate the state statistic function τπ : S → T for an arbitrary policy π,
known as the policy evaluation problem (Sutton & Barto, 1998, Sections 4.1 and 11.4). We introduce
a generalized Bellman operator and prove the uniqueness of its fixed points under certain conditions.
This result enables iterative statistic/value function estimation used in policy iteration and modern
actor-critic methods (Barto et al., 1983; Mnih et al., 2016; Haarnoja et al., 2018; Fujimoto et al.,
2018). Concretely, the Bellman operator is defined as follows:
Definition 3.4 (Bellman operator). Given a policy π, a transition function p, a reward function r,
a terminal condition ω, and a recursive statistic aggregation function agginit,▷ (Definition 3.1), the
Bellman operator Bπ : [S, T ]→ [S, T ] for a function τ : S → T is defined by

Bπτ : S → T :=

[
s 7→

{
init s ∈ Sω

rπ(s) ▷ τ(pπ(s)) s /∈ Sω

]
. (11)

According to the Bellman equation in Theorem 3.2, we have Bπτπ = τπ , which means that the state
statistic function τπ is a fixed point of the Bellman operator. Then, we can generalize the classical
fixed point theorem under the following condition:
Definition 3.5 (Contractive update function). An update function ▷ : R× T → T is contractive with
respect to a premetric dT on statistics T if ∀r ∈ R. ∀τ1, τ2 ∈ T. dT (r ▷ τ1, r ▷ τ2) ≤ k · dT (τ1, τ2),
where k ∈ [0, 1) is a constant. In other words, r ▷ (−) : T → T is a contraction for all r ∈ R.

Theorem 3.6 (Uniqueness of fixed points of Bellman operator). Let τ1, τ2 : S → T be fixed points
of the Bellman operator Bπ (Definition 3.4). If the update function ▷ is contractive with respect to a
premetric dT on statistics T (Definition 3.5), then dT (τ1(s), τ2(s)) = 0 for all states s ∈ S. If dT is
a strict premetric, then τ1 = τ2 = τπ .

This result applies to a broad class of recursive aggregation functions beyond the discounted sum.
See Appendix C for further discussion on the premetric dT and the Bellman operator Bπ .
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3.3 Policy optimization: Optimal policies and optimal value functions

Finally, we consider how to find an optimal policy and compute its statistic/value functions recursively
based on the Bellman equation in Theorem 3.2:
Definition 3.7 (Optimal policy). Given a preorder≤T on statistics T , a policy π∗ is an optimal policy
if ∀π. ∀s ∈ S. τπ(s) ≤T τπ∗

(s), which has the optimal state statistic function τ∗ : S → T := τπ∗
and the optimal state value function v∗ : S → R := post ◦ τ∗.

Theorem 3.8 (Bellman optimality equation for the state statistic function). Given a preorder ≤T on
statistics T , the optimal state statistic function τ∗ (Definition 3.7) satisfies

τ∗ : S → T :=

s 7→
init s ∈ Sω

sup
a∈A

(r(s, a) ▷ τ∗(p(s, a))) s /∈ Sω

. (12)

Definition 3.7 and Theorem 3.8 are analogous to their classical counterparts (Sutton & Barto, 1998,
Section 3.6), but they extend to arbitrary recursive aggregation functions and allow comparisons
using a preorder ≤T on statistics. A Bellman optimality operator B∗ can be defined similarly to the
Bellman operator in Definition 3.4, and we can prove the uniqueness of its fixed points under certain
conditions. This result enables the value iteration algorithm (Sutton & Barto, 1998, Section 4.4),
temporal difference methods such as Q-learning (Watkins, 1989), and deep Q-network (DQN) based
methods (Mnih et al., 2013; Bellemare et al., 2017) to find the optimal policy π∗. See Appendix D
for further discussion on the preorder ≤T and the Bellman optimality operator B∗.

4 From deterministic to stochastic Markov decision processes

In this section, we briefly discuss the extension of our framework to the stochastic setting. We show
that the deterministic and stochastic settings share a fundamental similarity: all recursive structures
remain unchanged, except that (deterministic) functions are replaced by stochastic functions, and
function composition is replaced by marginalization over the intermediate variable, as described by
the Chapman–Kolmogorov equation (Giry, 1982; Puterman, 1994). The main difference is that the
stochastic setting allows for a richer class of aggregation functions (Bellemare et al., 2023), where the
non-commutativity and non-distributivity of certain operations can lead to more complex behaviors.

Notation Slightly abusing notation, we use the same symbols to denote the measurable spaces
of states S, actions A, rewards R, and statistics T . For a measurable space C, we write PC for the
measurable space of all probability measures on C, and we denote by δc ∈ PC the Dirac measure
concentrated at c ∈ C. An identity stochastic function idC : C → PC : [c 7→ δc] maps an element
c ∈ C to the Dirac measure δc ∈ PC. We consider stochastic transition p : S ×A → PS and
policy π : S → PA, while other functions can be deterministic. We also use the usual conditional
distribution notation such as p(s′|s, a) and π(a|s).

Stochastic composite functions In the stochastic setting, we can compose two stochastic functions
by marginalizing over the intermediate variable. Additionally, we can compose a stochastic function
with a deterministic one using the pushforward operation, which is equivalent to treating deterministic
functions as stochastic functions to Dirac measures. Then, we can define stochastic versions of

state transition pπ : S → PS := p ◦ ⟨idS , π⟩ =
[
s 7→ s′ ∼

∫
A
p(s′|s, a)π(a|s) da

]
and

state reward function rπ : S → PR := r ◦ ⟨idS , π⟩ =
[
s 7→ r ∼

∫
A
δr(s,a)(r)π(a|s) da

]
.

Stochastic recursive functions Analogous to Theorem 3.2, we can derive the recursive calculation
of the stochastic state statistic function τπ : S → PT , known as the distributional Bellman equation
(Morimura et al., 2010a;b; Bellemare et al., 2017), for any recursive aggregation function agginit,▷:

τπ : S → PT =

[
s 7→ τ ∼

{
δinit s ∈ Sω

r ▷ τ ′
∣∣∣ r ∼ rπ(r|s), τ ′ ∼

∫
S
τπ(τ

′|s′)pπ(s′|s) ds′ s /∈ Sω

]
. (13)
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Figure 3: The recursive structures of (left) the expected discounted sum of rewards E[r+γ s] and
(right) the discounted sum of expected rewards E[r] +γ E[s].

Stochastic aggregation functions Note that this framework also accommodates the traditional
expected discounted sum of rewards E

[∑Ω
t=1 γ

t−1rt

]
learning objective, by selecting δ0 as init, the

(pushforward through) discounted addition function +γ : R×R→ R as the update function ▷, and
the expectation operator E : PR → R as post. The stochastic statistic function τπ : S → PR in
Eq. (13), refered to as the value distribution in Bellemare et al. (2017), outputs the distribution of the
discounted sum of rewards, while the value function outputs its expectation. Since the expectation
distributes over the discounted addition, by changing the update function and initial value, we can
recursively calculate the discounted sum of expected rewards

∑Ω
t=1 γ

t−1 E[rt] instead (see Fig. 3),
which is the traditional approach in RL (Sutton & Barto, 1998). In this case, the statistic function
and the value function coincide, as no post-processing is required. However, Bellemare et al. (2017)
have shown that even in the discounted sum setting, the Bellman operator may be a contraction
in some metrics but not in others, while the Bellman optimality operator is a contraction only in
expectation and not in any distributional metric, leading to different convergence behaviors. These
challenges persist and may become unavoidable when using alternative aggregation functions due
to the inconsistency between expected aggregated rewards and aggregated expected rewards. We
discuss this further in Appendix E and leave a full investigation for future work.

5 Experiments

In this section, we empirically evaluate the proposed recursive reward aggregation technique across a
variety of environments and optimization objectives to support the following claims:

Different aggregation functions significantly influence policy preferences. Selecting an appropriate
aggregation function is an alternative approach to optimizing policies for specific objectives and
aligning agent behaviors with task-specific goals without modifying rewards (Sections 5.1 to 5.3).
In challenging real-world applications such as portfolio optimization, our method can directly
optimize desired evaluation criteria, demonstrating superior performance compared to existing
approaches and showcasing its practical effectiveness (Section 5.4).

5.1 Grid-world: Value-based methods for discrete planning

First, we present illustrative experiments in a simple grid-world environment to demonstrate the
fundamental impact of different recursive reward aggregation functions on learned policies.

Environment Fig. 4a shows the results for a 3 × 4 grid environment, where an agent navigates
from the top-left corner to a fixed goal at the bottom-right corner. As shown in Fig. 4a, the agent
receives a small negative reward at each step, which varies across states, and a positive reward upon
reaching the terminal state.

Method For this discrete environment, we modified the Q-learning algorithm (Watkins, 1989;
Watkins & Dayan, 1992) using the Bellman optimality operator introduced in Section 3.3 (more
specifically, the one for the state-action statistic function in Definition D.9). We used four recursive
aggregation functions: discounted sum, discounted max, min, and mean, as detailed in Table 1. The
detailed algorithm is provided in Algorithm 1 in Appendix G.
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Figure 4: Grid-world: Fig. 4a shows the discrete environment and the reward function r(s, a), where
the agent starts from the top-left corner • and needs to reach the goal at the bottom-right corner ■.
Figs. 4b to 4e show the optimal state-action value functions q∗(s, a) under different aggregations.
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Figure 5: Wind-world: Fig. 5a shows the continuous environment, where the agent encounters wind
disturbances (visualized with streamlines) and receives higher rewards near the center (depicted with
colored contours). Fig. 5b illustrates the trajectories of agents trained using different aggregation
functions, while Fig. 5c compares the rewards obtained by each agent. Fig. 5d presents the evaluation
metrics, highlighting the impact of aggregation functions on performance.

Results Compared to the standard discounted sum aggregation (Fig. 4b), optimizing for the
discounted max reward (Fig. 4c) makes the agent indifferent to intermediate costs, favoring shorter
paths to the goal. In contrast, the discounted min (Fig. 4d) encourages risk-averse behavior, while
the mean aggregation (Fig. 4e) promotes efficiency by maximizing average reward per step. Overall,
these results demonstrate how each aggregation function uniquely impacts reward evaluation and
policy preferences.

5.2 Wind-world: Policy improvement methods for trajectory optimization

Next, we show that the recursive reward aggregation technique can also be seamlessly integrated into
methods for continuous state and action spaces to optimize trajectories in complex environments.

Environment Inspired by Dorfman et al. (2021); Ackermann et al. (2024), we designed a two-
dimensional continuous environment where an agent navigates to a fixed goal amidst varying wind
disturbances, as shown in Fig. 5a. This setup allows us to evaluate the impact of different aggregation
functions on trajectory optimization.

Method For this continuous environment, we utilized the Proximal Policy Optimization (PPO)
algorithm (Schulman et al., 2017), which is a widely used policy improvement method. We estimated
the value function using the Bellman operator for the state statistic function in Definition 3.4. The
detailed algorithm is provided in Algorithm 2 in Appendix G.

Results The results in Figs. 5b to 5d show that different aggregation functions lead to distinct
trade-offs in trajectory optimization. Specifically, the max aggregation function prioritizes high-
reward paths, while the min function ensures more conservative and consistent behavior. The
variance-regularized mean aggregation provide balanced strategies, demonstrating the flexibility of
the recursive reward aggregation technique in optimizing diverse objectives.
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Figure 6: Lunar Lander Continuous: Comparison of five reward aggregation methods. (Left) Radar
plot showing performance across seven evaluation metrics, averaged over four random seeds. (Right)
Sample trajectories illustrating the qualitative behaviors induced by each aggregation method.

5.3 Physics simulation: Actor-critic methods for continuous control

Then, we extend our evaluation to more complex physics simulation environments.

Environment We conducted experiments on three continuous control environments: (i) Lunar
Lander Continuous (Brockman et al., 2016) from the Box2D environment, (ii) Hopper (Erez et al.,
2012), and (iii) Ant (Schulman et al., 2016) simulated using MuJoCo (Todorov et al., 2012). A
detailed description of these environments can be found in Appendix H.3.

Method In these experiments, we employed the Twin Delayed Deep Deterministic Policy Gradient
(TD3) algorithm (Fujimoto et al., 2018), with a modified recursive version detailed in Algorithm 3
in Appendix G. We considered five different reward aggregation functions: (i) discounted sum
(sum0.99), (ii) discounted max (max0.99), (iii) min (min), (iv) discounted sum plus discounted max
(sum0.99 +max0.99), and (v) discounted sum minus variance (sum0.99− var).

Results The results for Lunar Lander Continuous are provided in Fig. 6, with results for other
environments in Appendix H.3. As a goal-reaching task, Lunar Lander Continuous reveals how
different aggregation strategies influence landing behavior and overall performance.

With the sum0.99 aggregation, which serves as the baseline, the agent learns a balanced landing
strategy, effectively managing thrust control to achieve a smooth descent while minimizing fuel
consumption. In contrast, the max0.99 aggregation encourages the agent to seek high instantaneous
rewards, leading to aggressive thrusting behaviors. As a consequence, the lander may exhibit erratic
flight patterns, either applying excessive thrust to maximize immediate reward or failing to decelerate
properly, which increases the likelihood of hard landings, instability, or even complete mission failure.
This outcome underscores the risk of optimizing for short-term reward spikes at the expense of
long-term stability and control. The min aggregation demonstrates its effectiveness in risk-averse
tasks, as it prioritizes maximizing the worst-case outcomes rather than accumulate reward. The
agent adopts a cautious descent strategy, reducing the likelihood of crashes by avoiding sudden
thrust changes. Furthermore, since goal-reaching tasks inherently align cumulative and peak rewards,
the sum0.99 +max0.99 aggregation performs similarly to sum0.99, as both encourage stable and
efficient landings without introducing significant behavioral differences. Finally, in the sum0.99− var
aggregation, the lander remains airborne, ultimately leading to mission termination. This occurs
because both successful and failed landings yield large positive or negative rewards, the agent
attempts to avoid these extremes, increasing variance and leading to hesitant and inefficient control.
This highlights the conflict between variance minimization and goal-reaching tasks, where effective
performance relies on high-reward actions often discouraged by variance penalties. These findings
emphasize the need to choose aggregation strategies that align with the specific demands of the task.
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Table 2: Performance comparison of different methods for portfolio optimization using the Sharpe
ratio. The table reports the mean and standard deviation of the Sharpe ratio across five random seeds
during the test period, where a higher value indicates better risk-adjusted returns.

DiffSharpe NCMDP Ours

Sharpe Ratio (Test) 0.29± 1.22 0.48± 0.79 1.12± 0.92

5.4 Real-world application: Sharpe ratio in portfolio optimization

Lastly, we evaluate the practical applicability of our method in a real-world application.

Portfolio optimization (Moody et al., 1998; Sood et al., 2023; Liu et al., 2024) is a real-world
financial application where an agent (or investor) determines the optimal allocation of assets across
different investment options. It can be framed as a sequential decision-making problem as the agent
continuously adjusts the portfolio in response to evolving market conditions, fluctuating asset prices,
and shifting risk preferences, rather than setting a static allocation. Each decision not only influences
immediate returns but also conditions future decisions.

The Sharpe ratio (Sharpe, 1966) is a standard metric for evaluating the performance of investment
strategies by quantifying the trade-off between return and risk. It is defined as the ratio of the average
return (arithmetic mean) to the volatility of return (standard deviation) (Bodie et al., 2011, Eq. (5.18)):

SharpeRatio(r1:t) :=
mean(r1:t)

std(r1:t)
, (14)

where rt := (Pt+1 − Pt)/Pt represents the simple return, and Pt is the portfolio value at time t.
Since the Sharpe ratio is non-cumulative, previous RL approaches have relied on the approximate
differential Sharpe ratio (Moody et al., 1998; Moody & Saffell, 2001) as a reward signal to facilitate
learning. However, this approach introduces an inconsistency between the learning objective and the
actual Sharpe ratio, potentially leading to suboptimal policy learning.

Environment This experiment was conducted in a financial market simulation, where an agent
learned to optimize portfolio allocations across 11 different S&P 500 sector indices from 2006 to
2021. The environment is the same as that described by Sood et al. (2023); Nägele et al. (2024), with
further details provided in Appendix H.4.

Baselines We considered two baseline methods: (i) DiffSharpe (Moody et al., 1998; Moody &
Saffell, 2001), which optimizes an approximate differential Sharpe ratio, and (ii) a non-cumulative
Markov decision process (NCMDP) method proposed by Nägele et al. (2024), which maps NCMDPs
to standard MDPs and defines per-step rewards based on consecutive differences.

Method As demonstrated in Table 1, since both mean and variance admit recursive computation,
the Sharpe ratio can also be expressed and updated in a recursive manner. This property allows our
method to address the aforementioned inconsistency, aligning the learning objective with the true
Sharpe ratio. Our method is built upon the PPO (Schulman et al., 2017) algorithm, with specific
modifications on Bellman equation detailed in Algorithm 2 in Appendix G.

Results We conducted experiments across five random seeds, reporting the mean and standard
deviation of test performance. Since a higher Sharpe ratio reflects superior risk-adjusted returns, the
results in Table 2 and Fig. 17 in Appendix H.4 indicate that our method often attains improved risk-
reward balance relative to the baselines. These results illustrate that modifying either the local reward
signal or the global performance measure can create misalignment, leading to inconsistencies in
policy training and suboptimal outcomes. Unlike baseline methods, our method maintains the original
per-step reward structure while estimating and optimizing the exact Sharpe ratio over the entire
trajectory. This design may help maintain alignment between training and evaluation, enabling the
agent to focus more on long-term performance and become less sensitive to short-term fluctuations.
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6 Conclusion

Summary In this paper, we revealed that the recursive structures in the standard MDP can be
generalized to a broader class of recursive reward aggregation functions, resulting in generalized
Bellman equations and operators. Our theoretical analysis on the existence and uniqueness of fixed
points of the generalized Bellman operators provides a solid foundation for designing RL algorithms
based on recursive reward aggregation and understanding their convergence properties. Empirical
evaluations across discrete and continuous environments confirmed that different aggregation
functions significantly influence policy preferences, and we can align the agent behavior with
the task requirements by selecting appropriate aggregation functions. These findings highlight the
flexibility of recursive reward aggregation, paving the way for more versatile RL algorithms that can
be tailored to complex task requirements.

Scope and limitations Our framework is designed for recursive aggregations. As such, it does
not directly support non-recursive objectives such as the median or semivariance, which cannot
be computed using a bounded-size accumulator in an online fashion with a single pass. Although
approximate solutions may be feasible, e.g., sketching algorithms such as online quantile estimation
(Greenwald & Khanna, 2001), they fall outside the exact scope of our algebraic formulation.

Additionally, while our method frees the designer from modifying the reward function itself, it
introduces a different axis of design: selecting or constructing a suitable aggregation function. The
space of meaningful aggregations is vast and may require domain-specific insight or empirical tuning.

Finally, our work is agnostic to the validity of the reward hypothesis (Bowling et al., 2023): the idea
that all goals can be expressed as the maximization of expected cumulative scalar rewards. We neither
rely on this assumption nor seek to refute it. Instead, we explore an orthogonal dimension of goal
specification: how reward signals are aggregated over time. This perspective complements traditional
reward design and provides a flexible mechanism for aligning behavior with complex objectives,
without requiring any claims about the ultimate expressiveness or limitations of scalar rewards.

Future work Future research could explore several extensions and applications of the proposed
recursive reward aggregation framework.

First, since the abstract framework does not require the outputs of the generation function and the
inputs of the aggregation function to be real values, one promising direction is to investigate the use
of multi-dimensional objectives or non-numerical feedback signals, enhancing the flexibility and
expressiveness of policy preferences, particularly in complex environments with intricate reward
structures (Pitis, 2023; Wiltzer et al., 2024) or constraints (Gattami et al., 2021; Wachi et al., 2024).

Second, exploring the properties of the generalized Bellman operators in the stochastic setting,
especially their contraction behavior under different distributional metrics, is an important area of
study (Bellemare et al., 2023).

Third, extending the framework to approximate non-recursive aggregations (Greenwald & Khanna,
2001) or to learn aggregation functions from data (Zaheer et al., 2017; Ong & Veličković, 2022)
could broaden its applicability and automate goal specification.

Finally, applying recursive reward aggregation to real-world settings such as (i) risk-sensitive decision-
making, (ii) risk-adjusted return optimization and portfolio diversification in finance, and (iii) safe,
robust, and multi-objective control in robotics and autonomous driving, presents promising directions
(Kober et al., 2013; Kiran et al., 2021; Liu et al., 2024).
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A State-action recursion

In Section 2, we introduced the recursive generation of rewards by iterating over states S. In this
section, we extend this framework to iterate over state-action pairs S ×A, which is crucial for
defining the state-action value function qπ : S ×A→ R.

A.1 State-action transition

First, note that both pre-composing and post-composing the pairing function ⟨idS , π⟩ : S → S ×A
with the transition function p : S ×A→ S yield transition functions:

state transition pSπ : S → S := p ◦ ⟨idS , π⟩ = [s 7→ p(s, π(s))] and
state-action transition pS×A

π : S ×A→ S ×A := ⟨idS , π⟩ ◦ p = [s, a 7→ p(s, a), π(p(s, a))].

We use the superscripts S and S ×A to indicate the domains/codomains of these transition functions.

A.2 State-action step function and generation function

Then, following the definitions of the state step function stepSπ,p,r,ω : S → {∗}+R×S in Eq. (3) and
generation function genSπ,p,r,ω : S → [R] in Eq. (4), we can define the state-action step/generation
functions using the state-action transition pS×A

π and the reward function r:

stepS×A
π,p,r,ω : S ×A→ {∗}+R× (S ×A) :=

[
s, a 7→

{
∗ s ∈ Sω

(r(s, a),pS×A
π (s, a)) s /∈ Sω

]
, (15)

genS×A
π,p,r,ω : S ×A→ [R] :=

[
s, a 7→

{
[ ] s ∈ Sω

cons(r(s, a), genS×A
π,p,r,ω(p

S×A
π (s, a))) s /∈ Sω

]
. (16)

A.3 State-action statistic function and value function

Applying the same algebraic fusion technique (Hinze et al., 2010) used for the state statistic function
τSπ : S → T in Theorem 3.2, we can define the state-action statistic function τS×A

π : S ×A→ T
and derive its corresponding Bellman equation as follows:

Theorem A.1 (Bellman equation for the state-action statistic function). Given a recursive reward
generation function genS×A

π,p,r,ω and a recursive statistic aggregation function agginit,▷ (Definition 3.1),
their composition, called the state-action statistic function τS×A

π : S → T , satisfies
τS×A
π : S ×A→ T := agginit,▷ ◦ genS×A

π,p,r,ω

=

[
s, a 7→

{
init s ∈ Sω

r(s, a) ▷ τS×A
π (pS×A

π (s, a)) s /∈ Sω

]
. (17)

Similarly, the state-action value function qπ : S ×A→ R := post ◦ τS×A
π is the composition of the

state-action statistic function τS×A
π : S ×A→ T with the post-processing function post : T → R.

A.4 Relationship between state and state-action statistic functions

We can now state the theorem that relates the state and state-action statistic functions:

Theorem A.2 (Relationship between state and state-action statistic functions). Given a recursive
reward generation function genπ,p,r,ω (Definition 2.1) and a recursive statistic aggregation function
agginit,▷ (Definition 3.1), the state statistic function τSπ : S → T in Eq. (10) and the state-action
statistic function τS×A

π : S ×A→ T in Eq. (17) satisfy
τSπ = τS×A

π ◦ ⟨idS , π⟩ : S → T (for all states), (18)

τS×A
π = r ▷ (τSπ ◦ p) : S ×A→ T (for all non-terminal states). (19)
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Corollary A.3 (Relationship between state and state-action value functions). The state value function
vπ : S → R and the state-action value function qπ : S ×A→ R satisfy

vπ = qπ ◦ ⟨idS , π⟩ : S → R. (20)

In summary, the relationships between the state/state-action step, generation, statistic, and value
functions are shown in the following diagram:

{∗}+R× S {∗}+R× [R]

{∗}+R× (S ×A) {∗}+R× T

{∗} S [R]

S ×A T R

[nil,cons]

[init,▷]

s0

step
S
π,p,r,ω

gen
S
π,p,r,ω

⟨idS ,π⟩

τ
S
π

vπ

agginit,▷

step
S×A
π,p,r,ω

gen
S×A
π,p,r,ω

τ
S×A
π

qπ

post

(21)

A.5 Advantage function

The advantage function (Baird, 1994),
απ : S ×A→ R := qπ − vπ ◦ p1 = [s, a 7→ qπ(s, a)− vπ(s)], (22)

is defined as the difference between the state-action value function qπ : S ×A→ R and the state
value function vπ : S → R, where p1 : S ×A→ S is the projection function that extracts the state
from a state-action pair. The advantage function measures the advantage of taking an action a in a
state s over the average value of all actions in that state following the policy π, which is widely used
in RL algorithms.

For a general recursive reward aggregation function post ◦ agginit,▷, the advantage function can be
expressed using the state-action statistic function τS×A

π : S ×A→ T and the state statistic function
τSπ : S → T as follows:

απ : S ×A→ R =
[
s, a 7→ post(τS×A

π (s, a))− post(τSπ (s))
]

(23)

=

[
s, a 7→

{
0 s ∈ Sω

post(r(s, a) ▷ τSπ (p(s, a)))− post(τSπ (s)) s /∈ Sω

]
. (24)

Because the statistic function can be computed recursively, given a sequence of states, rewards, and
statistics, we can obtain a sequence of advantage estimators:

α̂
(1)
t = post(rt ▷ τt+1)− post(τt), (25)

α̂
(2)
t = post(rt ▷ rt+1 ▷ τt+2)− post(τt), (26)

α̂
(3)
t = post(rt ▷ rt+1 ▷ rt+2 ▷ τt+3)− post(τt), (27)

...
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α̂
(1)
t+1 = post(rt+1 ▷ τt+2)− post(τt+1), (28)

α̂
(2)
t+1 = post(rt+1 ▷ rt+2 ▷ τt+3)− post(τt+1), (29)

...

The generalized advantage estimator (GAE) proposed by Schulman et al. (2016) combines these
advantage estimators with a discount factor λ ∈ [0, 1]:

α̂t := α̂
(1)
t + λα̂

(2)
t + λ2α̂

(3)
t + · · · (30)

= 1 (post(rt ▷ τt+1) − post(τt))
+ λ (post(rt ▷ rt+1 ▷ τt+2) − post(τt))

+ λ2 (post(rt ▷ rt+1 ▷ rt+2 ▷ τt+3) − post(τt))
+ · · ·

(31)

The original GAE formulation (Schulman et al., 2016) considered only the discounted sum and an
infinite horizon. For a finite horizon Ω, the advantage estimator can be expressed as follows:

αt = 1 (rt + γvt+1 − vt)

+ λ (rt + γrt+1 + γ2vt+2 − vt)

+ λ2 (rt + γrt+1 + γ2rt+2 + γ3vt+3 − vt)
+ · · ·
+ λΩ−t−1 (rt + γrt+1 + γ2rt+2 + · · · + γΩ−t−1rΩ−1 + γΩ−tvΩ − vt)

(32)

=

Ω−t−1∑
i=0

λiγi

(
1− λΩ−t−i

1− λ
rt+i + γvt+i+1

)
− 1− λΩ−t

1− λ
vt, (33)

which has a recursive form:

αt =
1− λΩ−t

1− λ
(rt + γvt+1 − vt) + λγαt+1. (34)

However, when considering a general recursive reward aggregation function post ◦ agginit,▷, a
recursive expression for the advantage estimator is not always available. Therefore, the advantage
estimator may need to be computed directly using its original definition in Eq. (30).
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Figure 7: State statistic bidirectional process τSπ : S → T
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Figure 8: State statistic bidirectional process (with different behavior and target policies)
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Figure 9: State statistic bidirectional process (with state as the residual)
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Figure 10: State-action statistic bidirectional process τS×A
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Figure 11: State-action statistic bidirectional process (with different behavior and target policies)
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B Algebraic structures in Markov decision process

In this section, we briefly discuss the algebraic structures used in this work. For a tutorial on algebraic
programming, we refer the reader to Hutton (1999). For a theoretical treatment of algebra fusion,
see Hinze et al. (2010). For an accessible and illustrative introduction to bidirectional processes, we
recommend Gavranović (2022).

B.1 Algebra fusion

In this work, we mainly considered algebras and coalgebras of signature {∗}+R× (−), i.e., lists of
rewards. An algebra is a pair (A, f) consisting of a carrier set A and a function f : {∗}+R×A→ A.
A coalgebra is a pair (C, g) consisting of a carrier set C and a function g : C → {∗}+R× C. For
example, the list construction [nil, cons] : {∗}+R× [R]→ [R] is an algebra on the set [R] of lists of
rewards, while the step function stepSπ,p,r,ω : S → {∗}+R× S is a coalgebra on the set S of states.

Note that the list construction [nil, cons] is the initial algebra, the discounted sum function sumγ is
defined as the catamorphism from the initial algebra to the algebra [0,+γ ], while the recursive reward
generation function genπ,p,r,ω is defined as the hylomorphism from the coalgebra stepπ,p,r,ω to the
initial algebra. In the field of functional programming, such operations are also known as fold and
unfold (Meijer et al., 1991; Bird & de Moor, 1997; Hutton, 1999; Yang & Wu, 2022).

Due to the recursive nature of the generation and aggregation functions, we can derive the recursive
structure of their composition using the algebra fusion technique (Hinze et al., 2010), which leads to
the Bellman equations for the state statistic function τSπ : S → T in Theorem 3.2 and the state-action
statistic function τS×A

π : S ×A→ T in Theorem A.1.

B.2 Bidirectional process

In Fig. 2, we illustrate the bidirectional processes for the state statistic function and state value function.
In algebra, such bidirectional processes are called lenses and optics (Riley, 2018). Such bidirectional
processes (Riley, 2018) have been applied to study supervised learning (Fong & Johnson, 2019),
Bayesian inference (Smithe, 2020), gradient-based learning (Cruttwell et al., 2022), and reinforcement
learning (Hedges & Sakamoto, 2022).

Note that there is a slight difference between the definitions of step/generation/statistic functions in
Eqs. (3), (4) and (10) and the bidirectional process in Fig. 2 (reproduced in Fig. 7). In Eq. (3), a
state s is duplicated and passed separately to the transition function pπ and the reward function rπ,
requiring the policy π to compute the action a twice. In contrast, in Fig. 7, the state s is passed to the
policy π only once, and the action a is computed only once and then copied to the transition function
p and the reward function r. These two approaches are equivalent only when the following equation
holds:

S

A A

π π

S

A A

π

= (35)

For functions, copying an input and then passing the copies to two identical functions is equivalent to
passing the input to the function once and then copying the output. However, for stochastic functions,
these two approaches are not equivalent, which requires additional care when defining bidirectional
processes for stochastic functions (see also Fritz, 2020, Definition 10.1).
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Strictly speaking, the definitions in Eqs. (3), (4) and (10) correspond to a bidirectional process
illustrated in Fig. 8, where different behavior and target policies can be considered. In this setting,
the target policy πθ, parameterized by θ, is used to compute the reward and is optimized, while the
potentially unknown behavior policy π is passed to the transition function. Further, the internal state
between the forward and backward processes — also known as the residual (Gavranović, 2022) —
can be the state itself rather than the reward, as shown in Fig. 9. Similar considerations extend to the
state-action statistic function, as illustrated in Figs. 10 to 12.

We believe that such bidirectional processes offer a clearer framework for reinforcement learning,
including offline reinforcement learning, inverse reinforcement learning, and imitation learning
(Hussein et al., 2017; Arora & Doshi, 2021; Hedges & Sakamoto, 2022; Murphy, 2024). Further
research is needed to explore the full potential of bidirectional processes in reinforcement learning.

B.3 Non-uniqueness of update function and post-processing function

It is important to note that for a given aggregation function, the corresponding update function
▷ : R× T → T and post-processing function post : T → R are not necessarily unique.

Mean For example, the mean function can be computed recursively in different ways: one approach
updates the sum and the length, while another updates the mean and the length. Each approach has its
own advantages and disadvantages. Updating the sum allows for a straightforward implementation,
but when both the sum and the length are large, numerical instability may arise. In contrast, updating
the mean may require additional computation, but if the rewards are bounded, the mean remains
bounded as well, which can improve numerical stability.

Variance Similarly, the variance can also be computed recursively through multiple formulations.
A common method maintains the sum of squares, the mean, and the length, while a more
numerically stable alternative, Welford’s algorithm (Welford, 1962), updates the variance directly
using incremental differences. Specifically, the update rule is given by:

σ2
t+1 = σ2

t +
t(rt+1 − µt)

2 − (t+ 1)σ2
t

(t+ 1)2
, (36)

where rt, µt, and σ2
t denote the reward observed at time step t, the mean of the rewards up to time

t, and the variance of the rewards up to time t, respectively. To compute the variance iteratively
using this formulation, it is sufficient to maintain and update the length, the mean, and the variance
at each step. This formulation improves numerical stability by preventing catastrophic cancellation
(Goldberg, 1991; Muller et al., 2018), which occurs when subtracting two large and nearly identical
values, leading to significant precision loss in floating-point arithmetic.
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Table 3: Properties of metrics

Premetric Strict premetric Metric

Indiscernibility of identities
(a1 = a2)→ (dA(a1, a2) = 0)

✓ ✓ ✓

Identity of indiscernibles
(dA(a1, a2) = 0)→ (a1 = a2)

✓ ✓

Symmetry
dA(a1, a2) = dA(a2, a1)

✓

Triangle inequality
dA(a1, a3) ≤ dA(a1, a2) + dA(a2, a3)

✓

C Metrics and Bellman operators

In this section, we discuss the metrics on the statistics T and rewards R and the Bellman operators
for the state/state-action statistic functions.

C.1 Preliminaries

Recall the definitions of metrics, as summarized in Table 3:

Definition C.1 (Premetric). A premetric on a set A is a function dA : A × A → [0,∞] such that
∀a ∈ A. dA(a, a) = 0.

Definition C.2 (Strict premetric). A strict premetric on a set A is a function dA : A×A→ [0,∞]
such that ∀a1, a2 ∈ A. (dA(a1, a2) = 0)↔ (a1 = a2).

Given a function to a premetric space, we can define a premetric on the domain by pullback:

Lemma C.3 (Pullback premetric). Let dB : B × B → [0,∞] be a premetric on a set B, and let
f : A→ B be a function. The pullback premetric dA : A×A→ [0,∞] is defined by

∀a1, a2 ∈ A. dA(a1, a2) := dB(f(a1), f(a2)). (37)
If dB is a strict premetric, then dA is also a strict premetric if and only if the function f is injective.

C.2 Metrics on statistics and rewards

By Lemma C.3, we can define a premetric dT on statistics T by pulling back a premetric dR on
rewards R through a post-processing function post : T → R:

∀τ1, τ2 ∈ T. dT (τ1, τ2) := dR(post(τ1),post(τ2)). (38)

However, when rewards R are real-valued while statistics T are multi-dimensional, the pullback
premetric dT may not be a strict premetric, as different statistics may map to the same reward value.

For example, consider the range of rewards, where the statistics T = R2 are the maximum and
minimum of rewards. We can directly define a metric on statistics by

dT

([
m1

n1

]
,

[
m2

n2

])
:=

√
(m1 −m2)

2 + (n1 − n2)
2. (39)

If we use the pullback premetric, we have

dT

([
m1

n1

]
,

[
m2

n2

])
:= dR

(
post

([
m1

n1

])
,post

([
m2

n2

]))
(40)

= dR(m1 − n1,m2 − n2) (41)
= |(m1 − n1)− (m2 − n2)|. (42)
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C.3 Bellman operators

Recall the definition of the Bellman operator for a state statistic function τS : S → T :

Definition 3.4 (Bellman operator). Given a policy π, a transition function p, a reward function r,
a terminal condition ω, and a recursive statistic aggregation function agginit,▷ (Definition 3.1), the
Bellman operator Bπ : [S, T ]→ [S, T ] for a function τ : S → T is defined by

Bπτ : S → T :=

[
s 7→

{
init s ∈ Sω

rπ(s) ▷ τ(pπ(s)) s /∈ Sω

]
. (11)

We can define a Bellman operator for a state-action statistic function τS×A : S ×A→ T similarly:

Definition C.4 (Bellman operator). Given a policy π, a transition function p, a reward function r,
a terminal condition ω, and a recursive statistic aggregation function agginit,▷ (Definition 3.1), the
Bellman operator BS×A

π : [S ×A, T ] → [S ×A, T ] for a function τS×A : S ×A → T is defined
by

BS×A
π τS×A : S ×A→ T :=

[
s, a 7→

{
init s ∈ Sω

r(s, a) ▷ τS×A(pS×A
π (s, a)) s /∈ Sω

]
. (43)

C.4 Existence of fixed points of Bellman operators

The existence of fixed points of the Bellman operators BSπ and BS×A
π is established by the Bellman

equations for the state statistic function τSπ : S → T in Theorem 3.2 and the state-action statistic
function τS×A

π : S ×A→ T in Theorem A.1.
Remark 4 (Banach fixed point theorem). Note that the classical fixed point theorem for Bellman
operators typically relies on the Banach fixed point theorem, which requires the underlying space to
be a complete metric space. This is not an issue in the standard discounted sum setting, as the space
R of real numbers has a complete metric structure. However, in our setting, the space T of statistics
may lack such a complete metric structure, posing potential challenges for establishing fixed point
guarantees. That said, the triangle inequality of the metric and the completeness of the space are
only necessary for ensuring the existence of fixed points: the triangle inequality guarantees that the
iterative sequence is a Cauchy sequence, while completeness ensures that the sequence has a limit
within the space. Since the existence of fixed points follows directly from the Bellman equations, our
focus shifts to the uniqueness of fixed points, which only requires the space to be a premetric space.

C.5 Uniqueness of fixed points of Bellman operators

Recall that Theorem 3.6 establishes the uniqueness of fixed points of the Bellman operator BSπ for
state statistic functions τS : S → T :

Theorem 3.6 (Uniqueness of fixed points of Bellman operator). Let τ1, τ2 : S → T be fixed points
of the Bellman operator Bπ (Definition 3.4). If the update function ▷ is contractive with respect to a
premetric dT on statistics T (Definition 3.5), then dT (τ1(s), τ2(s)) = 0 for all states s ∈ S. If dT is
a strict premetric, then τ1 = τ2 = τπ .

Similarly, we can extend this result to the Bellman operator BS×A
π for state-action statistic functions

τS×A : S ×A→ T :

Theorem C.5 (Uniqueness of fixed points of the Bellman operator). Let τS×A
1 , τS×A

2 : S ×A→ T
be fixed points of the Bellman operator BS×A

π (Definition C.4). If the update function ▷ is contractive
with respect to a premetric dT on statistics T (Definition 3.5), then dT (τ

S×A
1 (s, a), τS×A

2 (s, a)) = 0

for all states s ∈ S and actions a ∈ A. If dT is a strict premetric, then τS×A
1 = τS×A

2 = τS×A
π .
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Table 4: Properties of orders

Preorder Partial order Total preorder Total order

Reflexivity
a ≤A a

✓ ✓ ✓ ✓

Transitivity
(a1 ≤A a2) ∧ (a2 ≤A a3)→ (a1 ≤A a3)

✓ ✓ ✓ ✓

Antisymmetry
(a1 ≤A a2) ∧ (a2 ≤A a1)→ (a1 = a2)

✓ ✓

Totality
(a1 ≤A a2) ∨ (a2 ≤A a1)

✓ ✓

D Orders and Bellman optimality operators

In this section, we discuss the orders on the statistics T and rewards R and the Bellman optimality
operators for the state/state-action statistic functions.

D.1 Preliminaries

Recall the definitions of orders, as summarized in Table 4:

Definition D.1 (Preorder). A preorder on a set A is a relation ≤A that is reflexive ∀a ∈ A. a ≤A a
and transitive ∀a1, a2, a3 ∈ A. (a1 ≤A a2) ∧ (a2 ≤A a3)→ (a1 ≤A a3).

Definition D.2 (Partial order). A partial order on a set A is a relation ≤A that is reflexive, transitive,
and antisymmetric ∀a1, a2 ∈ A. (a1 ≤A a2) ∧ (a2 ≤A a1)→ (a1 = a2).

Definition D.3 (Total preorder). A total preorder on a set A is a relation ≤A that is reflexive,
transitive, and total ∀a1, a2 ∈ A. (a1 ≤A a2) ∨ (a2 ≤A a1).

Definition D.4 (Total order). A total order on a set A is a relation ≤A that is reflexive, transitive,
antisymmetric, and total.

Given a function to a preorder space, we can define a preorder on the domain by pullback:

Lemma D.5 (Pullback preorder). Let ≤B be a preorder on a set B, and let f : A→ B be a function.
The pullback preorder ≤A on a set A is defined by

∀a1, a2 ∈ A. (a1 ≤A a2) := (f(a1) ≤B f(a2)). (44)
If ≤B is total, then ≤A is also total. If ≤B is antisymmetric, then ≤A is also antisymmetric if and
only if f is injective.

Given a preorder and a premetric, wen can consider how the premetric preserves the preorder:

Definition D.6 (Preorder-preserving premetric). A premetric dB : B × B → [0,∞] on a set B
preserves a preorder ≤B on the set B if
∀b1, b2, b3 ∈ B. (b1 ≤B b2 ≤B b3)→(dB(b1, b2) ≤ dB(b1, b3))∧(dB(b3, b2) ≤ dB(b3, b1)). (45)

Note that since a premetric is not required to be symmetric, there are in total eight possible inequalities
that we can consider for the preorder preservation of a premetric, which are omitted here for brevity.

Given a preorder-preserving premetric, we can consider an inequality for the supremum of functions:

Lemma D.7 (Preorder-preserving premetric’s supremum inequality). Let dB : B ×B → [0,∞] be
a premetric that preserves a premetric ≤B on a set B. Then, for functions f1, f2 : A → B whose
suprema are attained in B, we have

dB(sup
a∈A

f1(a), sup
a∈A

f2(a)) ≤ sup
a∈A

dB(f1(a), f2(a)). (46)

This lemma is useful for proving the contraction property of the Bellman optimality operator, as we
will see later.
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D.2 Orders on statistics and rewards

By Lemma D.5, we can define a preorder ≤T on statistics T by pulling back a preorder ≤R on
rewards R through a post-processing function post : T → R:

∀τ1, τ2 ∈ T. (τ1 ≤T τ2) := (post(τ1) ≤R post(τ2)). (47)

Since the (pre)order ≤R on rewards R is usually the total order of real numbers, we can guarantee
that the preorder ≤T on statistics T is also total.

For example, consider the arithmetic mean of rewards, where the statistics T = N× R are the length
and the sum of rewards. We can compare two statistics (n1, s1) and (n2, s2) by comparing the means
s1
n1

and s2
n2

. This is a total preorder on the statistics T .

D.3 Bellman optimality operators

We can define the Bellman optimality operators as follows:

Definition D.8 (Bellman optimality operator). Given a policy π, a transition function p, a reward
function r, a terminal condition ω, a recursive statistic aggregation function agginit,▷ (Definition 3.1),
and a preorder ≤T on statistics T , the Bellman optimality operator BS∗ : [S, T ] → [S, T ] for a
function τS : S → T is defined by

BS∗ τS : S → T :=

s 7→
init s ∈ Sω

sup
a∈A

(
r(s, a) ▷ τS(p(s, a))

)
s /∈ Sω

. (48)

Definition D.9 (Bellman optimality operator). Given a policy π, a transition function p, a reward
function r, a terminal condition ω, a recursive statistic aggregation function agginit,▷ (Definition 3.1),
and a preorder≤T on statistics T , the Bellman optimality operator BS×A

∗ : [S ×A, T ]→ [S ×A, T ]

for a function τS×A : S ×A→ T is defined by

BS×A
∗ τS×A : S ×A→ T :=

s, a 7→
init s ∈ Sω

sup
a
′∈A

(
r(s, a) ▷ τS×A(p(s, a), a′)

)
s /∈ Sω

. (49)

D.4 Existence of fixed points of Bellman optimality operators

Recall that Theorem 3.8 establishes the existence of a fixed point of the Bellman optimality operator
BS∗ for state statistic functions τS : S → T :

Theorem 3.8 (Bellman optimality equation for the state statistic function). Given a preorder ≤T on
statistics T , the optimal state statistic function τ∗ (Definition 3.7) satisfies

τ∗ : S → T :=

s 7→
init s ∈ Sω

sup
a∈A

(r(s, a) ▷ τ∗(p(s, a))) s /∈ Sω

. (12)

We can similarly establish the existence of a fixed point of the Bellman optimality operator BS×A
∗ for

state-action statistic functions τS×A : S ×A→ T :

Theorem D.10 (Bellman optimality equation for the state-action statistic function). Given a preorder
≤T on statistics T , the optimal state-action statistic function τS×A

∗ satisfies

τS×A
∗ : S ×A→ T :=

s, a 7→
init s ∈ Sω

sup
a
′∈A

(
r(s, a) ▷ τS×A

∗ (p(s, a), a′)
)

s /∈ Sω

. (50)

D.5 Uniqueness of fixed points of Bellman optimality operators

Similarly to Theorem 3.6, we can guarantee the uniqueness of fixed points of the Bellman optimality
operators BS∗ and BS×A

∗ under certain conditions:
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Table 5: Fixed points of the Bellman operators and the Bellman optimality operators

Definition Existence Uniqueness

Bellman operator BSπ Definition 3.4 Theorem 3.2 Theorem 3.6
BS×A
π Definition C.4 Theorem A.1 Theorem C.5

Bellman optimality operator BS∗ Definition D.8 Theorem 3.8 Theorem D.11
BS×A
∗ Definition D.9 Theorem D.10 Theorem D.12

Theorem D.11 (Uniqueness of fixed points of Bellman optimality operator). Let τS1 , τ
S
2 : S → T

be fixed points of the Bellman optimality operator BS∗ (Definition D.8). If the update function ▷ is
contractive with respect to a premetric dT on statistics T (Definition 3.5), and the premetric dT
preserves the preorder ≤T on statistics T (Definition D.6), then dT (τ

S
1 (s), τ

S
2 (s)) = 0 for all states

s ∈ S. If dT is a strict premetric, then τS1 = τS2 = τS∗ .

Theorem D.12 (Uniqueness of fixed points of Bellman optimality operator). Let τS×A
1 , τS×A

2 :
S ×A → T be fixed points of the Bellman optimality operator BS×A

∗ (Definition D.9). If the
update function ▷ is contractive with respect to a premetric dT on statistics T (Definition 3.5),
and the premetric dT preserves the preorder ≤T on statistics T (Definition D.6), then
dT (τ

S×A
1 (s, a), τS×A

2 (s, a)) = 0 for all states s ∈ S and actions a ∈ A. If dT is a strict premetric,
then τS×A

1 = τS×A
2 = τS×A

∗ .

In summary, the definitions and results on the fixed points of the Bellman operators and the Bellman
optimality operators are summarized in Table 5.
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E Stochastic Markov decision process

In this section, we discuss the stochastic extension of the deterministic Markov decision processes
introduced in Sections 2 and 3.

E.1 Composition of stochastic functions

The composition rules of stochastic functions and deterministic functions are defined as follows:

Composition of two stochastic functions f : A→ PB and g : B → PC by marginalizing over the
intermediate variable, as described by the Chapman–Kolmogorov equation (Giry, 1982):

(g ◦ f)(c|a) :=
∫
B

g(c|b)f(b|a) db. (51)

A B C

PB PC

PPC

f

f

g◦f

g◦f

g

g

Pg µC

(52)

Composition of a stochastic function f : A→ PB with a deterministic function g : B → C:

(g ◦ f)(c|a) := g∗f(b|a) =
∫
B

δg(b)f(b|a) db. (53)

A B C

PB PC

PPC

f

f

g◦f

g◦f

g

δg

g∗

Pδg µC

(54)

Composition of a deterministic function f : A→ B with a stochastic function g : B → PC:
(g ◦ f)(c|a) := g(c|f(a)). (55)

A B C

PB PC

PPC

f

δf

g◦f

g◦f

g

g

Pg µC

(56)
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Table 6: Expected aggregated rewards vs. aggregated expected rewards: maximum as an example

expected maximum rewards maximum expected rewards

definition Eπ[max(r1, r2, . . . , rΩ)] max(Eπ[r1],Eπ[r2], . . . ,Eπ[rΩ])
statistic T max reward distribution ∈ PR max reward expectation ∈ R
initial value Dirac delta measure δ−∞ ∈ PR reward value −∞ ∈ R
update function pushforward measure update expected value update

PR× PR→ P (R× R) max∗−−−→ PR PR× R
ER × idR−−−−−→ R× R max−−−→ R

post-processing expectation ER : PR→ R identity idR : R→ R

E.2 Stochastic recursion

In Section 4, we introduced the stochastic state transition and statistic functions. Similarly, we can
define the stochastic state-action transition pS×A

π as follows:
pS×A
π : S ×A→ P(S ×A) := ⟨idS , π⟩ ◦ p

=

[
s, a 7→

(
s′ ∼ p(s′|s, a), a′ ∼

∫
S

π(a′|s′)p(s′|s, a) ds′
)]

. (57)

The stochastic state-action statistic function τS×A
π satisfies the following recursive equation:

τS×A
π : S ×A→ PT

=

s, a 7→ τ ∼

δinit s ∈ Sω

r(s, a) ▷ τ ′
∣∣∣ τ ′ ∼ ∫

S×A

τS×A
π (τ ′|s′, a′)pS×A

π (s′, a′|s, a) ds′ da′ s /∈ Sω

.
(58)

Further characterizations of stochastic state/state-action statistic functions, including the (pre)metrics
and (pre)orders on statistics, as well as the contractivity of stochastic Bellman (optimality) operators,
are left for future work.

E.3 Relationship between stochastic state and state-action statistic functions

In the stochastic setting, the state/state-action statistic functions are related by the following equations,
which are analogous to Theorem A.2:

τSπ (τ |s) =
∫
A

τS×A
π (τ |s, a)π(a|s) da (for all states), (59)

τS×A
π (τ |s, a) = r(s, a) ▷

∫
S

τSπ (τ |s′)p(s′|s, a) ds′ (for all non-terminal states). (60)

E.4 Expected aggregated rewards vs. aggregated expected rewards

As discussed in Section 4, the expected discounted sum of rewards equals the discounted sum of
expected rewards. However, the expected aggregated rewards and the aggregated expected rewards
are not equal in general. For example, the expected maximum reward is not equal to the maximum
expected reward because the expectation operator does not distribute over the maximum operator, as
shown in Table 6. This issue was also raised by Gottipati et al. (2020); Cui & Yu (2023); Veviurko et al.
(2024). However, we argue that even though the expected aggregated rewards and the aggregated
expected rewards are not equal, they are both valid and useful learning objectives for different
purposes, and the choice between them depends on the specific application. If we want to optimize
the expected aggregated rewards, a more straightforward approach is to estimate the distributions
of the aggregated rewards, using distributional reinforcement learning (Morimura et al., 2010a;a;
Bellemare et al., 2017; 2023). Further theoretical and empirical investigations are left for future work.
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F Proofs

In this section, we present the proofs of the theorems and lemmas introduced in the main text.

In some derivations, we use
::::::::
underwave

:::::::
notation to highlight the specific subterm being rewritten or

replaced. This syntactic marking corresponds to substituting one path in a commutative diagram with
another path sharing the same source and target:

f
::

= h ◦ g or f
::

(a) = h(g(a)) means
B

A C

h

f

g (61)

Theorem 3.2 (Bellman equation for the state statistic function). Given a recursive reward
generation function genπ,p,r,ω (Definition 2.1) and a recursive statistic aggregation function agginit,▷
(Definition 3.1), their composition, called the state statistic function τπ : S → T , satisfies

τπ : S → T := agginit,▷ ◦ genπ,p,r,ω =

[
s 7→

{
init s ∈ Sω

rπ(s) ▷ τπ(pπ(s)) s /∈ Sω

]
. (10)

Proof. Similarly to the diagram in Eq. (7), the state statistic function τπ : S → T can be represented
using the following diagram:

{∗}+R× S {∗}+R× [R] {∗}+R× T

S [R] T

id{∗} + idR × genπ,p,r,ω

id{∗} + idR ×τπ

id{∗} + idR ×agginit,▷

[nil,cons] [init,▷]stepπ,p,r,ω

genπ,p,r,ω

τπ

agginit,▷

which can be non-rigorously interpreted as a “combination” of the following two diagrams:

{∗} {∗} {∗}

S [R] T

id{∗}

id{∗}

id{∗}

nil initeS

genπ,p,r,ω

τπ

agginit,▷

R× S R× [R] R× T

S [R] T

idR × genπ,p,r,ω

idR ×τπ

idR ×agginit,▷

cons ▷⟨rπ,pπ⟩
genπ,p,r,ω

τπ

agginit,▷

where eS : S → {∗} is the unique function from states to the singleton set, and ⟨rπ,pπ⟩ : S → R×S
is the pairing of the reward and transition functions, which constitute the step function stepπ,p,r,ω .

The left diagram shows that when a state s ∈ Sω is terminal,
τπ(s) = agginit,▷(genπ,p,r,ω

::::::::

(s)) (by definition of τπ) (62)

= agginit,▷
::::::

(nil) (by terminal condition of genπ,p,r,ω) (63)

= init . (by initial condition of agginit,▷) (64)
The right diagram shows that when a state s /∈ Sω is non-terminal,
τπ(s) = agginit,▷(genπ,p,r,ω

::::::::

(s)) (by definition of τπ) (65)

= agginit,▷(cons
:::::::::::

(rπ(s), genπ,p,r,ω(pπ(s)))) (by recursive definition of genπ,p,r,ω) (66)

= rπ(s) ▷ agginit,▷(genπ,p,r,ω
:::::::::::::::

(pπ(s))) (by recursive definition of agginit,▷) (67)

= rπ(s) ▷ τπ(pπ(s)). (by definition of τπ) (68)
By combining Eq. (64) and Eq. (68), we obtain the desired result in Eq. (10).

We omit the proof for Theorem A.1 as the derivation is similar to that of Theorem 3.2.



Recursive Reward Aggregation

Lemma C.3 (Pullback premetric). Let dB : B × B → [0,∞] be a premetric on a set B, and let
f : A→ B be a function. The pullback premetric dA : A×A→ [0,∞] is defined by

∀a1, a2 ∈ A. dA(a1, a2) := dB(f(a1), f(a2)). (37)
If dB is a strict premetric, then dA is also a strict premetric if and only if the function f is injective.

Proof. The pullback premetric dA is a premetric because
∀a ∈ A. dA(a, a) := dB(f(a), f(a)) = 0. (69)

If dB is a strict premetric, we have
∀a1, a2 ∈ A. (dA(a1, a2) := dB(f(a1), f(a2)) = 0)→ (f(a1) = f(a2)). (70)

For the pullback premetric dA to be a strict premetric, we require that
∀a1, a2 ∈ A. (f(a1) = f(a2))→ (a1 = a2), (71)

which is equivalent to the injectivity of the function f .

Lemma D.5 (Pullback preorder). Let ≤B be a preorder on a set B, and let f : A→ B be a function.
The pullback preorder ≤A on a set A is defined by

∀a1, a2 ∈ A. (a1 ≤A a2) := (f(a1) ≤B f(a2)). (44)
If ≤B is total, then ≤A is also total. If ≤B is antisymmetric, then ≤A is also antisymmetric if and
only if f is injective.

Proof. The pullback preorder ≤A is reflexive because
∀a ∈ A. (a ≤A a) := (f(a) ≤B f(a)). (72)

The pullback preorder ≤A is transitive because
∀a1, a2, a3 ∈ A. (a1 ≤A a2) ∧ (a2 ≤A a3) := (f(a1) ≤B f(a2)) ∧ (f(a2) ≤B f(a3)) (73)

→(f(a1) ≤B f(a3)) =: (a1 ≤A a3). (74)
If ≤B is total, then ≤A is also total because

∀a1, a2 ∈ A. (a1 ≤A a2) ∨ (a2 ≤A a1) := (f(a1) ≤B f(a2)) ∨ (f(a2) ≤B f(a1)). (75)
If ≤B is antisymmetric, we have

∀a1, a2 ∈ A. (a1 ≤A a2) ∧ (a2 ≤A a1) := (f(a1) ≤B f(a2)) ∧ (f(a2) ≤B f(a1)) (76)
→(f(a1) = f(a2)). (77)

For the pullback preorder ≤A to be antisymmetric, we require that
∀a1, a2 ∈ A. (f(a1) = f(a2))→ (a1 = a2), (78)

which is equivalent to the injectivity of the function f .

Lemma D.7 (Preorder-preserving premetric’s supremum inequality). Let dB : B ×B → [0,∞] be
a premetric that preserves a premetric ≤B on a set B. Then, for functions f1, f2 : A → B whose
suprema are attained in B, we have

dB(sup
a∈A

f1(a), sup
a∈A

f2(a)) ≤ sup
a∈A

dB(f1(a), f2(a)). (46)

Proof. By assumption, the functions f1 and f2 have suprema in B. We denote a1 = arg supa∈A f1(a)
and a2 = arg supa∈A f2(a). Then, f1(a1) = supa∈A f1(a) and f2(a2) = supa∈A f2(a).

If f1(a1) ≤B f2(a2), we have f1(a2) ≤B f1(a1) ≤B f2(a2). By the preorder preservation of the
premetric dB , we have

dB(f1(a1), f2(a2)) ≤ dB(f1(a2), f2(a2)) ≤ sup
a∈A

dB(f1(a), f2(a)). (79)

Similarly, if f2(a2) ≤B f1(a1), we have f2(a1) ≤B f2(a2) ≤B f1(a1). By the preorder preservation
of the premetric dB , we have

dB(f1(a1), f2(a2)) ≤ dB(f1(a1), f2(a1)) ≤ sup
a∈A

dB(f1(a), f2(a)). (80)

Therefore, we have dB(supa∈A f1(a), supa∈A f2(a)) ≤ supa∈A dB(f1(a), f2(a)).
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We use the following lemmas to prove Theorem 3.6.

Lemma F.1 (Induced premetric on a set of functions). Let dB : B ×B → [0,∞] be a premetric on
a set B. For functions f, f ′ : A→ B, define d[A,B] : [A,B]× [A,B]→ [0,∞] as follows:

d[A,B](f, f
′) := sup

a∈A
dB(f(a), f

′(a)). (81)

Then, d[A,B] is also a premetric. Moreover, if dB is a strict premetric, d[A,B] is also a strict premetric.

Proof. d[A,B] is a premetric because d[A,B](f, f) = supa∈A dB(f(a), f(a)) = 0. For two functions
f, f ′ : A→ B, d[A,B](f, f

′) = supa∈A dB(f(a), f
′(a)) = 0 implies that dB(f(a), f

′(a)) = 0 for
all a ∈ A. If dB is a strict premetric, then dB(f(a), f

′(a)) = 0 implies f(a) = f ′(a) for all a ∈ A,
which means that f = f ′, hence if dB is a strict premetric, d[A,B] is also a strict premetric.

Lemma F.2 (Data processing inequality). Let d[A,B] be the induced premetric defined in Lemma F.1.
For functions f, f ′ : A→ B and g : A→ A, we have

d[A,B](f ◦ g, f ′ ◦ g) ≤ d[A,B](f, f
′). (82)

Proof. d[A,B](f ◦ g, f ′ ◦ g) := supa∈A dB(f(g(a)), f
′(g(a))) = supa′∈g(A) dB(f(a

′), f ′(a′))

≤ supa′∈A dB(f(a
′), f ′(a′)) =: d[A,B](f, f

′).

Lemma F.3 (Uniqueness of fixed points of a premetric contraction). Let a1 and a2 be fixed points of
a function f : A→ A. If the function f is contractive with respect to a premetric dA on the set A,
then dA(a1, a2) = 0. Moreover, if dA is a strict premetric, then a1 = a2.

Proof. Because a1 and a2 are fixed points of f , and f is contractive with respect to dA, there exists a
constant k ∈ [0, 1) such that

dA(a1, a2) = dA(f(a1), f(a2)) ≤ k · dA(a1, a2). (83)
Given that dA(a1, a2) ≥ 0, the only possible solution is dA(a1, a2) = 0. If dA is a strict premetric,
then dA(a1, a2) = 0 implies a1 = a2. In other words, a premetric contraction has unique fixed points
up to premetric indiscernibility, while a strict premetric contraction has a unique fixed point.

Lemma F.4 (Contraction of Bellman operator). If the update function ▷ is contractive with respect
to a premetric dT on statistics T (Definition 3.5), then the Bellman operator BSπ (Definition 3.4) is
contractive with respect to the induced premetric d[S,T ] defined in Lemma F.1.

Proof. For any functions τS1 , τ
S
2 : S → T , we have

d[S,T ](BSπ τS1 ,BSπ τS2 ) = sup
s∈S

dT ((BSπ τS1 )(s), (BSπ τS2 )(s)). (84)

When a state s ∈ Sω is terminal, for any k ∈ [0, 1), we have
dT ((BSπ τS1 )(s), (BSπ τS2 )(s)) (85)

= dT (init, init) (by definition of Bπ) (86)

= 0 ≤ k · dT (τS1 (pSπ(s)), τS2 (pSπ(s))) (dT is a premetric) (87)
When a state s /∈ Sω is non-terminal, there exists a constant k ∈ [0, 1) such that

dT ((BSπ τS1 )(s), (BSπ τS2 )(s)) (88)

= dT (rπ(s) ▷ τ
S
1 (p

S
π(s)), rπ(s) ▷ τ

S
2 (p

S
π(s))) (by definition of BSπ ) (89)

≤ k · dT (τS1 (pSπ(s)), τS2 (pSπ(s))) (by contractivity of ▷) (90)
Then, we have

d[S,T ](BSπ τS1 ,BSπ τS2 ) (91)

≤ k · sup
s∈S

dT (τ
S
1 (p

S
π(s)), τ

S
2 (p

S
π(s))) (by monotonicity and homogeneity of sup) (92)

= k · d[S,T ](τ
S
1 ◦ pSπ , τS2 ◦ pSπ) (by definition of d[S,T ]) (93)

≤ k · d[S,T ](τ
S
1 , τ

S
2 ) (Lemma F.2) (94)

Therefore, the Bellman operator BSπ is contractive with respect to the premetric d[S,T ].
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Theorem 3.6 (Uniqueness of fixed points of Bellman operator). Let τ1, τ2 : S → T be fixed points
of the Bellman operator Bπ (Definition 3.4). If the update function ▷ is contractive with respect to a
premetric dT on statistics T (Definition 3.5), then dT (τ1(s), τ2(s)) = 0 for all states s ∈ S. If dT is
a strict premetric, then τ1 = τ2 = τπ .

Proof. Let d[S,T ] be the induced premetric defined in Lemma F.1. By Lemmas F.3 and F.4, we have
d[S,T ](τ1, τ2) = sup

s∈S
dT (τ1(s), τ2(s)) = 0, (95)

which means that dT (τ1(s), τ2(s)) = 0 for all states s ∈ S. When dT is a strict premetric, we have
τ1 = τ2, which means that τπ is the unique fixed point of the Bellman operator Bπ .

We omit the proof for Theorem C.5 as the derivation is similar to that of Theorem 3.6.

Theorem 3.8 (Bellman optimality equation for the state statistic function). Given a preorder ≤T on
statistics T , the optimal state statistic function τ∗ (Definition 3.7) satisfies

τ∗ : S → T :=

s 7→
init s ∈ Sω

sup
a∈A

(r(s, a) ▷ τ∗(p(s, a))) s /∈ Sω

. (12)

Proof. When a state s ∈ Sω is terminal, we have τ∗(s) = init. When a state s /∈ Sω is non-terminal,
we have
τ∗(s) := τπ∗

(s) (by definition of τ∗) (96)

= rπ∗
(s) ▷ τ∗(pπ∗

(s)) (by recursive definition of τπ∗
) (97)

= r(s, π∗(s)) ▷ τ∗(p(s, π∗(s))) (by definitions of rπ∗
and pπ∗

) (98)

= sup
a∈A

(r(s, a) ▷ τ∗(p(s, a))). (pointwise maximization) (99)

Theorem D.10 (Bellman optimality equation for the state-action statistic function). Given a preorder
≤T on statistics T , the optimal state-action statistic function τS×A

∗ satisfies

τS×A
∗ : S ×A→ T :=

s, a 7→
init s ∈ Sω

sup
a
′∈A

(
r(s, a) ▷ τS×A

∗ (p(s, a), a′)
)

s /∈ Sω

. (50)

Proof. When a state s ∈ Sω is terminal, we have τS×A
∗ (s, a) = init for all actions a ∈ A. When a

state s /∈ Sω is non-terminal, we have
τS×A
∗ (s, a) := τS×A

π∗
(s, a) (by definition of τS×A

∗ ) (100)

= r(s, a) ▷ τS×A
∗ (pS×A

π∗
(s, a)) (by recursive definition of τS×A

π∗
) (101)

= r(s, a) ▷ τS×A
∗ (p(s, a), π∗(p(s, a))) (by definition of pS×A

π∗
) (102)

= sup
a
′∈A

(
r(s, a) ▷ τS×A

∗ (p(s, a), a′)
)
. (pointwise maximization) (103)
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Similarly to Lemma F.4 and Theorem 3.6, we use the following lemma to prove Theorem D.11.

Lemma F.5 (Contraction of Bellman optimality operator). If the update function ▷ is contractive with
respect to a premetric dT on statistics T (Definition 3.5), and the premetric dT preserves the preorder
≤T on statistics T (Definition D.6), then the Bellman optimality operator BS∗ (Definition D.8) is
contractive with respect to the induced premetric d[S,T ] defined in Lemma F.1.

Proof. For any functions τS1 , τ
S
2 : S → T , we have

d[S,T ](BS∗ τS1 ,BS∗ τS2 ) = sup
s∈S

dT ((BS∗ τS1 )(s), (BS∗ τS2 )(s)). (104)

When a state s ∈ Sω is terminal, for any k ∈ [0, 1), we have
dT ((BS∗ τS1 )(s), (BS∗ τS2 )(s)) (105)

= dT (init, init) (by definition of BS∗ ) (106)

= 0 ≤ k · sup
a∈A

dT (τ
S
1 (p(s, a)), τ

S
2 (p(s, a))) (dT is a premetric) (107)

When a state s /∈ Sω is non-terminal, there exists a constant k ∈ [0, 1) such that
dT ((BS∗ τS1 )(s), (BS∗ τS2 )(s)) (108)

= dT (sup
a∈A

(r(s, a) ▷ τS1 (p(s, a))), sup
a∈A

(r(s, a) ▷ τS2 (p(s, a)))) (by definition of B∗) (109)

≤ sup
a∈A

dT (r(s, a) ▷ τ
S
1 (p(s, a)), r(s, a) ▷ τ

S
2 (p(s, a))) (by monotonicity of dT ) (110)

≤ sup
a∈A

k · dT (τS1 (p(s, a)), τS2 (p(s, a))) (by contractivity of ▷) (111)

= k · sup
a∈A

dT (τ
S
1 (p(s, a)), τ

S
2 (p(s, a))) (by homogeneity of sup) (112)

Then, we have
d[S,T ](BS∗ τ1,BS∗ τ2) (113)

≤ k · sup
s∈S

sup
a∈A

dT (τ
S
1 (p(s, a)), τ

S
2 (p(s, a))) (by monotonicity and homogeneity of sup) (114)

= k · sup
a∈A

sup
s∈S

dT (τ
S
1 (p(s, a)), τ

S
2 (p(s, a))) (by commutativity of sup) (115)

= k · sup
a∈A

d[S,T ](τ
S
1 ◦ p(−, a), τS2 ◦ p(−, a)) (by definition of d[S,T ]) (116)

≤ k · d[S,T ](τ
S
1 , τ

S
2 ) (Lemma F.2) (117)

Therefore, the Bellman optimality operator BS∗ is contractive with respect to the premetric d[S,T ].

Theorem D.11 (Uniqueness of fixed points of Bellman optimality operator). Let τS1 , τ
S
2 : S → T

be fixed points of the Bellman optimality operator BS∗ (Definition D.8). If the update function ▷ is
contractive with respect to a premetric dT on statistics T (Definition 3.5), and the premetric dT
preserves the preorder ≤T on statistics T (Definition D.6), then dT (τ

S
1 (s), τ

S
2 (s)) = 0 for all states

s ∈ S. If dT is a strict premetric, then τS1 = τS2 = τS∗ .

Proof. Let d[S,T ] be the induced premetric defined in Lemma F.1. By Lemmas F.3 and F.5, we have

d[S,T ](τ1, τ2) = sup
s∈S

dT (τ
S
1 (s), τ

S
2 (s)) = 0, (118)

which means that dT (τ
S
1 (s), τ

S
2 (s)) = 0 for all states s ∈ S. When dT is a strict premetric, we have

τS1 = τS2 , which means that τS∗ is the unique fixed point of the Bellman optimality operator BS∗ .

We omit the proof for Theorem D.12 as the derivation is similar to that of Theorem D.11.
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Figure 13: τSπ = τS×A
π ◦ ⟨idS , π⟩ and τS×A

π = r ▷ (τSπ ◦ p)

Theorem A.2 (Relationship between state and state-action statistic functions). Given a recursive
reward generation function genπ,p,r,ω (Definition 2.1) and a recursive statistic aggregation function
agginit,▷ (Definition 3.1), the state statistic function τSπ : S → T in Eq. (10) and the state-action
statistic function τS×A

π : S ×A→ T in Eq. (17) satisfy
τSπ = τS×A

π ◦ ⟨idS , π⟩ : S → T (for all states), (18)

τS×A
π = r ▷ (τSπ ◦ p) : S ×A→ T (for all non-terminal states). (19)

Proof. Notice the following relation:
pS×A
π ◦ ⟨idS , π⟩

:::::::::::::
= ⟨idS , π⟩ ◦ p ◦ ⟨idS , π⟩ = ⟨idS , π⟩ ◦ pSπ

::::::::::
: S → S ×A. (119)

We can show that when a state s ∈ Sω is terminal,(
genS×A

π,p,r,ω ◦ ⟨idS , π⟩
)
(s) = genSπ,p,r,ω(s) = [ ], (120)

and when a state s /∈ Sω is non-terminal,(
genS×A

π,p,r,ω ◦ ⟨idS , π⟩
)
(s) =

(
cons ◦ ⟨r, genS×A

π,p,r,ω ◦ pS×A
π ⟩ ◦ ⟨idS , π⟩

::::::::::::::::::::::::::

)
(s) (121)

=

(
cons ◦ ⟨r ◦ ⟨idS , π⟩

:::::::::
, genS×A

π,p,r,ω ◦ pS×A
π ◦ ⟨idS , π⟩

:::::::::::::
⟩
)
(s) (122)

=

(
cons ◦ ⟨rπ, genS×A

π,p,r,ω ◦ ⟨idS , π⟩
::::::::::::::::

◦ pSπ⟩
)
(s), (123)

which shows that genS×A
π,p,r,ω ◦ ⟨idS , π⟩ satisfies the same recursive equation as genSπ,p,r,ω in Eq. (4).

Due to the uniqueness of the recursive coalgebra (Hinze et al., 2010, Eq. (5)), we can conclude that
genSπ,p,r,ω = genS×A

π,p,r,ω ◦ ⟨idS , π⟩ : S → [R]. (124)

Given Eq. (124), we have
τSπ := agginit,▷ ◦ genSπ,p,r,ω = agginit,▷ ◦ genS×A

π,p,r,ω ◦ ⟨idS , π⟩ = τS×A
π ◦ ⟨idS , π⟩ : S → T. (125)

Next, for a non-terminal state s /∈ Sω and an action a ∈ A, we have

τS×A
π (s, a) =

(
r ▷

(
τS×A
π ◦ pS×A

π
::::

))
(s, a) (126)

=

(
r ▷

(
τS×A
π ◦ ⟨idS , π⟩

:::::::::::::
◦ p
))

(s, a) (127)

=
(
r ▷
(
τSπ ◦ p

))
(s, a). (128)

However, for a terminal state s ∈ Sω and an action a ∈ A, the equation τS×A
π = r ▷ (τSπ ◦p) may not

always hold and could require additional conditions on the transition function p, the reward function
r, the initial value init, and the update function ▷.

Intuitively, Eqs. (18) and (19) arise from the decomposition of the bidirectional process, as illustrated
in Fig. 13.

Remark 5. In fact, we can derive Eq. (124) directly from the relation between the state step function
stepSπ,p,r,ω and the state-action step function stepS×A

π,p,r,ω .
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When a state s ∈ Sω is terminal,(
stepS×A

π,p,r,ω ◦ ⟨idS , π⟩
)
(s) =

(
id{∗} ◦ stepSπ,p,r,ω

)
(s) = ∗, (129)

and when a state s /∈ Sω is non-terminal,(
stepS×A

π,p,r,ω ◦ ⟨idS , π⟩
)
(s) =

(
⟨r,pS×A

π ⟩ ◦ ⟨idS , π⟩
::::::::::::::::

)
(s) (130)

=

(
⟨r ◦ ⟨idS , π⟩
:::::::::

,pS×A
π ◦ ⟨idS , π⟩

:::::::::::::
⟩
)
(s) (131)

=

(
⟨rπ, ⟨idS , π⟩ ◦ pSπ⟩
::::::::::::::

)
(s) (132)

=

(
(idR×⟨idS , π⟩) ◦ ⟨rπ,pSπ⟩

::::::

)
(s) (133)

=
(
(idR×⟨idS , π⟩) ◦ stepSπ,p,r,ω

)
(s). (134)

We can conclude that
stepS×A

π,p,r,ω ◦ ⟨idS , π⟩ =
(
id{∗} + idR×⟨idS , π⟩

)
◦ stepSπ,p,r,ω : S → {∗}+R× (S ×A), (135)

which means that ⟨idS , π⟩ is a coalgebra homomorphism from the state step function stepSπ,p,r,ω
to the state-action step function stepS×A

π,p,r,ω. Then, by the coalgebra fusion law (Hinze et al., 2010,
Eq. (7)), we can get the result in Eq. (124).
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G Learning algorithms with recursive reward aggregation

In this section, we list the RL algorithms with recursive reward aggregation used in our experiments.
The colored lines indicate modifications compared to the standard discounted sum version.

G.1 Q-learning

Algorithm 1 Q-learning (Watkins & Dayan, 1992) with recursive reward aggregation

Input: transition function p : S ×A→ S, reward function r : S ×A→ R, terminal condition ω,
recursive reward aggregation function post ◦ agginit,▷ : [R]→ R
Parameters: learning rate α ∈ (0, 1], exploration parameter ϵ ∈ (0, 1)
Initialize state-action statistic function τ : S ×A→ T with initial value init ∈ T
for each episode do

Initialize state s
while s is not terminal do

Compute state-action value function q(s, a) = post(τ(s, a)) for state s and all actions a
Select action a using ϵ-greedy policy based on value function q(s, a)
Execute action a, observe next state s′ and reward r
Update state-action statistic function τ :

τ(s, a)← τ(s, a) + α

(
max
a
′∈A

(
r ▷ τ(s′, a′)

)
− τ(s, a)

)
,

where max
a
′∈A

(
r ▷ τ(s′, a′)

)
= r ▷ τ(s′, a∗) and a∗ = argmax

a
′∈A

post(r ▷ τ(s′, a′))

Update state s← s′

Output: estimated optimal statistic function τ and optimal policy π(s) = argmaxa∈A q(s, a),
where q(s, a) = post(τ(s, a))
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G.2 PPO

Algorithm 2 PPO (Schulman et al., 2017) with recursive reward aggregation

Input: transition function p : S ×A→ S, reward function r : S ×A→ R, terminal condition ω,
recursive reward aggregation function post ◦ agginit,▷ : [R]→ R
Parameters: bias-variance trade-off parameter λ ∈ [0, 1], critic loss coefficient c1, entropy
regularization coefficient c2
Initialize parameterized policy function (actor) πθ : S → A
Initialize parameterized state statistic function (critic) τϕ : S → T
for each episode do

Initialize state s
Collect trajectories of states and rewards following policy πθ till the end of the horizon Ω

Compute statistics τ̂ (i)t = rt ▷ rt+1 ▷ · · · ▷ rt+i−1 ▷ τϕ(st+i) for i = 1, . . . ,Ω− t
Compute state value function vϕ(st) = post(τϕ(st))

Compute advantage estimates α̂(i)
t = post(τ̂

(i)
t )− vϕ(st) for i = 1, . . . ,Ω− t

Use one of the following as advantage α̂t:
α̂
(1)
t = post(rt ▷ τϕ(st+1))− vϕ(st)

α̂
(Ω−t)
t = post(rt ▷ rt+1 ▷ · · · ▷ τϕ(sΩ))− vϕ(st)

generalized advantage estimates (GAE) (Schulman et al., 2016) (1− λ)

Ω−t∑
i=1

λi−1α̂
(i)
t

Compute critic loss: Lc(ϕ) =

Ω∑
t=1

(
vϕ(st)− post(τ̂

(Ω−t)
t )

)2
Compute actor loss La(θ) with clipping or penalty using advantage α̂t (Schulman et al., 2017)
Compute entropy regularization H(θ)
Optimize La(θ)− c1Lc(ϕ) + c2H(θ)

Output: estimated optimal statistic function τϕ and optimal policy πθ
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G.3 TD3

Algorithm 3 TD3 (Fujimoto et al., 2018) with recursive reward aggregation

Input: transition function p : S ×A→ S, reward function r : S ×A→ R, terminal condition ω,
recursive reward aggregation function post ◦ agginit,▷ : [R]→ R

Parameters: action variance σ2, soft target update rate λ ∈ (0, 1)
Initialize parameterized policy function (actor) πθ : S → A
Initialize two parameterized state-action statistic functions (critics) τϕ1

, τϕ2
: S ×A→ T

Initialize targets θ′ ← θ, ϕ′
1 ← ϕ1, ϕ′

2 ← ϕ2 , and replay buffer D
for each episode do

Initialize state s
while s is not terminal do

Select action a ∼ N (πθ(s), σ
2) (optionally with clipping)

Execute action a, observe next state s′ and reward r
Store transition tuple (s, a, r, s′) in buffer D

Compute state-action value functions qϕi
(s, a) = post(τϕi

(s, a)) for i = 1, 2
if update critics then

Sample a batch of transitions B = {(s, a, r, s′)} from buffer D
Select target action ã ∼ N (πθ

′(s′), σ2) (optionally with clipping)
Compute target statistic τtarget:

τtarget =

{
init s ∈ Sω

min
i=1,2

r ▷ τϕ′
i
(s′, ã) s /∈ Sω

where min
i=1,2

r ▷ τϕ′
i
(s′, ã) =

{
r ▷ τϕ′

1
(s′, ã) post(r ▷ τϕ′

1
(s′, ã)) ≤ post(r ▷ τϕ′

2
(s′, ã))

r ▷ τϕ′
2
(s′, ã) otherwise

Update critics τϕi
by gradient descent:

∇ϕi

1

|B|
∑

(s,a,r,s
′
)∈B

(
qϕi

(s, a)− post(τtarget)
)2

for i = 1, 2

if update actor then
Update actor by gradient ascent:

∇θ

1

|B|
∑

(s,a,r,s
′
)∈B

qϕ1
(s, πθ(s))

Update targets:
ϕ′
i ← λϕi + (1− λ)ϕ′

i for i = 1, 2
θ′ ← λθ + (1− λ)θ′

Output: estimated optimal statistic functions τϕ1
and τϕ2

and optimal policy πθ
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Figure 14: max− λ range = λmin + (1− λ)max

H Experiments

In this section, we provide detailed descriptions of the environments used in our experiments and
the specific configurations and hyperparameters employed for each task. We also present additional
results for the grid-world and continuous control environments.

H.1 Grid-world environment

Implementation We implemented the environment and the Q-learning (Watkins & Dayan, 1992)
algorithm using NumPy (Harris et al., 2020).

Hyperparameters We used a fixed exploration parameter of 0.3. We trained agents for total
training time steps of 10 000. We repeated each experiment with three different random seeds and
observed that all runs consistently converged to the same solution. We therefore present the result
from one representative run.

Additional results Similarly to Fig. 4, Fig. 14 shows the policy preferences for range-regularized
max, which is an interpolation between min and max.

H.2 Wind-world environment

Implementation We implemented the environment and the PPO (Schulman et al., 2017) algorithm
using JAX (Bradbury et al., 2018) and gymnax (Lange, 2022).

Note that because PPO uses a stochastic policy, our algorithm effectively optimizes the aggregated
expected rewards, which is different from the expected aggregated rewards. However, we argue that
the aggregated expected rewards is still a meaningful objective. The extension to expected aggregated
rewards using distributed RL is left for future work. See also Section 4 and Appendix E for details.

Hyperparameters The PPO clipping parameter was set to 0.2. We used a critic loss coefficient of
0.5 and an entropy regularization coefficient of 0.01. Agents were trained for a total of 500 000 time
steps using 64 parallel environments, executed in batch via JAX to enable efficient data collection.

H.3 Continuous control environments

The Lunar Lander Continuous environment, part of the Box2D physics simulation suite (Brockman
et al., 2016), involves controlling a lunar lander to safely land on a designated landing pad. The agent
has continuous thrust control over the main engine and two side thrusters, which it must use efficiently
to achieve a stable landing while minimizing fuel consumption. The reward function is designed to
encourage precise and efficient landings. The agent receives positive rewards for (i) moving closer
to the landing pad, (ii) achieving a soft landing, and (iii) staying upright. Conversely, penalties are
applied for (i) excessive fuel usage, (ii) high-impact landings, and (iii) drifting too far from the target.
The episode terminates if the lander successfully lands within the designated zone, crashes, or drifts
out of bounds. If none of these conditions occur, the episode continues until reaching the time limit.
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We used the Hopper environment (Erez et al., 2012) simulated using MuJoCo (Todorov et al., 2012),
where a 2D one-legged robot must learn to balance and move forward efficiently. The agent controls
three joints (thigh, knee, and foot) to generate locomotion while maintaining stability. The reward
function in Hopper consists of three key components: (i) healthy reward, which incentivizes the agent
to remain upright; (ii) forward reward, which encourages the agent to move forward; and (iii) control
cost, which penalizes excessive energy use. Then, the total reward function is given by

reward = healthy reward + forward reward− control cost. (136)
The Hopper environment terminates when the agent is deemed unhealthy or reaches the predefined
episode length limit. The agent is considered unhealthy if its state variables exceed the allowed range,
its height falls below a certain threshold, or its torso angle deviates beyond a specified limit, indicating
a loss of stability. If none of these conditions occur, the episode continues until the maximum duration
is reached.

We used the Ant environment (Schulman et al., 2016) simulated using MuJoCo (Todorov et al., 2012),
where a four-legged quadrupedal robot must learn to efficiently balance and move forward. The agent
controls eight joints (two per leg) to generate stable locomotion while adapting to dynamic interactions
with the environment. The reward function in the Ant environment is designed to encourage forward
movement while maintaining stability and efficiency. It consists of four key components: (i) a healthy
reward, which provides a fixed bonus as long as the agent remains upright; (ii) a forward reward,
which encourages movement in the positive x-direction; (iii) a control cost, which penalizes excessive
actions to promote energy efficiency; and (iv) a contact cost, which discourages large external contact
forces. The total reward is calculated by summing the healthy and forward rewards while subtracting
the penalties for control effort and contact forces:

reward = healthy reward + forward reward− control cost− contact cost. (137)
In some versions of the environment, the contact cost may be excluded from the reward calculation.
The Ant environment terminates when the agent is deemed unhealthy or when the episode reaches its
maximum duration of 1000 time steps. The agent is considered unhealthy if any of its state space
values become non-finite or if its torso height falls outside a predefined range, indicating a loss of
stability. If neither of these conditions occur, the episode continues until it reaches the time limit.

Implementation We conducted experiments using a modified version of the TD3 (Fujimoto et al.,
2018) implementation from Stable-Baselines3 (Raffin et al., 2021).

Hyperparameters Our agent performed 100 gradient updates per training episode and used a
learning rate of 3× 10−4 to ensure stable learning. Apart from these, our training setup adheres to
the default hyperparameters and network architecture of Stable-Baselines3.

Computational resource Training a single agent takes approximately 1 hour on an NVIDIA RTX
2080 GPU, with a single CPU core used for environment simulation.

Additional results We provide additional results for Hopper and Ant environments. To
comprehensively assess the performance, we present the mean values of various evaluation metrics
across four random seeds using radar charts. Additionally, we visualize the trajectory of the agent
in all environments, providing an intuitive representation of how different aggregation functions
influence the learned policy. Animations for all three environments (Lunar Lander Continuous, Ant,
and Hopper) are also available at https://github.com/Tang-Yuting/recursive-rew
ard-aggregation, offering an intuitive understanding of policy behavior.

For the Hopper environment, we observe distinct behavioral patterns and performance outcomes
under different reward aggregation strategies. The sum0.99 aggregation, serving as the baseline
method, demonstrates strong overall performance across multiple metrics, as reflected in both the
radar chart and motion sequences. In contrast, the max0.99 aggregation focuses solely on optimizing
max reward, leading to strong performance in this specific metric but suboptimal outcomes in others.
The corresponding images show the agent taking overly aggressive actions to maximize max reward,
which causes it to lose balance quickly as the torso angle exceeds the allowed range. The min

https://github.com/Tang-Yuting/recursive-reward-aggregation
https://github.com/Tang-Yuting/recursive-reward-aggregation
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Figure 15: Hopper: Comparison of five reward aggregation methods. (Left) Radar plot showing
performance across six evaluation metrics, averaged over four random seeds. (Right) Sample
trajectories illustrating the qualitative behaviors induced by each aggregation method.
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min
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Figure 16: Ant: Comparison of five reward aggregation methods. (Left) Radar plot showing
performance across six evaluation metrics, averaged over four random seeds. (Right) Sample
trajectories illustrating the qualitative behaviors induced by each aggregation method.
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aggregation encourages the agent to maximize the minimum reward, which leads to a conservative
strategy where the agent remains completely still to avoid negative rewards. The sum0.99 +max0.99
aggregation encourages the agent to optimize both the total reward and the maximum reward within an
episode, leading to more aggressive movements and higher overall rewards. While the sum0.99− var
aggregation prioritizes stability by minimizing the difference between the maximum and minimum
rewards, resulting in more controlled and consistent behavior at the cost of slightly lower rewards.
These results highlight how different reward aggregation strategies shape the behavior of the agent
and its learning outcomes.

For the Ant environment, different aggregation strategies lead to varied agent behaviors and trade-offs
between stability, performance, and exploration. The sum0.99 aggregation, serving as the baseline,
achieves balanced performance across multiple metrics, effectively promoting stable and efficient
locomotion. In contrast, the max0.99 aggregation prioritizes obtaining the highest possible reward
at an individual time step, leading to highly aggressive movements. As a result, the agent exhibits
excessive speed, which ultimately causes instability and results in the agent losing control and rolling
over. The min aggregation prioritizes minimizing the risk of low rewards, leading to an overly
conservative strategy. Instead of efficient locomotion, the agent adopts passive or static behavior,
often staying close to the ground to avoid unfavorable rewards. This lack of exploration and controlled
movement results in instability, ultimately causing the agent to collapse and terminate early due to
height constraints. Moreover, the sum0.99 +max0.99 aggregation encourages aggressive behavior
by jointly optimizing cumulative and peak rewards. The agent exhibits rapid, unstable locomotion,
often pushing for immediate gains. While this reduces stability, reward-related metrics remain high,
indicating strong overall performance at the cost of greater energy use and inconsistency. Finally,
the sum0.99− var aggregation prioritizes stability by penalizing reward fluctuations, leading to more
controlled and steady locomotion. The agent avoids aggressive actions and achieves longer episode
durations. However, while reducing variance enhances stability, it also limits the ability of agent to
explore high-reward strategies, leading to robust but suboptimal overall performance.

H.4 Portfolio environment

In our experiment, we trained agents using five different random seeds over a rolling 5-year window,
with a total of 10 training periods. Specifically, for each training period, training begins on January 1
of a given year and continues for five years, ending on December 31 of the fifth year. Each training
period starts one year after the previous one, resulting in overlapping but not identical training
datasets. Following the training phase, we evaluate the performance of agents in the subsequent year,
immediately following the training period. Finally, we assess their generalization performance in
the test phase, which takes place in the year after the evaluation period. This design allows us to
systematically analyze the agents’ performance across different temporal contexts while leveraging
historical data in a structured and overlapping manner.

Implementation We conducted experiments using a modified version of the PPO (Schulman et al.,
2017) implementation from Stable-Baselines3 (Raffin et al., 2021).

Hyperparameters We trained each agent for a total of 7 500 000 time steps. Compared to the
default settings of PPO in Stable-Baseline3, we made several modifications to better suit our
environment. The learning rate followed a linear decay schedule, starting from 3 × 10−4 and
gradually decreasing to 1× 10−5 over the course of training. We set the discount factor to 0.9 and the
GAE lambda to 0.9 to reduce reliance on long-term returns, and used a slightly wider clipping range
0.25 to allow for greater policy updates. These adjustments were empirically tuned for improved
stability and performance in our setting.

Computational resource Training a single agent takes approximately 1.5 hours on an NVIDIA
RTX 2080 GPU, with the environment running in parallel on 10 CPU cores to accelerate data
collection.
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Figure 17: A year-by-year comparison of Sharpe ratios obtained by different methods during the test
phase across a rolling backtesting window from 2012 to 2021. Each data point represents the mean
performance across five different random seeds, with the shaded regions indicating one standard
deviation to reflect variability. The horizontal dashed lines represent the mean Sharpe ratio across all
years for each method, providing a summary view of their long-term performance.

Results: Sharpe ratio comparison over time Figure 17 presents a comparison of the Sharpe
ratios achieved by three methods during the test phase over the ten-year backtesting period. Each
backtesting period refers to a historical test year following the training and validation phases, during
which the strategy is evaluated on previously unseen data to assess its out-of-sample performance
(Bailey et al., 2015). The red curve represents our method, which not only achieves the highest
mean Sharpe ratio with relatively low variability, but also consistently delivers the best or highly
competitive performance in 8 out of the 10 backtesting periods. This consistency across random
seeds and temporal splits underscores the practical generalization ability of our proposed method and
its suitability for real-world financial decision-making.



Recursive Reward Aggregation

I Discussion

Reward function design vs. aggregation strategies Changing the reward function and adjusting
how rewards are aggregated are two complementary approaches to shaping agent behavior. Rather
than asserting the superiority of one approach over the other, we examine the trade-offs and situational
advantages associated with each.

Reward function modification directly encodes task objectives into the per-step feedback signal
received by the agent. This approach is expressive and flexible, allowing designers to incorporate
domain-specific preferences (Ng et al., 1999; Hadfield-Menell et al., 2017), intermediate goals
(Andrychowicz et al., 2017), or constraints (Achiam et al., 2017). However, designing an effective
reward function often requires careful tuning, may introduce unintended incentives, and can suffer
from reward misspecification, especially in environments with sparse or delayed feedback (Ng et al.,
1999; Ziebart et al., 2008; Hadfield-Menell et al., 2017).

In contrast to modifying the reward function itself, reward aggregation modification keeps the
underlying reward signal fixed and instead alters how rewards are aggregated over time to define the
training objective. This offers a structured way to influence long-term behavior without redefining
the reward signal at each time step. For instance, using the max aggregation emphasizes the highest
reward achieved in a trajectory, thereby promoting risk-seeking behavior, while the min aggregation
emphasizes avoiding the worst-case outcomes, encouraging risk-averse strategies. This approach
is effective when the reward signal provides informative feedback, but the desired policy depends
on how that feedback is interpreted over time. However, limited or ambiguous reward signals may
restrict the ability of any aggregation function to align with the intended behavioral goals.

In practice, modifying the reward and adjusting the aggregation function are not mutually exclusive
and can be combined effectively. The reward function provides the essential feedback for learning,
while the aggregation method influences how this feedback is evaluated over time. The choice of
whether to modify one, the other, or both should be guided by the nature of the task, the clarity and
expressiveness of the reward, and the behavioral patterns desired in the learned policy.

Limitations of sum-based objectives While standard RL typically defines the training objective as
the sum of per-step rewards, this formulation tends to be effective under certain assumptions about
the reward signal and task structure. First, it is generally better suited to tasks where the overall
performance can be approximated by accumulating the reward at each time step. In such cases, the
total return should reflect meaningful progress over time. Second, sum aggregation assumes that the
timing of rewards is not a critical factor. While discounted sums introduce a preference for earlier
rewards, they still impose a fixed temporal structure. Therefore, sum is suited to tasks where the
timing of rewards is relatively neutral and consistent accumulation matters more than when specific
rewards happen. Finally, sum-based objectives are more likely to be effective when the reward
function offers sufficient granularity, providing reliable feedback at each step to support training.

Despite its simplicity and widespread adoption, summing per-step rewards may be less effective in
scenarios where its underlying assumptions are not fully satisfied. In particular, many tasks do not
neatly align with the structure implied by a standard sum-based objective. As a result, the learned
policy may be optimal under the sum semantics but misaligned with the intended behavioral goals.
For example, in safety-critical environments, aggregating rewards via summation might obscure
low-reward outliers, as occasional high rewards could mask dangerous behaviors. Similarly, in peak-
oriented tasks where success depends on achieving exceptional performance at a specific moment,
summation may diminish the significance of these peak events by averaging them with less important
steps. These observations suggest that in such contexts, adjusting how rewards are aggregated over
time may offer additional flexibility for aligning the learning objective with designer intent.
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