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ABSTRACT

High-quality benchmarks are essential for evaluating reasoning and retrieval ca-
pabilities of large language models (LLMs). However, curating datasets for this
purpose is not a permanent solution as they are prone to data leakage and inflated
performance results. To address these challenges, we propose PhantomWiki: a
pipeline to generate unique, factually consistent document corpora with diverse
question-answer pairs. Unlike prior work, PhantomWiki is neither a fixed dataset,
nor is it based on any existing data. Instead, a new PhantomWiki instance is
generated on demand for each evaluation. We vary the question difficulty and
corpus size to disentangle reasoning and retrieval capabilities, respectively, and find
that PhantomWiki datasets are surprisingly challenging for frontier LLMs. Thus,
we contribute a scalable and data leakage-resistant framework for disentangled
evaluation of reasoning, retrieval, and tool-use abilities.

1 INTRODUCTION

Designing agents that can perform complex reasoning while interfacing with a large-scale, dynamic
corpus—Tlike Wikipedia—is a long-standing goal in the field of natural language processing (Feldman
& El-Yaniv, 2019; Min et al., 2019). Such a goal may be within reach given the impressive capabilities
of recent language models, which are all trained on internet-scale data. For example, the ability
of LLMs to solve math problems on GSM8K (Cobbe et al., 2021) and mathematical olympiads
AlphaProof & AlphaGeometry (2024) could bode well for agents to answer highly quantitative
questions. On benchmarks like DROP (Dua et al., 2019) and MMLU (Hendrycks et al., 2020),
these LLMs demonstrate advanced reading comprehension and general reasoning capabilities, both
necessary for intelligent agents. When augmented with retrievers (Muennighoff et al., 2022) and tools
(Patil et al., 2023), LLMs seem to already possess a strong ability for accessing external datastores
and knowledge bases.

However, it is unclear to what extent these models rely on their internal knowledge, which can easily
become outdated, versus their reasoning and retrieval abilities. Consider the example, “What is the
date of birth of Wolfgang Amadeus Mozart?”. Since this fact is contained within LLMs’ pre-training
data, asking LLLMs this question cannot provide reliable insight on whether the answer was deduced,
retrieved or recalled. At the same time, existing approaches that perturb Wikipedia facts (Cohen et al.,
2024; Meng et al., 2022; Elazar et al., 2021) to construct new question-answer pairs face challenges
of ensuring factual consistency across articles. For example, changing Mozart’s date of birth to 2025
also requires modifying Beethoven’s article to erase the fact that Beethoven might have met Mozart
in 1787!

Reasoning-only benchmarks are not immune to memorization either. On GSM8K, a dataset that
contains grade school math problems, Mirzadeh et al. (2024) report that frontier models perform
significantly worse with minor or even meaningless alterations to the test data, indicating these models
are vulnerable to overfitting at best and exact memorization at worst. To ensure fair comparison,
LLMs need to be evaluated in a way that does not depend on any particular dataset instance.

Following this philosophy, we introduce PhantomWiki. At the click of a button, PhantomWiki
generates a fictional universe of characters along with a set of facts. We reflect these facts in a
large-scale corpus, mimicking the style of fan-wiki websites. Then we generate question-answer
pairs with tunable difficulties, encapsulating the types of multi-hop questions commonly considered
in the question-answering (QA) literature.
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Figure 1: Evaluating LLM capabilities with PhantomWiki. We tune the reasoning and retrieval
difficulty by the number of reasoning steps and documents, respectively.

We design PhantomWiki to facilitate testing of different aspects of LLMs. In the first setting, the
universe is small enough such that all relevant information can fit within the context. Studies such
as (Liu et al., 2024) show that LLMs perform poorly in “needle-in-a-haystack™ scenarios, where a
small but crucial piece of information is embedded within a long document. By adjusting the total
context length—determined by PhantomWiki universe size—and the quantity of relevant information
required for a given question, PhantomWiki provides a reliable benchmark for evaluating LLMs’
in-context retrieval capabilities.

In the second setting, when dealing with large-scale corpora, LLMs face inherent limitations in
processing all available information within their fixed context window. Instead, they must rely on
external retrieval methods to access relevant information (Lewis et al., 2020). This setup allows us
to decouple and evaluate two key components: the effectiveness of the retriever in identifying and
retrieving the most relevant content, and the LLMs’ ability to accurately interpret and utilize the
retrieved information.

Last but not least, where LLMs are augmented with external tools, effectively integrating reasoning
and tool-use capabilities becomes essential for solving complex tasks. By adjusting the size of the
associated text corpus and modulating the reasoning difficulty, PhantomWiki serves as a foundation
for future research on agents that can seamlessly combine reasoning and tool utilization.

Our evaluation on PhantomWiki confirms that the proposed tasks present significant challenges for all
of the state-of-the-art LLMs that we used. As we show in Figure 1, we observe consistent performance
declines across all scenarios as the universe size grows or the number of reasoning steps increases,
indicating heightened difficulty in retrieval and reasoning. By breaking down challenges across
different dimensions, PhantomWiki enables researchers from various fields to evaluate and refine
their methods. Beyond serving as a robust benchmark for LLM performance, PhantomWiki provides
valuable insights that can guide improvements in retrieval, reasoning, and tool-use capabilities of
LLM:s for the research community. We will make PhantomWiki code available in a public GitHub
repository after the anonymous reviewing period.

2 RELATED WORKS

Agent benchmarks, such as 7-bench (Yao et al., 2024), ToolWoz (Lattimer et al., 2024), Alfworld
(Shridhar et al., 2020) and WebArena (Zhou et al., 2023), focus on tasks where the agent is given
a binary reward for successful completion of a task (e.g., booking a flight, making a purchase). In
this work, we focuses more on tasks where the agent is rewarded for responding to a question with a
factually correct answer. (In Section 3, we concretize what we mean by a “fact” and “correctness”.)
Zhou et al. (2023, Section 3.2) include a category of information-seeking tasks, however these tasks
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Figure 2: Overview of the PhantomWiki pipeline.

often require navigation across multiple pages or focus on user-centric content. Yao et al. (2024,
Appendix. A) measure task difficulty based on the average success rate of frontier models (e.g.,
GPT-4). Our work defines a model-agnostic measure of difficulty, which we show provides more
meaningful insight into the reasoning and retrieval aspects of LLMs.

In the QA domain, existing benchmarks are designed to test whether LLMs are able to reason and
use tools. Closer to our work in the space of question-answering agents is the ToolQA benchmark of
Zhuang et al. (2023). They introduce a framework to construct question-answer pairs from databases
and documents by first generating question templates using LLMs, then filtering for high-quality
templates, and finally deriving ground-truth answers by writing corresponding Python programs
for each question template. Zhuang et al. (2023, Tab. 1) construct two pure-text datasets: SciIREX
with 438 documents and 5 question templates, and Agenda with 10k event entries and 10 question
templates. In constrast, PhantomWiki generates instances at much larger scale with 50 question
templates and 1 million documents.

For generating factually-grounded answers, retrieval augmented generation (RAG) has emerged as
the predominant paradigm (Lewis et al., 2020; Karpukhin et al., 2020; Guu et al., 2020). However,
evaluating RAG systems is notoriously difficult, leading to a flourishing of retrieval benchmarks
(Petroni et al., 2020; Saad-Falcon et al., 2023; Jin et al., 2024; Hsia et al., 2024; Mao et al., 2024; Rau
et al., 2024). A key pain-point of RAG is handling questions that involve multi-hop reasoning. This
motivated Tang & Yang (2024) to design the MultiHop-RAG dataset with synthetically generated
questions and Su et al. (2024) to curate a dataset of question-answer pairs that requires intensive rea-
soning to retrieve relevant documents. Importantly, none of these benchmarks creates the underlying
corpus, a limitation which we bridge in this work.

Logical reasoning tasks have become central to LLM evaluation and have garnered significant
attention in recent time (Zhu et al., 2023). Many existing benchmarks do not disentangle the evaluation
on logical reasoning with other abilities such as natural language inference and commonsense
reasoning (Sakaguchi et al., 2021; Zellers et al., 2019; Sprague et al., 2023). A line of works focuses
on the synthesis of datasets containing a variety of logic reasoning tasks (Tafjord et al., 2020; Saparov
& He, 2022; Liu et al., 2020; Han et al., 2022; Weston et al., 2015). Closer to our work, Sinha et al.
(2019) construct short stories about individuals related through a family graph and ask questions
about their kinship relationships to benchmark the inductive reasoning capabilities. However, theirs is
distinct from our work in that all relevant information for a specific question is centralized in a single
article; PhantomWiki requires that the relevant information first be retrieved from a large-scale
corpus.
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3 PhantomWiki CONSTRUCTION

PhantomWiki is at its core an on-demand random generator of fictional worlds. Similarly to the wiki
hosting services popular in film, video games and literature', we represent these fictional worlds
through Wikipedia-like biographical entries about their characters. We then test the model’s retrieval
skills and its understanding of the fictional world through an accompanying set of automatically
generated question-answer pairs.

3.1 GENERATING A PhantomWiki UNIVERSE

The first part of the PhantomWiki pipeline generates a random universe of n characters as well as the
document corpus describing it, as illustrated in Figure 2, (1-2).

Generating Characters. Each character in a PhantomWiki universe is described through its social
relationships and personal facts (Figure 2, (1)). For the social relationships, we first generate family
trees, following the family tree generator from Hohenecker & Lukasiewicz (2020). We iteratively
pick a person and generate their parent or child based on various constraints?, until the user-specified
universe size of n people is reached. The user can also specify other hyperparameters like the number
of trees, their maximal depth, and the maximal number of offspring for each person. In addition to the
family trees, we generate a friendship graph using the Erd6s—Rényi model (making two people friends
with some fixed probability, typically controlled by the desired average number of friendships.)

Generating Facts. Next, we generate personal facts for each person in the PhantomWiki universe.
Names are assigned during the family generation procedure, with the first name sampled based on
the character’s gender and the surname based on the family tree, resulting in 15M full names in total>.
We also add dates of birth in a way that is consistent with the existing family relations, and assign
each person a job and a hobby that we uniformly sample from over 300 and 600 options respectively.

Generating Articles. Given all relevant facts for each person, we convert them into articles using
pre-defined templates, e.g. “The job of David is a farmer. The hobby of David is birdwatching.”
(see Figure 2, (2)). This construction conveys the necessary information while keeping the articles
short (about 160 tokens on average). While it is possible to extend the article generation process to
LLM-based methods (see e.g. Shao et al. 2024), this poses the challenge of guaranteeing factual
correctness without additional costs and external supervision. This has been supported by our
preliminary experiments on article generation using Llama-3.3-70B, where we observed factual errors
in the resulting articles; therefore we do not use LLMs and rely entirely on templates. The articles
are the only component of PhantomWiki available to the model during its evaluation.

3.2 GENERATING QUESTION-ANSWER PAIRS

In the second half of the PhantomWiki pipeline, we generate a set of questions with verifiable
answers, as shown in Figure 2, (3-4).

Generating Questions. We implement automatic question generation through a context-free grammar
(CFG, Hopcroft et al. 2001) of question templates, which we then use to sample complete questions.
For example, the question template “Who is the <relation> of <name>?7" can be used to sample the
question “Who is the friend of David?” (see Figure 2, (3)). The main advantage of using a CFG is
that it efficiently and systematically obtains all possible compositions of questions for some recursion
limit d. For instance, the following subset of our context-free grammar:

S — Whois R?
R — the <relation> of R’
R’ — R |<name>

can lead to questions ranging from “Who is the friend of David?” to “Who is the nephew of the friend
of the brother of David?” as d increases. In addition to these nested compositions, our CFG also

"For example, see stardewvalley.fandom.com or harrypotter.fandom.com.

For example, the number of offspring of a person has to be smaller than some threshold, parents of the
people at the maximal tree level will not be generated, etc.

*We use unique names in our experiments, but PhantomWiki also supports repeated names.


https://stardewvalley.fandom.com/
https://www.harrypotter.fandom.com/
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supports questions about personal attributes (e.g. “Who is the person whose hobby is birdwatching?”),
aggregation questions (“How many brothers does David have?”’), and combinations of all three (“How
many friends does the brother of the person whose hobby is birdwatching have?”’) (For the full CFG
see Appendix B.)

Generating Answers. To ensure that the answers to the sampled questions are verifiably correct, we
represent our generated universe in Prolog, a logic programming language (Sterling & Shapiro, 1994).
Each Prolog program consists of a set of facts known about the world such as hobby ("David",
"birdwatching"), and a set of rules defining how facts are related to each other, such as
nephew (X, Y) :- sibling(X, A), son (A, Y).The Prolog program uses these facts
and rules to deduce the exhaustive set of answers to its queries (i.e., the CFG-generated questions).
For example, a question “Who is the nephew of the friend of the person whose hobby is birdwatching ?”
corresponds to the three-statement Prolog query ?— nephew (X2, Y), friend(X1l, X2),
hobby (X1, "birdwatching"), which returns all people satisfying these constraints in the
PhantomWiki universe (see Figure 2 (4)).

To construct the Prolog queries automatically, we modify the CFG algorithm to generate both the
question and query templates in parallel. We note, however, that the queries are separate from the final
PhantomWiki corpus and question-answer pairs, and the answers returned by the Prolog program
should be held out as part of the evaluation procedure.

3.3 PhantomWiki COMPLEXITY

The goal of PhantomWiki is to generate memorization-resistant evaluation datasets that are challeng-
ing in both reasoning and retrieval aspects. In this section, we discuss our conceptual and practical
design choices that help us achieve this goal.

Universe Space Complexity. To ensure that our evaluation with PhantomWiki is memorization
and data leakage-resistant, we first show that the space of possible universes is sufficiently large
to generate enough unique instances. Observe that the number of possible friendship assignments

grows at the rate of @(2”2) (Flajolet & Sedgewick, 2009, Ex. I1.5) as the number of individuals n in
the universe increases. Similarly, assuming each individual is assigned one fact from each category
(job, hobby, etc.), the number of possible fact assignments grows at the rate ©(c™), where c is the

total number of choices across the categories. PhantomWiki thus samples a corpus from @(2”20")
possible universes, which leads to diverse datasets optimal for data leakage-resistant evaluation. We
note that as future work PhantomWiki could be extended to increase this diversity, e.g. by adding a
temporal dimension of events.

Reasoning Complexity. The CFG enables us to recursively compose templates that lead to complex
reasoning questions. Observe that our CFG in Appendix B produces ©(d) question templates as the
recursion limit d increases. Moreover, we can increase the difficulty of each template by increasing the
number of reasoning steps. For example, substituting <relation> with nephew in a template adds two
reasoning steps (nephew (X, Y) :— sibling(X, A), son(A, Y)),since PhantomWiki
articles only contain immediate family relationships like sibling and son. In contrast, substituting
<relation> with second cousin would lead to five reasoning steps. As we will show in Section 4,
PhantomWiki questions are sufficiently complex to evaluate reasoning capabilities of state-of-the-art
LLMs. We further note that PhantomWiki’s CFG can be easily extended to support more question
types like comparison and multiple-constraint questions.

Retrieval Complexity. To assess a model’s retrieval capabilities, we increase the universe size n
so that the document corpus exceeds the model’s context length—this makes a retriever necessary
to answer questions correctly. For state-of-the-art LLMs with a context length of 128K, such as
OpenAI's GPT-40 and Meta’s Llama-3.3-70B, this corresponds to PhantomWiki universes of n g 1K.
This increases to n % 3K for Google’s Gemini-1.5-Flash with context length 1M. Further scaling n
leads to further increase in retrieval difficulty. In Table 1, we show that PhantomWiki is well-suited
for generating universes of this size on standard CPU hardware: generating 10-hop questions for
size n = 100K—well beyond any existing LLM’s context length—takes just 6 minutes on 8 Intel
Cascade Lake CPU cores. Moreover, we can conveniently generate instances of n = 1M, which is on
the scale of Wikipedia’s corpus of 2 million biographical entries®.

*WikiProject Biography, as of January 30, 2025.


https://en.wikipedia.org/wiki/Wikipedia:WikiProject_Biography
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Table 1: Runtimes of generating a PhantomWiki instance for different universe sizes n.

n Runtime
102 1 second
10® 3 seconds
10* 21 seconds
10° 6 minutes
106 4 hours

Table 2: F1 scores for various LLMs and prompting techniques. We report mean =+ standard error
across 3 dataset generation seeds (except for GPT-40 due to cost constraints), and indicate the highest
F1 score for each n in bold. In-Context prompting is infeasible for n = 5K as the corpus cannot be

fully included in the context.

n Model In-Context RAG Agentic

ZEROSHOT CoT ZEROSHOT- COT-RAG REACT
RAG

50 DeepSeek-R1-32B 4242 +1.69 5242+2.64 16.87+£098 16.10+1.10 —

50 GPT-40 27.20 50.66 20.54 14.14 38.70

50 Gemini-1.5-Flash 2849+ 1.15 3461241 19.88+2.05 13.35+0.66 30.92+1.41

50 Llama-3.3-70B 25.64+056 48.05+1.95 17.55+2.20 20.01+1.81 35.83+1.00

500 DeepSeek-R1-32B 1833 £2.33 19.65+£3.00 12.08+1.07 9.64 +0.46 —

500 GPT-40 16.76 41.02 13.56 7.25 37.39

500 Gemini-1.5-Flash  17.39+145 2517+1.77 11.66+0.34 7.94+0.19 26.99 + 1.84

500 Llama-3.3-70B 11.59+1.19 28.07+x0.37 10.89+0.58 11.54+1.05 35.56+0.49

5000 DeepSeek-R1-32B 8.29+0.18 7.96 +0.38 —

5000 GPT-40 Max context 10.12 6.96 36.85

5000 Gemini-1.5-Flash exceeded 8.60 +0.31 5.26 £0.36 2347 +1.53

5000 Llama-3.3-70B 7.57 £0.52 8.67+0.18 30.89 £2.24

4 EXPERIMENTAL VALIDATION

We evaluate reasoning and retrieval capabilities of several frontier LLMs using PhantomWiki, by
decomposing their performance over questions of varying difficulty and universes of varying sizes.

4.1 EVALUATION SETUP

We generate PhantomWiki instances with n ranging from 50 to 10K—a universe size for which
the total length of articles exceed the LLM context length. For the evaluation, only the articles
(not the Prolog database or the generated graphs) will be provided to the LLMs. To ensure that our
findings are not tied to any specific PhantomWiki instance, we use 3 random dataset seeds for each
configuration. Creating PhantomWiki instances with different random seeds leads to entirely different
combinations of names, relations, and personal facts. In each instance, we generate question templates
with maximum recursion depth d = 20, for a total of 50 templates. We sample 10 questions for each
template, yielding a total of 500 questions per PhantomWiki instance. As shown in Figures 5
and 6 (Appendix B), these questions have varying difficulty and number of answers. Accordingly, we
prompt the LLMs to predict all answers as a comma-separated list and measure correctness with the
answer-level F1 score.

4.2 MODELS AND PROMPTING TECHNIQUES

We test both open- and closed-source LLMs, namely OpenAl’s GPT-40 (Hurst et al., 2024), Google’s
Gemini-1.5-Flash (Gemini Team, Google, 2024), and the instruction-tuned version of Meta’s Llama-
3.3-70B model (Dubey et al., 2024). We also evaluate DeepSeekAl’s DeepSeek-R1-32B (Guo et al.,



Under review as a paper at DATA-FM workshop @ ICLR 2025

2025) (distilled with Qwen-2.5-32B (Yang et al., 2024)), which is an open-weights LLM trained on
reasoning trace datasets. We prompt each LLM with the following techniques, broadly grouped in
three ways:

In-Context Prompting. This technique includes the whole document corpus as part of the prompt.
We use this type of prompting in conjunction with two strategies: ZEROSHOT—where the document
corpus is immediately followed by the question—and Chain-of-Thought (COT) prompting (Wei
et al., 2022), where we additionally include some examples on how step-by-step reasoning could lead
to the correct answer. We include these prompts in Appendix C.2, as well as modifications to the
ZEROSHOT strategy for DeepSeek-R1-32B.

RAG Prompting. This setting augments generation with a pre-trained neural retriever (Lewis et al.,
2020). We implement this by first searching for the 4 most relevant documents to the posed question
based on UAE-LARGE-V 1 embeddings. Next, we incorporate these retrieved documents into the
model’s prompt. Finally, we add in the same ZEROSHOT and COT prompts as In-Context Prompting.
We document details on our retrieval algorithm in Appendix C.3.

Agentic Prompting. REACT (Yao et al., 2022) is a prompting technique that enables LLMs to
interleave reasoning steps with tool interactions, to solve complex tasks. For PhantomWiki QA task,
the LLMs are provided with keyword-based tools RetrieveArticle and Search to retrieve
relevant documents (see Appendix C.6 for tool details). These settings materialize the limitations
of in-context prompting and necessitate the use of advanced RAG prompting and agentic prompting
approaches.

In the COT and REACT prompts, we include 10 QA exemplars and hand-written reasoning traces.
We choose these exemplars from a dataset instance of size 25 that is not used for evaluation. In
REACT, we limit LLMs to interact with the text corpus for up to 50 steps, which is sufficient to
answer almost all questions in PhantomWiki instances.

We cap all LLM outputs to 4096 tokens and use greedy decoding (temperature = 0). For DeepSeek-
R1-32B, we use temperature = 0.6 and top-p = 0.95 in accordance with the evaluation setup in Guo
et al. (2025, Sec. 3). We refer the reader to Appendix C for full prompt templates and implementation
details.

4.3 DISCUSSION

In Table 2, we report the mean F1 score across various universe sizes, LLMs, and prompting
techniques. We first average F1 scores over all questions in a PhantomWiki instance, then compute
the mean and standard error across the dataset generation seeds.

We first consider the small-universe setting (n = 50) in Table 2, which corresponds to roughly 16K
tokens for the LLMs we test. In-Context prompting techniques outperform other techniques: COT
with GPT-4o attains the highest performance, followed by ZEROSHOT with DeepSeek-R1-32B. Next,
we consider the setting of medium universes (n = 500). Here the full document corpus can still
be included in all LLMs’ contexts, but we find that ZEROSHOT performs poorly for all LLMs, and
DeepSeek-R1-32B especially struggles. F1 scores of COT for all LLMs degrade as well compared to
n = 50, but not worse than REACT. Finally, in the setting of large universes (n = 5000), none of
the LLMs we evaluate can accommodate the full document corpus. in-context prompting techniques
are no longer viable, and we must rely on RAG prompting and agentic prompting. RAG prompting
attain poor F1 scores because the retriever fails to retrieve documents relevant for answering complex
questions. On the other hand, agentic prompting technique shines in comparison to other techniques,
indicating that LLMs are better suited to dynamically retrieve documents while reasoning on a
question.

5 EVALUATING REASONING

To isolate LLM reasoning capabilities with PhantomWiki, we investigate model performance on
small universes (n = 50) in Figure 3. Note that contexts of all LLMs can fully include small universe
document corpora. Each PhantomWiki dataset contains questions covering a wide range of difficulty.
We evaluate three approaches: in-context prompting, RAG prompting, and agentic prompting. For
each we plot the F1 scores as a function of question difficulty, as measured by the number of reasoning



Under review as a paper at DATA-FM workshop @ ICLR 2025

In-Context RAG Agentic
19 14 19
—=—= ZeroShot —=—=- ZeroShot-RAG —— ReAct
[\ —— CoT —— CoT-RAG
0.75 \} 0.75 0.75

0.5 - 0.5 1§ 0.5 -

F1

& >
RN

0.25 4 > \ X
(S g TR
RV

0.25 0.25

Reasoning steps

Reasoning steps

Reasoning steps

DeepSeek-R1-32B

Gemini-1.5-Flash

GPT-40 Llama-3.3-70B

Figure 3: F1 scores as a function of question difficulty, measured by reasoning steps. We plot
LLM performance on universe size n = 50, and report F1 scores averaged over 3 generation seeds.
Increasing question difficulty in PhantomWiki reveals a clear decline across all state-of-the-art LLMs
and prompting techniques, showing their struggle with reasoning.

steps necessary to answer the question. As mentioned in Section 3.3, this is determined by the type of
question templates and the sampled relationships. For all LLMs and prompting techniques, we verify
empirically that questions with larger reasoning steps are indeed more challenging to answer.
By allowing question difficulty to be adjusted, PhantomWiki serves as a foundational benchmark for
evaluating reasoning capabilities in language models.

ZEROSHOT performance declines sharply as the number of reasoning steps increases for all LLMs,
except for DeepSeek-R1-32B, which deteriorates more gradually. LLMs perform better with COT
than with ZEROSHOT, but each additional reasoning step remains increasingly challenging. This
suggests that even in the absence of retrieval constraints, LLMs struggle to navigate logical reasoning
sequences.

RAG prompting techniques (ZEROSHOT-RAG and COT-RAG) stunt reasoning performance across
the board—F1 scores are near zero on questions with 5 or more reasoning steps as opposed to 15
steps for in-context prompting. We attribute this to a core problem with RAG prompting: retrieving
documents in the initial prompt before starting to answer the question, as opposed to reasoning
through the question and retrieving documents dynamically.

We find that RAG prompting techniques can only answer questions that require a single reasoning step,
like Who is the friend of David?. On the other hand, answering questions that require information from
multiple reasoning steps is extremely challenging for ZEROSHOT-RAG and COT-RAG. To illustrate,
consider the question Who is the nephew of the friend of David? Answering this question requires
retrieving David’s document first and then retrieving their friend’s document to find the nephew.
Since RAG prompting techniques retrieve documents only once by matching vector embeddings of
questions and documents, they are unlikely to retrieve all necessary documents required to answer
such questions.

Finally, the agentic prompting technique REACT allows LLMs to avoid the steep performance drop
as seen in RAG prompting. On given a question, REACT prompting requires LLMs to retrieve
documents dynamically in a conversation and justify why they are relevant. Concretely, before using
a tool (RetrieveArticle or Search) in a conversation turn, the LLM is asked to describe
how the tool will help using a “Thought” step (Yao et al., 2022), analogous to the COT prompting
approach. This approach shows promise in answering questions correctly. Even so, REACT struggles
as the question difficulty increases.

Figure 3 thus decomposes LLM performance along the lines of reasoning capabilities. It reveals
that all in-context prompting and agentic prompting achieve near-perfect F1 scores on low-difficulty
questions. Therefore, the stratification between them in Table 2 can be attributed to varying perfor-
mance on high difficulty questions. To further isolate the impact of question difficulty, in Figure 7 we
plot F1 scores as a function of reasoning steps for questions with only one solution.
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Figure 4: F1 scores as a function of universe size n. We evaluate LLM performance on questions
with < 10 reasoning steps, and report F1 scores averaged over 3 dataset generation seeds. As we
increase universe size in PhantomWiki, F1 scores for all LLMs and prompting techniques deteriorate,
highlighting that they struggle at retrieving relevant documents.

6 EVALUATING RETRIEVAL

Next, to evaluate LLM retrieval capabilities, we use PhantomWiki to contrast two settings: (1) small
universes where the document corpus can comfortably fit in LLM context, and (2) large universes
where the full corpus exceeds context lengths. To this end, we increase the universe size up to
n = 10K, which corresponds to document corpora well beyond the context lengths of state-of-the-art
LLMs, and display the results in Figure 4.

For very small universes, COT usually outperforms ZEROSHOT for all LLMs except DeepSeek-R1-
32B. However, F1 scores noticeably worsen as more documents are included in models’ contexts,
with DeepSeek-R1-32B suffering a dramatic performance drop. This analysis regime indicates that
state-of-the-art LLMs struggle at in-context retrieval for complex question-answering tasks.

At the large universe scale, in-context prompting techniques become nonviable as the document
corpus exceeds model context lengths. Therefore the use of out-of-context retrieval, such as
RAG prompting and agentic prompting techniques, is necessary for obtaining the answers. Here we
observe that RAG prompting techniques, which select relevant documents for the question using
vector embeddings, deliver poor F1 scores for all universe sizes—the performance only deteriorates
with increasing universe size. Agentic prompting techniques like REACT show immense promise
by avoiding a steep downward trend. This suggests that agentic workflows can be effective in
dynamically retrieving documents at scale.

7 CONCLUSION AND FUTURE WORK

We introduce PhantomWiki: a benchmarking framework to evaluate reasoning and retrieval capa-
bilities of language models. As we increase the question complexity and universe size, we observe
that current state-of-the-art LLMs struggle in both reasoning and retrieval aspects. PhantomWiki is
scalable and memorization-resistant, hence well-suited to evaluate future generations of language
models.

Our work brings forth several research directions. Noting how we generate document corpora and
questions, PhantomWiki is resistant to data contamination. We leave to future work to empirically
test this claim, and develop theory to formally prove that our benchmark is memorization-resistant.
In this work we focus on question-answering over text corpora. We hope to extend PhantomWiki for
other knowledge bases and modalities such as vision and audio, enabling analogous evaluation suites
for multimodal models.
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A BACKGROUND

A.1 CONTEXT-FREE GRAMMARS

Context-free grammar (CFG) is a type of formal grammar where the productions rules govern
how to generate text from non-terminals and terminals. A context-free grammar is defined by
G = (V,X, R, S) where V and ¥ denotes nonterminal and terminal respectively. R is a finite relation
in V' x (V U X)* which specifies the production rules of the grammar. S € V is the start symbol. A
production rule in R has the form

a—f ey

where a € V, 8 € (V UX)*. Itis conventional to list all rules with the same left-hand side on the
same line and separate the right-hand side with “|” like o« — 1 | Ba.

B QUESTION TEMPLATE GENERATION

B.1 CONTEXT-FREE GRAMMAR
We use the following CFG to generate question templates:

S —> Who is R? | What is A ? | How many RN_p does R_c have ?
R -> the RN of R_c | the person whose AN is AV

R c >R | N

A —-> the AN of R

RN -> <relation>

RN_p —> <relation_plural>

AN —-> <attribute_name>

AV —-> <attribute_value>

N —-> <name>

B.2 CFG-GENERATED QUESTION TEMPLATES

Our CFG produces the following 50 question templates at recursion limit d = 20. Note how the
recursive production rule R_c -> R | N leads to chained productions.

1. Who is the <relation>_3 of the <relation>_5 of the <relation>_7
of the <relation>_9 of the <relation>_11 of the <relation>_13
of the <relation>_15 of the <relation>_17 of the person whose
<attribute_name>_19 is <attribute_value>_19?

2. Who is the <relation>_3 of the <relation>_5 of the <relation>_7
of the <relation>_9 of the <relation>_11 of the <relation>_13
of the <relation>_15 of the <relation>_17 of <name>_187?

3. Who is the <relation>_3 of the <relation>_5 of the <relation>_7
of the <relation>_9 of the <relation>_11 of the <relation>_13
of the <relation>_15 of the person whose <attribute_name>_17

is <attribute_value>_177?

4. Who is the <relation>_3 of the <relation>_5 of the <relation>_7
of the <relation>_9 of the <relation>_11 of the <relation>_13
of the <relation>_15 of <name>_167

5. Who is the <relation>_3 of the <relation>_5 of the <relation>_7
of the <relation>_9 of the <relation>_11 of the <relation>_13
of the person whose <attribute_name>_15 is <attribute_value>
157

6. Who i1is the <relation>_3 of the <relation>_5 of the <relation>_7
of the <relation>_9 of the <relation>_11 of the <relation>_13
of <name>_147?

7. Who is the <relation>_3 of the <relation>_5 of the <relation>_7
of the <relation>_9 of the <relation>_11 of the person whose

<attribute_name>_13 is <attribute_value>_13?
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8. Who is the <relation>_3 of the <relation>_5 of the <relation>_7

of the <relation>_9 of the <relation>_11 of <name>_127

9. Who is the <relation>_3 of the <relation>_5 of the <relation>_7

of the <relation>_9 of the person whose <attribute_name>_11
is <attribute_value>_117?

10. Who is the <relation>_3 of the <relation>_5 of the <relation>
_7 of the <relation>_9 of <name>_107?

11. Who is the <relation>_3 of the <relation>_5 of the <relation>
_7 of the person whose <attribute_name>_9 is <attribute_value>

97?

12. Who is the <relation>_3 of the <relation>_5 of the <relation>
_7 of <name>_87?

13. Who is the <relation>_3 of the <relation>_5 of the person
whose <attribute_name>_7 1s <attribute_value>_77

14. Who is the <relation>_3 of the <relation>_5 of <name>_67?

15. Who is the <relation>_3 of the person whose <attribute_name>_5

is <attribute_value>_57?

16. Who is the <relation>_3 of <name>_47?

17. Who is the person whose <attribute_name>_3 is <attribute_value
> 37

18. What 1is the <attribute_name> 3 of the <relation> 4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_12 of the <relation>_14 of the <relation>_16 of the
<relation>_18 of <name>_19?

19. What is the <attribute_name>_3 of the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_ 12 of the <relation>_14 of the <relation>_16 of the
person whose <attribute_name>_18 is <attribute_value>_187

20. What is the <attribute_name> 3 of the <relation> 4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_ 12 of the <relation>_14 of the <relation>_ 16 of <
name>_177

21. What is the <attribute_name>_ 3 of the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_12 of the <relation>_14 of the person whose <
attribute_name>_ 16 is <attribute_value>_167

22. What 1is the <attribute_name>_3 of the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_12 of the <relation>_14 of <name>_157

23. What 1is the <attribute_name>_3 of the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_12 of the person whose <attribute_name>_14 is <
attribute_value>_147

24 . What i1is the <attribute_name>_ 3 of the <relation>_ 4 of the <
relation>_6 of the <relation>_8 of the <relation>_ 10 of the <
relation>_12 of <name>_13?

25. What is the <attribute_name> 3 of the <relation>_ 4 of the <
relation>_6 of the <relation>_ 8 of the <relation> 10 of the
person whose <attribute_name>_12 is <attribute_value>_127?

26. What is the <attribute_name> 3 of the <relation>_ 4 of the <
relation>_6 of the <relation>_8 of the <relation> 10 of <name>

117

27. What is the <attribute_name> 3 of the <relation>_ 4 of the <
relation>_6 of the <relation>_8 of the person whose <
attribute_name>_10 is <attribute_value>_107

28. What 1is the <attribute_name> 3 of the <relation> 4 of the <
relation>_6 of the <relation>_8 of <name>_97?
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29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

49.

What is the <attribute_name>_ 3 of the <relation>_4 of the <
relation>_6 of the person whose <attribute_name>_8 is <
attribute_value>_8?

What is the <attribute_name>_ 3 of the <relation>_4 of the <
relation>_6 of <name>_77?

What is the <attribute_name>_3 of the <relation>_4 of the
person whose <attribute_name>_6 is <attribute_value>_67

What is the <attribute_name>_3 of the <relation>_4 of <name>_5
2

What is the <attribute_name>_3 of the person whose <
attribute_name> 4 1is <attribute_value> 47

How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_12 of the <relation>_14 of the <relation>_16 of the
<relation>_18 of <name>_19 have?

How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_12 of the <relation>_14 of the <relation>_16 of the
person whose <attribute_name>_18 is <attribute_value>_18 have?
How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_12 of the <relation>_14 of the <relation>_16 of <
name>_17 have?

How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_12 of the <relation>_14 of the person whose <
attribute_name>_16 is <attribute_value>_16 have?

How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_12 of the <relation>_14 of <name>_15 have?

How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_10 of the <
relation>_12 of the person whose <attribute_name>_14 is <
attribute_value>_14 have?

How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_ 10 of the <
relation>_12 of <name>_13 have?

How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation>_ 10 of the
person whose <attribute_name>_12 is <attribute_value>_12 have?
How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the <relation>_8 of the <relation> 10 of <name>

_11 have?

How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the <relation>_8 of the person whose <
attribute_name>_ 10 is <attribute_value>_10 have?

How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the <relation>_8 of <name>_9 have?

How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of the person whose <attribute_name>_8 is <
attribute_value>_8 have?

How many <relation_plural>_2 does the <relation>_4 of the <
relation>_6 of <name>_7 have?

How many <relation_plural>_2 does the <relation>_4 of the
person whose <attribute_name>_6 is <attribute_value>_6 have?
How many <relation_plural>_2 does the <relation>_4 of <name>_5
have?

How many <relation_plural>_2 does the person whose <
attribute_name>_4 is <attribute_value>_4 have?
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50. How many <relation_plural>_2 does <name>_3 have?

B.3 QUESTION-ANSWER CHARACTERISTICS
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Figure 5: Histogram of question difficulties (measured by reasoning steps) for universe size n = 50
at two CFG recursion limits d € {10, 20}. We average the frequencies across 3 dataset generation

seeds.
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Figure 6: Distribution of number of answers across sizes n € {50, 500, 5000}, seeds {1, 2, 3}, and
CFG depth 20.

C BASELINE DETAILS

C.1 LLM SAMPLING HYPERPARAMETERS

Temperature

Top-k

Top-p

Repetition Penalty

Sampling Seed

Max number of output Tokens

Values

0

50

0.7

1.0

0

4096

Table 3: Default Hyperparameters values for LLM Sampling

We used the above default hyperparameters values for all models, but DeepSeek-R1-32B, where we
used temperature = 0.6 and top-p = 0.95.

C.2 ZEROSHOT-SIMPLE

We use the following prompt for all models, where evidence is the concatenation of all documents

in the PhantomWiki instance.
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You are given the following evidence:
(BEGIN EVIDENCE)

{{evidence}}

(END EVIDENCE)

You will be provided a question. Your task is to provide an answer
according to these instructions:

— The output must be one of the following: a name (if there is
only one correct answer); or a list of names separated by ’{
constants.answer_sep}’ (if there are multiple correct answers)

— DO NOT include any additional information in your answer.

Question: {{question}}
Answer:

For DeepSeek-R1-32B, we additionally parse the output to separate the model’s reasoning process
from its final answer using the </think> tag.

C.3 ZEROSHOT-RAG

The prompt is exactly the same as ZEROSHOT, except we replace evidence with 4 documents
retrieved using the UAE-LARGE-V 1. We pre-compute an index the document corpus using an FAISS
vector store of UAE-LARGE-V 1 embeddings. Upon generation, we search for similar documents for
question according to maximum inner product search on document and question embeddings.

C.4 CHAIN-OF-THOUGHT-SIMPLE

We use the following prompt for all models, where evidence is replaced with a list of all documents.
We use a regular expression to parse the output.

You are given the following evidence:
(BEGIN EVIDENCE)

{{evidence}}

(END EVIDENCE)

You will be provided a question. Your response must end in the
following sentence: The answer 1is <answer>.

Here, <answer> must be one of the following:

- a name (if there is only one correct answer); or

- a list of names separated by ’ {constants.answer_sep}’ (if there
are multiple correct answers).

Here are some examples:

(START OF EXAMPLES)

Example 1:

Question: Who is the brother of Dino Beltran?

Answer: Based on the evidence, the brother of Dino Beltran is
Orlando Beltran. The answer is Orlando Beltran.

Example 2:

Question: Who is the sibling of Barabara Beltran?

Answer: Based on the evidence, the siblings of Barabara Beltran
are Aida Wang, Vicki Hackworth. The answer is Aida Wang({
constants.answer_sep}Vicki Hackworth.

Example 3:
Question: Who is the child of the sibling of Stacia Toombs?
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Answer: First I need to find the sibling of Stacia Toombs. Based
on the evidence, the sibling of Stacia Toombs is Shelli
Beltran. Now I need to find the child of Shelli Beltran. Based

on the evidence, the children of Shelli Beltran are Aida Wang
, Barabara Beltran, Vicki Hackworth. The answer is Aida Wang{
constants.answer_sep}Barabara Beltran{constants.answer_sep}
Vicki Hackworth.

Example 4:

Question: Who is the uncle of William Smock?

Answer: An uncle is the brother of a parent. Based on the evidence
, the parents of William Smock are Dominique Smock, Gene Smock

To find the uncle of William Smock, I need to find the

brother of Dominique Smock and Gene Smock. Based on the
evidence, Dominique Smock has no brother, and the brother of
Gene Smock is Eli Smock. So the uncle of William Smock is Eli
Smock. The answer is Eli Smock.

Example 5:

Question: What is the occupation of the sister of the grandmother
of Virgil Hackworth?

Answer: A grandmother is the mother of a parent. Based on the
evidence, the parents of Virgil Hackworth are Ricardo
Hackworth, Vicki Hackworth. To find the grandmother of Virgil
Hackworth, I need to find the mother of Ricardo Hackworth and
Vicki Hackworth. Based on the evidence, Ricardo Hackworth has
no mother, and the mother of Vicki Hackworth is Shelli Beltran

Now I need to find the sister of Shelli Beltran. Based on
the evidence, the sister of Shelli Beltran is Stacia Toombs.
Based on the evidence, the occupation of Stacia Toombs is
actuary. The answer is actuary.

Example 6:

Question: Who is the brother of the person whose occupation is
associate professor?

Answer: I need to search for people whose occupation is associate
professor. Based on the evidence, the person whose occupation
is associate professor is Dino Beltran. And the brother of
Dino Beltran is Orlando Beltran. The answer is Orlando Beltran

Example 7:

Question: What is the date of birth of the person whose hobby is
meteorology?

Answer: I need to search for people whose hobby is meteorology.
Based on the evidence, the people whose hobby is meteorology
are Alison Smock, Barabara Beltran. The date of birth of
Alison Smock is 0929-10-28, and the date of birth of Barabara
Beltran is 0989-06-11. The answer is 0929-10-28{constants.
answer_sep}0989-06-11.

Example 8:

Question: Who is the cousin of the person whose occupation is
broadcast engineer?

Answer: I need to search for people whose occupation is broadcast
engineer. Based on the evidence, the person whose occupation
is broadcast engineer is Barabara Beltran. A cousin is the
child of the sibling of the parent. Based on the evidence, the

parents of Barabara Beltran are Dino Beltran, Shelli Beltran.
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The sibling of Dino Beltran is Orlando Beltran, and the
sibling of Shelli Beltran is Stacia Toombs. Based on the
evidence, Orlando Beltran has no child, and the child of
Stacia Toombs is Leslee Toombs. So the cousin of Barabara
Beltran is Leslee Toombs. The answer is Leslee Toombs.

Example 9:

Question: Who is the great-granddaughter of the person whose hobby

is biology?

Answer: I need to search for people whose hobby is biology. Based
on the evidence, the person whose hobby is biology is Alvaro
Smock. To find the great—granddaughter of Alvaro Smock, I need

to find the daughter of the child of the child of Alvaro
Smock. Based on the evidence, the children of Alvaro Smock are
Eli Smock, Gene Smock. Eli Smock has no child, and the child
of Gene Smock is Williams Smock. The daughters of Williams
Smock are Shelli Beltran, Stacia Toombs. So the great-
granddaughters of Alvaro Smock, whose hobby is biology, are
Shelli Beltran, Stacia Toombs. The answer is Shelli Beltran({
constants.answer_sep}Stacia Toombs.

(END OF EXAMPLES)

Question: {{question}}
Answer:

C.5 CHAIN-OF-THOUGHT-RAG

The prompt is exactly the same as COT, except we replace evidence with 4 documents retrieved
using the UAE-LARGE-V 1. We use the same retriever setup as described in Appendix C.3.

C.6 REACT

We modify the ReAct agent implementation of Shinn et al. (2024), which can be found at
https://github.com/noahshinn/reflexion, to support our keyword-based search tools
RetrieveArticle and Search. As seen in the following examples, the RetrieveArticle
tool fetches the documents by title, and the Search tool fetches all document titles whose bodies
contain the argument. We instruct the LLM to output predict the answer using a third tool Finish.

Solve a question answering task with interleaving Thought, Action,
Observation steps.

Thought can reason about the current situation, and Action can be
3 types:

(1) RetrieveArticle[{{{{entity}}}}]. This action retrieves the
article about {{{{entity}}}} if it exists. If the article does

not exist, the action will say so.

(2) Search[{{{{attribute}}}}]. This action searches the database
for {{{{attribute}}}} and retrieves all articles that contain
{{{{attribute}}}}. If no article contains {{{{attribute}}}},
the action will say so.

(3) Finish[{{{{answer}}}}]. This action answers the question with
{{{{answer}}}}.

If you cannot find the answer, output the empty answer like:
Finish[].

If there are multiple answers A,B,C, answer with a list like:
Finish[A{constants.answer_sep}B{constants.answer_sep}C].

You may take as many steps as necessary.

Here are some examples:
(START OF EXAMPLES)

19


https://github.com/noahshinn/reflexion

Under review as a paper at DATA-FM workshop @ ICLR 2025

Example 1:

Question: Who is the brother of Dino Beltran?

Thought 1: I need to retrieve article about Dino Beltran and find
who his brother is.

Action 1: RetrieveArticle[Dino Beltran].

Observation 1: # Dino Beltran ## Family The parents of Dino
Beltran are Brian Beltran, Daisy Beltran. Dino Beltran’s
sibling is Orlando Beltran. The brother of Dino Beltran is
Orlando Beltran. The mother of Dino Beltran is Daisy Beltran.

The father of Dino Beltran is Brian Beltran. The children
of Dino Beltran are Aida Wang, Barabara Beltran, Vicki
Hackworth. The daughters of Dino Beltran are Aida Wang,
Barabara Beltran, Vicki Hackworth. The wife of Dino Beltran
is Shelli Beltran. ## Friends The friend of Dino Beltran is
Alvaro Smock. ## Attributes The date of birth of Dino Beltran

is 0958-08-09. The occupation of Dino Beltran is associate
professor. The hobby of Dino Beltran is shogi.

Thought 2: The brother of Dino Beltran is Orlando Beltran, so the
answer is Orlando Beltran.

Action 2: Finish[Orlando Beltran].

Example 2:

Question: Who is the mother of Ivana Smith?

Thought 1: I need to retrieve article about Ivana Smith and find
who her mother is.

Action 1: RetrieveArticle[Ivana Smith].

Observation 1: No article exists for the requested entity. Please
try retrieving article for another entity.

Thought 2: Article about Ivana Smith does not exist, so I cannot
find the mother of Ivana Smith. I will output empty answer.

Action 2: Finish[].

Example 3:

Question: Who is the sibling of Barabara Beltran?

Thought 1: I need to retrieve article about Barabara Beltran and
find who her sibling is.

Action 1l: RetrieveArticle[Barabara Beltran].

Observation 1: # Barabara Beltran ## Family The parents of
Barabara Beltran are Dino Beltran, Shelli Beltran. Barabara
Beltran’s siblings are Aida Wang, Vicki Hackworth. The
sisters of Barabara Beltran are Aida Wang, Vicki Hackworth.
The mother of Barabara Beltran is Shelli Beltran. The father

of Barabara Beltran is Dino Beltran. ## Friends ## Attributes
The date of birth of Barabara Beltran is 0989-06-11. The
occupation of Barabara Beltran is broadcast engineer. The

hobby of Barabara Beltran is meteorology.
Thought 2: The siblings of Barabara Beltran are Aida Wang, Vicki
Hackworth. So the answer is Aida Wang, Vicki Hackworth.
Action 2: Finish[Aida Wang{constants.answer_sep}Vicki Hackworth].

Example 4:

Question: Who is the child of the sibling of Stacia Toombs?

Thought 1: First, I need to retrieve article about Stacia Toombs
and find who her sibling is.

Action 1l: RetrieveArticle[Stacia Toombs].

Observation 1: # Stacia Toombs ## Family The parents of Stacia
Toombs are Alison Smock, Williams Smock. Stacia Toombs’s
sibling is Shelli Beltran. The sister of Stacia Toombs is
Shelli Beltran. The mother of Stacia Toombs is Alison Smock.
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The father of Stacia Toombs is Williams Smock. The child of
Stacia Toombs is Leslee Toombs. The daughter of Stacia Toombs
is Leslee Toombs. The husband of Stacia Toombs is Wilbert
Toombs. ## Friends The friends of Stacia Toombs are Brian
Beltran, Isiah Lutz, Leeann Hackworth, Lesley Lutz, Ryan Wang.
## Attributes The date of birth of Stacia Toombs is
0959-03-22. The occupation of Stacia Toombs is actuary. The
hobby of Stacia Toombs is finance.
Thought 2: The sibling of Stacia Toombs is Shelli Beltran. Now I
need to retrieve article about Shelli Beltran and find who her
child is.
Action 2: RetrieveArticle[Shelli Beltran].
Observation 2: # Shelli Beltran ## Family The parents of Shelli

Beltran are Alison Smock, Williams Smock. Shelli Beltran’s
sibling is Stacia Toombs. The sister of Shelli Beltran is
Stacia Toombs. The mother of Shelli Beltran is Alison Smock.

The father of Shelli Beltran is Williams Smock. The children
of Shelli Beltran are Aida Wang, Barabara Beltran, Vicki
Hackworth. The daughters of Shelli Beltran are Aida Wang,
Barabara Beltran, Vicki Hackworth. The husband of Shelli
Beltran is Dino Beltran. ## Friends The friends of Shelli
Beltran are Brian Beltran, Eli Smock, Isiah Lutz, Leslee
Toombs, Lesley Lutz, Ryan Wang. ## Attributes The date of
birth of Shelli Beltran is 0958-03-08. The occupation of
Shelli Beltran is occupational therapist. The hobby of Shelli
Beltran is sociology.
Thought 3: The child of Shelli Beltran is Aida Wang, Barabara
Beltran, Vicki Hackworth. So the answer is Aida Wang, Barabara
Beltran, Vicki Hackworth.
Action 3: Finish[Aida Wang{constants.answer_sep}Barabara Beltran({
constants.answer_sep}Vicki Hackworth].

Example 5:

Question: Who is the uncle of William Smock?

Thought 1: First, I need to retrieve article about William Smock.
To find the uncle of William Smock, I need to find the brother

of his parent.

Action 1: RetrieveArticle[William Smock].

Observation 1: # Williams Smock ## Family The parents of Williams
Smock are Dominique Smock, Gene Smock. The mother of Williams

Smock is Dominique Smock. The father of Williams Smock is
Gene Smock. The children of Williams Smock are Shelli Beltran
, Stacia Toombs. The daughters of Williams Smock are Shelli
Beltran, Stacia Toombs. The wife of Williams Smock is Alison
Smock. ## Friends The friend of Williams Smock is Lannie
Smock. ## Attributes The date of birth of Williams Smock is
0926-04-04. The occupation of Williams Smock is clinical
biochemist. The hobby of Williams Smock is social studies.

Thought 2: The parents of William Smock are Dominique Smock, Gene
Smock. To find the uncle of William Smock, I need to find the
brother of Dominique Smock and Gene Smock.

Action 2: RetrieveArticle[Dominique Smock].

Observation 2: # Dominique Smock ## Family The child of Dominique
Smock is Williams Smock. The son of Dominique Smock is
Williams Smock. The husband of Dominique Smock is Gene Smock.

## Friends The friends of Dominique Smock are Gene Smock,
Isiah Lutz, Orlando Beltran, Vicki Hackworth. ## Attributes
The date of birth of Dominigque Smock is 0897-09-08. The
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occupation of Dominique Smock is sports therapist. The hobby
of Dominique Smock is dominoes.

Thought 3: Dominigque Smock has no brother. Now I need to retrieve
article about Gene Smock and find his brother.

Action 3: RetrieveArticle[Gene Smock].

Observation 3: # Gene Smock ## Family The parents of Gene Smock
are Alvaro Smock, Lannie Smock. Gene Smock’s sibling is Eli
Smock. The brother of Gene Smock is Eli Smock. The mother of

Gene Smock is Lannie Smock. The father of Gene Smock is
Alvaro Smock. The child of Gene Smock is Williams Smock. The
son of Gene Smock is Williams Smock. The wife of Gene Smock
is Dominique Smock. ## Friends The friends of Gene Smock are
Leeann Hackworth, Leisa Lutz, Ricardo Hackworth, Alvaro Smock,

Dominique Smock. ## Attributes The date of birth of Gene
Smock is 0898-08-16. The occupation of Gene Smock is
immunologist. The hobby of Gene Smock is architecture.

Thought 4: The brother of Gene Smock is Eli Smock, and Dominique
Smock has no brother. Since Gene Smock and Dominigque Smock are

the parents of William Smock, the uncle of William Smock is
Eli Smock. So the answer is Eli Smock.
Action 4: Finish[Eli Smock].

Example 6:

Question: What is the occupation of the sister of the grandmother
of Virgil Hackworth?

Thought 1: First, I need to retrieve article about Virgil
Hackworth. To find the grandmother of Virgil Hackworth, I need

to find the mother of his parent.

Action 1: RetrieveArticle[Virgil Hackworth].

Observation 1: # Virgil Hackworth ## Family The parents of Virgil
Hackworth are Ricardo Hackworth, Vicki Hackworth. Virgil
Hackworth’s siblings are Leeann Hackworth, Leisa Lutz. The
sisters of Virgil Hackworth are Leeann Hackworth, Leisa Lutz.

The mother of Virgil Hackworth is Vicki Hackworth. The
father of Virgil Hackworth is Ricardo Hackworth. ## Friends
The friends of Virgil Hackworth are Alison Smock, Eli Smock,
Orlando Beltran, Ryan Wang. ## Attributes The date of birth
of Virgil Hackworth is 1009-06-23. The occupation of Virgil
Hackworth is sound technician. The hobby of Virgil Hackworth
is wikipedia editing.

Thought 2: The parents of Virgil Hackworth are Ricardo Hackworth,
Vicki Hackworth. To find the grandmother of Virgil Hackworth,
I need to find the mother of Ricardo Hackworth and Vicki
Hackworth.

Action 2: RetrieveArticle[Ricardo Hackworth].

Observation 2: # Ricardo Hackworth ## Family The children of
Ricardo Hackworth are Leeann Hackworth, Leisa Lutz, Virgil

Hackworth. The son of Ricardo Hackworth is Virgil Hackworth.
The daughters of Ricardo Hackworth are Leeann Hackworth,
Leisa Lutz. The wife of Ricardo Hackworth is Vicki Hackworth.

## Friends The friends of Ricardo Hackworth are Gene Smock,
Isiah Lutz, Johnetta Wang. ## Attributes The date of birth of
Ricardo Hackworth is 0983-02-24. The occupation of Ricardo
Hackworth is clinical research associate. The hobby of
Ricardo Hackworth is dairy farming.
Thought 3: Ricardo Hackworth has no mother. So I need to retrieve
article about Vicki Hackworth and find her mother.
Action 3: RetrieveArticle[Vicki Hackworth].
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Observation 3: # Vicki Hackworth ## Family The parents of Vicki
Hackworth are Dino Beltran, Shelli Beltran. Vicki Hackworth’s
siblings are Aida Wang, Barabara Beltran. The sisters of
Vicki Hackworth are Aida Wang, Barabara Beltran. The mother
of Vicki Hackworth is Shelli Beltran. The father of Vicki
Hackworth is Dino Beltran. The children of Vicki Hackworth
are Leeann Hackworth, Leisa Lutz, Virgil Hackworth. The son
of Vicki Hackworth is Virgil Hackworth. The daughters of
Vicki Hackworth are Leeann Hackworth, Leisa Lutz. The husband
of Vicki Hackworth is Ricardo Hackworth. ## Friends The
friends of Vicki Hackworth are Brian Beltran, Dominique Smock,
Eli Smock. ## Attributes The date of birth of Vicki
Hackworth is 0985-05-30. The occupation of Vicki Hackworth is
police officer. The hobby of Vicki Hackworth is meditation.
Thought 4: The mother of Vicki Hackworth is Shelli Beltran. So the
only grandmother of Virgil Hackworth is Shelli Beltran. Now I
need to retrieve article about Shelli Beltran and find her
sister.
Action 4: RetrieveArticle[Shelli Beltran].
Observation 4: # Shelli Beltran ## Family The parents of Shelli

Beltran are Alison Smock, Williams Smock. Shelli Beltran’s
sibling is Stacia Toombs. The sister of Shelli Beltran is
Stacia Toombs. The mother of Shelli Beltran is Alison Smock.

The father of Shelli Beltran is Williams Smock. The children

of Shelli Beltran are Aida Wang, Barabara Beltran, Vicki
Hackworth. The daughters of Shelli Beltran are Aida Wang,
Barabara Beltran, Vicki Hackworth. The husband of Shelli
Beltran is Dino Beltran. ## Friends The friends of Shelli
Beltran are Brian Beltran, Eli Smock, Isiah Lutz, Leslee
Toombs, Lesley Lutz, Ryan Wang. ## Attributes The date of
birth of Shelli Beltran is 0958-03-08. The occupation of
Shelli Beltran is occupational therapist. The hobby of Shelli
Beltran is sociology.

Thought 5: The sister of Shelli Beltran is Stacia Toombs. Now I
need to retrieve article about Stacia Toombs and find her
occupation.

Action 5: RetrieveArticle[Stacia Toombs].

Observation 5: # Stacia Toombs ## Family The parents of Stacia
Toombs are Alison Smock, Williams Smock. Stacia Toombs’s
sibling is Shelli Beltran. The sister of Stacia Toombs is
Shelli Beltran. The mother of Stacia Toombs is Alison Smock.

The father of Stacia Toombs is Williams Smock. The child of
Stacia Toombs is Leslee Toombs. The daughter of Stacia Toombs

is Leslee Toombs. The husband of Stacia Toombs is Wilbert
Toombs. ## Friends The friends of Stacia Toombs are Brian
Beltran, Isiah Lutz, Leeann Hackworth, Lesley Lutz, Ryan Wang.

## Attributes The date of birth of Stacia Toombs is

0959-03-22. The occupation of Stacia Toombs is actuary. The
hobby of Stacia Toombs is finance.

Thought 6: The occupation of Stacia Toombs is actuary. So the
answer 1s actuary.

Action 6: Finish[actuary].

Example 7:

Question: Who is the brother of the person whose occupation is
associate professor?

Thought 1: First, I need to search for people whose occupation is
associate professor.

Action 1: Searchl[associate professor].
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Observation 1: (1) Dino Beltran

Thought 2: Person whose hobby is associate professor is Dino
Beltran. Now I need to retrieve article about Dino Beltran and

find his brother.

Action 2: RetrieveArticle[Dino Beltran].

Observation 2: # Dino Beltran ## Family The parents of Dino
Beltran are Brian Beltran, Daisy Beltran. Dino Beltran’s
sibling is Orlando Beltran. The brother of Dino Beltran is
Orlando Beltran. The mother of Dino Beltran is Daisy Beltran.

The father of Dino Beltran is Brian Beltran. The children
of Dino Beltran are Aida Wang, Barabara Beltran, Vicki
Hackworth. The daughters of Dino Beltran are Aida Wang,
Barabara Beltran, Vicki Hackworth. The wife of Dino Beltran
is Shelli Beltran. ## Friends The friend of Dino Beltran is
Alvaro Smock. ## Attributes The date of birth of Dino Beltran

is 0958-08-09. The occupation of Dino Beltran is associate
professor. The hobby of Dino Beltran is shogi.

Thought 3: The brother of Dino Beltran is Orlando Beltran, so the
answer is Orlando Beltran.

Action 3: Finish[Orlando Beltran].

Example 8:

Question: What is the date of birth of the person whose hobby is
meteorology?

Thought 1: First, I need to search for people whose hobby is
meteorology.

Action 1: Search[meteorology].

Observation 1: (1) Alison Smock (2) Barabara Beltran

Thought 2: People whose hobby is meteorology are Alison Smock,
Barabara Beltran. Now I need to retrieve article about Alison
Smock and Barabara Beltran and find their date of birth.

Action 2: RetrieveArticle[Alison Smock].

Observation 2: # Alison Smock ## Family The children of Alison
Smock are Shelli Beltran, Stacia Toombs. The daughters of
Alison Smock are Shelli Beltran, Stacia Toombs. The husband
of Alison Smock is Williams Smock. ## Friends The friends of
Alison Smock are Eli Smock, Lannie Smock, Virgil Hackworth.

## Attributes The date of birth of Alison Smock is 0929-10-28.
The occupation of Alison Smock is health promotion
specialist. The hobby of Alison Smock is meteorology.

Thought 3: The date of birth of Alison Smock is 0929-10-28. Now I
need to retrieve article about Barabara Beltran and find her
date of birth.

Action 3: RetrieveArticle[Barabara Beltran].

Observation 3: # Barabara Beltran ## Family The parents of
Barabara Beltran are Dino Beltran, Shelli Beltran. Barabara
Beltran’s siblings are Aida Wang, Vicki Hackworth. The
sisters of Barabara Beltran are Aida Wang, Vicki Hackworth.
The mother of Barabara Beltran is Shelli Beltran. The father
of Barabara Beltran is Dino Beltran. ## Friends ## Attributes

The date of birth of Barabara Beltran is 0989-06-11. The
occupation of Barabara Beltran is broadcast engineer. The
hobby of Barabara Beltran is meteorology.

Thought 4: The date of birth of Barabara Beltran is 0989-06-11. So

the answer is 0929-10-28, 0989-06-11.
Action 4: Finish[0929-10-28{constants.answer_sep}0989-06-11].

Example 9:
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Question: Who is the cousin of the person whose occupation is
broadcast engineer?

Thought 1: First, I need to search for people whose occupation is
broadcast engineer.

Action 1: Search[broadcast engineer].

Observation 1: # Barabara Beltran ## Family The parents of
Barabara Beltran are Dino Beltran, Shelli Beltran. Barabara
Beltran’s siblings are Aida Wang, Vicki Hackworth. The
sisters of Barabara Beltran are Aida Wang, Vicki Hackworth.
The mother of Barabara Beltran is Shelli Beltran. The father

of Barabara Beltran is Dino Beltran. ## Friends ## Attributes
The date of birth of Barabara Beltran is 0989-06-11. The
occupation of Barabara Beltran is broadcast engineer. The

hobby of Barabara Beltran is meteorology.

Thought 2: Person whose hobby is broadcast engineer is Barabara
Beltran. The cousin of Barabara Beltran is the child of
sibling of her parent. Barabara Beltran’s parents are Dino
Beltran and Shelly Beltran. Now I need to find the sibling of
Dino Beltran and Shelly Beltran.

Action 2: RetrieveArticle[Dino Beltran].

Observation 2: # Dino Beltran ## Family The parents of Dino
Beltran are Brian Beltran, Daisy Beltran. Dino Beltran’s
sibling is Orlando Beltran. The brother of Dino Beltran is
Orlando Beltran. The mother of Dino Beltran is Daisy Beltran.

The father of Dino Beltran is Brian Beltran. The children
of Dino Beltran are Aida Wang, Barabara Beltran, Vicki
Hackworth. The daughters of Dino Beltran are Aida Wang,
Barabara Beltran, Vicki Hackworth. The wife of Dino Beltran
is Shelli Beltran. ## Friends The friend of Dino Beltran is
Alvaro Smock. ## Attributes The date of birth of Dino Beltran

is 0958-08-09. The occupation of Dino Beltran is associate
professor. The hobby of Dino Beltran is shogi.

Thought 3: The sibling of Dino Beltran is Orlando Beltran. Now I
need to retrieve article about Orlando Beltran and find his
child.

Action 3: RetrieveArticle[Orlando Beltran].

Observation 3: # Orlando Beltran ## Family The parents of Orlando
Beltran are Brian Beltran, Daisy Beltran. Orlando Beltran’s
sibling is Dino Beltran. The brother of Orlando Beltran is
Dino Beltran. The mother of Orlando Beltran is Daisy Beltran.

The father of Orlando Beltran is Brian Beltran. ## Friends
The friends of Orlando Beltran are Virgil Hackworth, Dominique

Smock. ## Attributes The date of birth of Orlando Beltran is
0953-10-23. The occupation of Orlando Beltran is petroleum
engineer. The hobby of Orlando Beltran is learning.

Thought 4: Orlando Beltran has no child, so no cousin from the
side of Dino Beltran. Now I need to retrieve article about
Shelli Beltran and find her sibling.

Action 4: RetrieveArticle[Shelli Beltran].

Observation 4: # Shelli Beltran ## Family The parents of Shelli

Beltran are Alison Smock, Williams Smock. Shelli Beltran’s
sibling is Stacia Toombs. The sister of Shelli Beltran is
Stacia Toombs. The mother of Shelli Beltran is Alison Smock.

The father of Shelli Beltran is Williams Smock. The children
of Shelli Beltran are Aida Wang, Barabara Beltran, Vicki
Hackworth. The daughters of Shelli Beltran are Aida Wang,
Barabara Beltran, Vicki Hackworth. The husband of Shelli
Beltran is Dino Beltran. ## Friends The friends of Shelli
Beltran are Brian Beltran, Eli Smock, Isiah Lutz, Leslee
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Toombs, Lesley Lutz, Ryan Wang. ## Attributes The date of

birth of Shelli Beltran is 0958-03-08. The occupation of
Shelli Beltran is occupational therapist. The hobby of Shelli
Beltran is sociology.

Thought 5: The sibling of Shelli Beltran is Stacia Toombs. Now I
need to retrieve article about Stacia Toombs and find her
child, to get the cousin of Barabara Beltran.

Action 5: RetrieveArticle[Stacia Toombs].

Observation 5: # Stacia Toombs ## Family The parents of Stacia
Toombs are Alison Smock, Williams Smock. Stacia Toombs’s
sibling is Shelli Beltran. The sister of Stacia Toombs is
Shelli Beltran. The mother of Stacia Toombs is Alison Smock.

The father of Stacia Toombs is Williams Smock. The child of
Stacia Toombs is Leslee Toombs. The daughter of Stacia Toombs

is Leslee Toombs. The husband of Stacia Toombs is Wilbert
Toombs. ## Friends The friends of Stacia Toombs are Brian
Beltran, Isiah Lutz, Leeann Hackworth, Lesley Lutz, Ryan Wang.

## Attributes The date of birth of Stacia Toombs is

0959-03-22. The occupation of Stacia Toombs is actuary. The
hobby of Stacia Toombs is finance.

Thought 6: The child of Stacia Toombs is Leslee Toombs. So the
cousin of Barabara Beltran is Leslee Toombs. The answer 1is
Leslee Toombs.

Action 6: Finish[Leslee Toombs].

Example 10:

Question: Who is the great-granddaughter of the person whose hobby
is biology?

Thought 1: First, I need to search for people whose hobby is

biology.
Action 1: Search[biology].
Observation 1: (1) Alvaro Smock

Thought 2: Person whose hobby is biology is Alvaro Smock. Now I
need to retrieve article about Alvaro Smock and find his great
—granddaughter. A great-granddaughter is the daughter of the
child of the child of the person.

Action 2: RetrieveArticle[Alvaro Smock].

Observation 2: # Alvaro Smock ## Family The children of Alvaro
Smock are Eli Smock, Gene Smock. The sons of Alvaro Smock are

Eli Smock, Gene Smock. The wife of Alvaro Smock is Lannie
Smock. ## Friends The friends of Alvaro Smock are Dino
Beltran, Gene Smock, Aida Wang. ## Attributes The date of
birth of Alvaro Smock is 0867-07-12. The occupation of Alvaro

Smock is osteopath. The hobby of Alvaro Smock is biology.

Thought 3: The children of Alvaro Smock are Eli Smock, Gene Smock.

Now I need to retrieve article about Eli Smock and Gene Smock

and find their child.

Action 3: RetrieveArticle[Eli Smock].

Observation 3: # Eli Smock ## Family The parents of Eli Smock are
Alvaro Smock, Lannie Smock. Eli Smock’s sibling is Gene Smock

The brother of Eli Smock is Gene Smock. The mother of Eli
Smock is Lannie Smock. The father of Eli Smock is Alvaro
Smock. ## Friends The friends of Eli Smock are Leisa Lutz,
Shelli Beltran, Vicki Hackworth, Virgil Hackworth, Alison
Smock, Brian Beltran. ## Attributes The date of birth of Eli
Smock is 0901-01-18. The occupation of Eli Smock is retail
manager. The hobby of Eli Smock is tether car.

Thought 4: Eli Smock has no child. Now I need to retrieve article
about Gene Smock and find his child.
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Figure 7: F1 scores against reasoning steps, for questions with only 1 solution.

Action 4: RetrieveArticle[Gene Smock].

Observation 4: # Gene Smock ## Family The parents of Gene Smock
are Alvaro Smock, Lannie Smock. Gene Smock’s sibling is E1li
Smock. The brother of Gene Smock is Eli Smock. The mother of

Gene Smock is Lannie Smock. The father of Gene Smock is
Alvaro Smock. The child of Gene Smock is Williams Smock. The
son of Gene Smock is Williams Smock. The wife of Gene Smock
is Dominique Smock. ## Friends The friends of Gene Smock are
Leeann Hackworth, Leisa Lutz, Ricardo Hackworth, Alvaro Smock,

Dominique Smock. ## Attributes The date of birth of Gene
Smock is 0898-08-16. The occupation of Gene Smock is
immunologist. The hobby of Gene Smock is architecture.

Thought 5: The child of Gene Smock is Williams Smock. Now I need
to retrieve article about Williams Smock and find his daughter
, to get the great-granddaughter of Alvaro Smock.

Action 5: RetrieveArticle([Williams Smock].

Observation 5: # Williams Smock ## Family The parents of Williams
Smock are Dominique Smock, Gene Smock. The mother of Williams

Smock is Dominique Smock. The father of Williams Smock is
Gene Smock. The children of Williams Smock are Shelli Beltran
, Stacia Toombs. The daughters of Williams Smock are Shelli
Beltran, Stacia Toombs. The wife of Williams Smock is Alison
Smock. ## Friends The friend of Williams Smock is Lannie
Smock. ## Attributes The date of birth of Williams Smock is
0926-04-04. The occupation of Williams Smock is clinical
biochemist. The hobby of Williams Smock is social studies.

Thought 6: The daughters of Williams Smock are Shelli Beltran,
Stacia Toombs. So the great-granddaughters of Alvaro Smock,
whose hobby is biology, are Shelli Beltran, Stacia Toombs. The
answer is Shelli Beltran, Stacia Toombs.

Action 6: Finish[Shelli Beltran{constants.answer_sep}Stacia Toombs
1.

(END OF EXAMPLES)

Now answer the following question:
Question: {{question}}
{{scratchpad}}

D ADDITIONAL RESULTS
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