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Abstract

Imputation methods play a critical role in enhancing the quality of practical time-
series data, which often suffer from pervasive missing values. Recently, diffusion-
based generative imputation methods have demonstrated remarkable success com-
pared to autoregressive and conventional statistical approaches. Despite their
empirical success, the theoretical understanding of how well diffusion-based mod-
els capture complex spatial and temporal dependencies between the missing values
and observed ones remains limited. Our work addresses this gap by investigating
the statistical efficiency of conditional diffusion transformers for imputation and
quantifying the uncertainty in missing values. Specifically, we derive statistical
sample complexity bounds based on a novel approximation theory for conditional
score functions using transformers, and, through this, construct tight confidence
regions for missing values. Our findings also reveal that the efficiency and accuracy
of imputation are significantly influenced by the missing patterns. Furthermore, we
validate these theoretical insights through simulation and propose a mixed-masking
training strategy to enhance the imputation performance.

1 Introduction

Sequential data are ubiquitous in real-world applications such as finance [John et al., 2019, Chen
et al., 2016], healthcare [Tonekaboni et al., 2021, Kazijevs and Samad, 2023], transportation [Li et al.,
2020, Tedjopurnomo et al., 2020], and meteorology [Yozgatligil et al., 2013]. However, these datasets
often suffer from missing values due to factors such as sensor malfunctions, data transmission errors,
and human oversight [Greco et al., 2012, Yi et al., 2016]. Missing data can significantly degrade the
performance of downstream tasks [Ribeiro and Castro, 2022, Alwateer et al., 2024], making accurate
and robust imputation a critical challenge.

One of the earliest imputation methods dates back to Allan and Wishart [1930], which provided
formulas for estimating single missing observations. Over the past century, this foundational idea
of imputation has been extended to broader application domains. Statistical imputation methods
have gained sustained attention due to their computational efficiency and ease of implementation.
These approaches range from simple techniques, such as imputation using the mean or median
of observations, to interpolation-based methods [Tukey, 1952], and more sophisticated model-
based techniques, including Kalman filters and autoregressive models [Gémez and Maravall, 1994,
Shumway et al., 2000]. However, these methods often rely on strong assumptions such as linearity and
stationarity, which may not hold in complex real-world scenarios, thereby limiting their applicability
and accuracy [Fuller, 2009].

To address the limitations of statistical methods, recent research has increasingly turned to machine
learning approaches for imputation. These methods are capable of capturing complex spatio-temporal
patterns and nonlinear dependencies without requiring strict assumptions [Fang and Wang, 2020].
Typical examples include training neural networks such as recurrent neural networks and transformer
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architectures for inferring missing values [Wang et al., 2024]. In parallel, generative models such as
Variational AutoEncoders (VAEs) and Generative Adversarial Networks (GANs) have shown promise
by introducing uncertainty-aware imputations [Fortuin et al., 2020, Miao et al., 2021]. However,
these generative models often spell limitations in expressiveness or training stability. More recently,
diffusion-based generative models have emerged as a powerful alternative, offering robust imputations
and strong empirical performance across diverse and high-dimensional time series datasets [Tashiro
et al., 2021, Zhou et al., 2024].

Despite their widespread empirical success, diffusion-based imputation methods exhibit two key
challenges. First, their performance is highly sensitive to dataset characteristics, often displaying sub-
stantial variability across benchmarks [Zhang et al., 2024, Zheng and Charoenphakdee, 2022, Tashiro
et al., 2021]. Second, they are significantly affected by missing patterns, leading to inconsistencies in
imputation quality [Zhang et al., 2024, Ouyang et al., 2023, Zhou et al., 2024]. These observations
motivate the following fundamental questions:

How well can diffusion models capture the underlying conditional distribution of missing values?

How does the missing pattern affect the imputation performance?

In this paper, we answer the two questions from a statistical learning perspective. Our analysis centers
on Diffusion Transformers (DiT, Peebles and Xie [2022]) applied to imputation tasks with Gaussian
process (GP) data. Despite their conceptual simplicity, GPs exhibit rich spatio-temporal dependencies
and long-horizon dependencies that pose challenges for modeling and imputation. On the other
hand, GPs are powerful statistical tools widely used in regression, classification, and forecasting
tasks [Seeger, 2004, Banerjee et al., 2013, Borovitskiy et al., 2021].

We establish sample complexity bounds for DiTs in learning the underlying conditional distribution
of missing values given observed ones. The obtained bounds demonstrate the role of missing patterns
in imputation performance, highlighting how the condition number of the covariance matrix for the
missing values and distribution shifts contribute to variability in accuracy. Furthermore, we derive
confidence intervals for imputed values and show the coverage probability of them converging to the
desired level. We summarize our contributions as follows.

o Statistical Efficiency. We show that DiTs capture the conditional distribution of missing values
effectively. The sample complexity in Theorem 2 scales at a rate O (v Hd?k5 //n), where n denotes
the training sample size. We obtain a n~ /2 convergence rate with a mild polynomial dependence on
the sequence length H. In addition, & is the condition number induced by the missing patterns. To
establish Theorem 2, we develop a novel score representation theory (Theorem 1) for DiTs, where
we utilize an algorithm unrolling technique.

e Uncertainty Quantification. Leveraging the generative power of trained DiTs, we construct
confidence regions (intervals) from massive generated missing values. This approach possesses its
natural appeal and enjoys strong coverage guarantees (Corollary 1). We show that the coverage
probability converges to the desired level at a O(n~'/?) rate. Meanwhile, the missing patterns
influences the convergence.

e Mixed-Masking Training Strategy. Motivated by our theoretical results, we propose a training
strategy blending different masking schemes to cover diverse missing patterns. The performance of
our method on synthetic datasets validates our findings and outperforms benchmark methods.

Notations We use bold lowercase letters to denote vectors and bold uppercase letters to denote
matrices. For a vector v, ||v||2 denotes its Euclidean norm. For a matrix A, ||A ||z and ||A||r denote
its spectral norm and Frobenius norm, respectively, and ||A| o = max; ; |A4;;|. When matrix A
is positive definite, we denote Apax(A) and Ay (A) as its largest and smallest eigenvalues; its
condition number is kK(A) = Apax(A)/Amin(A). We denote f < g if there exists a constant C' > 0

such that f < Cg. Notation O(-) suppresses constants, while O(+) further hides logarithmic factors.
Due to space limit, the related work section is deferred to Appendix A.

2 Imputation in Gaussian Processes via Conditional Diffusion Models

In this section, we formalize the imputation task as a conditional distribution estimation problem.
When the data are sampled from a Gaussian process, we identify rich structures in the conditional
distribution. We then utilize a DiT to learn the distribution of missing values. Lastly, we summarize
diffusion-based imputation method in Algorithm 1.



2.1 Imputation for Gaussian Process Data

Imputation refers to the task of inferring missing values given the observed ones. Denote by
T ={1,..., H} the set of all time indices. For a multivariate sequence X = [x,...,xp] € R
of length H, we consider a block-missing setting, where certain time frames are entirely unobserved.
The subset of observed indices is denoted by Zops = {i1,...,4z,,.|}, Where [Zos| denotes the
cardinality. Correspondingly, Zpmiss = Z \ Zobs denotes the time indices of missing frames. To avoid
degenerate cases, we assume 0 < |Ziss| < H. In the sequel, we focus on the Missing Completely
at Random case [Little, 1988], where each index in Z,,;ss is independently sampled from some
underlying distribution.

We represent the vectorized observed partial sequence as Xops = [X; ,...,x; |7 € Ré%ovsl and

(1
T T

. ’lelmiss\]T € RUTmiss| | We estimate the missing

values by learning the conditional distribution P(Xmiss | Xobs). Notably, learning the conditional
distribution goes beyond point estimates of the missing values, but provides easy access to confidence
regions. We slightly abuse the notation by using x to simultaneously refer to random vectors.

the vectorized missing part as Xuyiss = [X

Throughout our theoretical analysis, we focus on d-dimensional Gaussian process data. To uniquely
distinguish a Gaussian process, it suffices to specify its mean and covariance functions. In particular,
we denote the mean as p; = E[x;] and we parameterize the covariance matrix by Cov[x;,x;] =
v(i,7)A, where A = Var[x;] € R?*? for any h and 1 is a kernel function. It is worth mentioning
that A captures the spatial dependencies and function -y represents temporal correlation. The kernel
function +y dictates the strength and decay of the temporal dependencies among different data frames.

The joint distribution of a sequence vec(X) = [x{ ,--- ,x;] " is Gaussian N'(u, T ® A), where
i, FLDA - (L H)A
p=: and T®A= : :
p V(H DA - y(H H)A

Here I';; = (4, j) and ® is the matrix Kronecker product. We impose the following assumption for
characterizing the temporal dependencies.

Assumption 1. There exists d.-dimensional embedding {e; € R }H | such that ||e;||, = r for a
constant r. Moreover, for any i, j, it holds that ||e; — e;|, = f(|i — j|), and for |iy — j1| # |iz — j2
f(liv = g1]) # f(|liz — j2|) . Kernel function (i, j) only depends on ||e; — e;||,. Furthermore, we
assume T" and A are positive definite.
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Assumption 1 ensures that the pairwise distances in the embedding uniquely identifies positional gaps.
We do not specify a particular form of the kernel function, which encodes many commonly ones
such as Gaussian Radial Basis Function (RBF), Ornstein—Uhlenbeck kernels, and Matérn kernels
[Rasmussen and Williams, 2006]. As a concrete example, sinusoidal embedding is widely used in
transformer networks [Vaswani et al., 2017]. Consider a two-dimensional embedding defined as
e; = [rsin(2mi/C),r cos(2mi/C)] ", where 7 > 0 is a fixed radius and C' > 0 is a scaling constant.
The Euclidean distance between any two embedding is ||e; — e;||2 = 2r|sin (7 (¢ — j)/C) |, which
is strictly positive for ¢ # j, and approximately linear in | — j| when C is sufficiently large.

Under the Gaussian process setting, the conditional distribution of Xniss|Xobs i still Gaussian [Bishop
and Nasrabadi, 2006]. The conditional mean and covariance are given by

Hcond(xobs) = Mmiss + Ejorxgbls (Xobs - Hobs)v 23cond = Emiss - E;rnglszcora
where we denote pons = E[Xops] (the same holds for pimiss), Xcor = COV[Xobs, Xmiss)» and Xops
(resp. Xniss) as the covariance of Xqps (resp. Xmiss). See Figure 1 for a graphical demonstration. We
check that Zgps = Lops @ A with Topg € RIZovs1X1Zobs| capturing correlation among index set Zops.

2.2 Training Diffusion Transformers for Imputation

We estimate the conditional distribution P (Xiss | Xobs) using diffusion transformers. A diffusion
model consists of two coupled processes—a forward and a backward process. We adopt a continuous-
time description. In the forward process, we gradually corrupt data by

1
dx; = —ixtdt +dw; with xg ~ P( | Xobs)7 (1)

and w, is a Wiener process. The forward process terminates at a sufficiently large time 7" and we
denote the distribution of x; as P;(-|Xops) With density p(-|Xons). Note that we only corrupt the
missing values by Gaussian noise, but keep the observed partial sequence x,p,s unchanged.



Corresponding to the forward process, the backward process simulates the reverse evolution of the
forward process. As a result, it generates new samples by progressively removing noise:

2

where w; is another Wiener process and Vy, log p; (v | Xobs) is the conditional score function. In
the remaining of the paper, we drop the subscript v in the score function for simplicity. Unfortunately,
Viog pr—t(ve | Xobs) is typically unknown and must be estimated using a neural network. We
denote the estimated score function by S(v;, Xobs, t). Consequently, the sample generation process
follows an alternative backward SDE:

1 .
dv, = [vt + Vy, logpr—¢(vy | xobs)} dt +dw; with v~ Pr(-| Xobs), 2)

~ 1. . _ . ~
dv, = |:2Vt + s(vt,xobs,t)} dt +dw; with v ~ N(Ovldllmass\)- 3)

Here, we also replace the unknown Pr by a standard Gaussian distribution.

When training the score estimator S, we assume access to fully observed sequences. To simulate
a partially observed sequence, we sample a masking sequence {7, ...,7g} € {0,1}*, where 0
denotes missing the observation and 1 keeping the observation. Then X, is extracted according to
the masking sequence. In later context, we will investigate how to choose masking strategies. We
summarize the diffusion-based method for sequence imputation in Algorithm 1.

Algorithm 1 Diffusion-Based Sequence Imputation

1: Module I: Training

2: Input: Fully observed sequences D := {X;}!" ,, a masking strategy.
3: Simulate {x((fgs, xf;)iss 1 pairs via the masking strategy, and train a conditional diffusion model.
4: Output: A well-trained conditional diffusion model.

5: Module II: Imputation
6: Input: Conditional diffusion model from Module I, a new partial sequence X7, ., repetition
time 7, and confidence level 1 — a.
7: Conditioned on x7, ., independently generate B missing sequences ﬁfji)ss forz=1,...,7.
8: * Point estimate: Mean X}, . = + ZZZ:I ﬁfﬁi)ss (or median of the generated sequences).
—~ 3k ~
9: % Confidence region: CR,_,, = {xmiss 1 Kmiss — Xiissll2 < D}La},

where ﬁ]‘fu is the 1 — o upper quantile of ||§I(§l)Sb

o~ %
10: Return: X ;. and CR,_,.

— X sllz forz=1,...,Z.

For the rest of the paper, we parameterize the conditional score function using a transformer network.
A transformer [Vaswani et al., 2017], comprises a series of blocks and each block encompasses a

multi-head attention layer and a feedforward layer. Let Y = [y, ...,y x| € RP* be the (column)
stacking matrix of H patches. In a transformer block, the multi-head attention layer computes
Attn(Y) =Y +3M vy o ((QMY)TK™Y), (4)

where V™ Q™ K" are weight matrices of corresponding sizes in the m-th attention head, and o is
an activation function. The attention layer is followed by a feedforward layer, which computes

FFN(Y) =Y + W, - ReLU(W,Y +by1") +by1".
Here, W1, W5 are weight matrices, b; and by are offset vectors, 1 denotes a vector of ones,
and the ReLLU activation function is applied entry-wise. This feedforward layer performs a linear
transformation to the output of the attention module with more flexibility. For our study, the raw
input to a transformer is H patches of d-dimensional vectors and time ¢ in the backward process. We
refer to 7 (D, L, M, B, R) as a transformer architecture defined by
T(D,L, M, B, R) = {f : f = fout e} (FFNL e} Attl’lL) O---0 (FFNl e} Attnl) o} firn

Attn; uses entrywise ReLLU activation fori = 1,..., L,

number of heads in each Attn is bounded by M,

the Frobenius norm of each weight matrix is bounded by B,

the output range || f||2 is bounded by R}. )



3 Conditional Score Approximation via Algorithm Unrolling

Suggested by the sample generation process (3), the key is to learn the conditional score function.
This section devotes to establishing a novel score approximation theory of transformers based on
algorithm unrolling.

Since Xpmiss|Xobs is Gaussian, the forward process (1) yields the following closed-form score function:
\Y IOg Dt (vt |X0bs) - — (agzcond + o I) (vt — Q¢ Mcond (Xobs)>7 (6)

where a; = =% and o, = /1 — e . The matrix inverse poses a challenge in representing the score
by a transformer, as it may deteriorate structures in 3.,4. Therefore, we reformulate the conditional
score function as the optimal solution of a quadratic optimization problem:

1
V1og pi(Vi[Xobs) = argmin Ly(s) = §ST (afScond + 07I) s+ (Vi — tptcond (Xobs)) - (7)

It suffices to obtain an approximate optimal solution of (7) using a gradient descent algorithm. At the
k-th iteration, with a step size 1;, we have

S(k+1) = S(k) — Mt {( I + (e z]rmss)s( ) + a222—0r20bg2cors k) + (Vt - at“cond(xobs))}v (8)

VL (s(k))
for k = 0,..., K — 1. Unfortunately, we encounter another matrix inverse in £, 3..,s(). Analo-
gous to (7), we consider an auxiliary quadratic optimization problem:
1

Eobbﬁcors( ) = = arg mln L,wx( )= iuTEObsu —u Beos®). 9)
Via a gradient descent algorithm with step size 6, the update reads

uFawt1) — y(kawe) _ GVKQE)X( )=u-—=0 (Eobsu — Ecors(k)) , (10)
where iteration index knu.x = 0,..., Kaux — 1.

We substitute the last iterate ulfawx) into the right-hand side of (8) to obtain %Et(s(k)) as an

approximation to Vﬁt( ) We summarize the nested gradient descent algorithm for calculating
the conditional score function in Algorithm 2.

Algorithm 2 Nested Gradient Descent for Representing Score Function

1: Input: Observation X, current state vy, time ¢, step sizes 1, 0, iteration counts Ky, K.
(Major) Gradient Descent:

2: Initialize s(®) = 0.

3: fork=0,1,...,K —1do

Auxiliary Gradient Descent:

Initialize u(® = 0.

for k.o = 0,1,..., K,ux — 1 do

| ukaatD) = ke — OV L), (ulkaux)).

Calculate V£;(s™*)) using uFaux),

gk+1) — g(k) _ ntVEt(s(k)).

9: Return: s(5).

A A

With sufficiently large K,,x and K, the representation error of Algorithm 2 can be well-controlled.

Lemma 1 (Representation error of Algorithm 2). Suppose Assumption I holds. For an arbitrarily
fixed time t € (0,T), given an error tolerance € € (0,1), choose K, K., as

K= O(“(Econd) log (Hdﬁ(Econd)n(Eobs))),Kaux = O(K(Eobs) log (M))

€ o€

Then, given § > 0, for any Xons and v, in a compact region Cg, there exist step sizes 0y and 0 such
that running Algorithm 2 gives rise to

Is) — Vlog pi(ve | Xobs)ll2 < 07 'e.



Detailed proof of Lemma 1 is provided in Appendix B. The compact region Cs truncates the norm of
Xobs and v, which is plausible due to the Gaussian tail; see a precise definition of Cs in Appendix
Equation (13). Lemma 1 suggests that the computational complexity of Algorithm 2 for approximating
the score function is governed by the condition numbers of 3,9 and ¥,,s. A large condition
number on X..nq implies that the variability of missing values among different directions changes
significantly. Equivalently, with a large condition number, given X,ps, the missing values exhibit
strong anistropic uncertainty that complicates the imputation.

Representing the conditional score function by a nested gradient descent algorithm enables an
effective transformer network approximation. We show that transformers can realize each gradient
descent iteration using a constant number of attention blocks. We provide the following score
approximation theory using transformers.

Theorem 1. Suppose Assumption 1 holds. Given an early stopping time ty € (0,T] and an error
level € € (0,1), for any Xons, V¢ € Cs, there exists a transformer architecture T(D, L, M, B, R)
such that, with proper weight parameters, it yields an approximation's satisfying

||§(vt7XObS7t) - Vlngt(Vt|Xobs)||2 S Ut_le fOr allt € [tO,T]

The configuration of the transformer architecture satisfies

2
D= O(d+ de); L=0O (Kfﬁlax(zcond)"{max(zobs) 10g3 <Hdnmax(ECOrxd)Kmax(Eobs))) ,

€
M=4H, B=0 (VA + fnu(Zonn)i,)) s R = 007,V Hdbmax(Tons)),
where we define fmax(+) = supz., . K(+).

The proof is provided in Appendix C. Figure 1 depicts the transformer architecture in our constructive
proof, which unrolls Algorithm 2 efficiently. To obtain the approximation error bound, we develop
a careful analysis of the error propagation in the auxiliary gradient descent for calculating V.,.
Theorem 1 also reinforces the insights from Lemma 1, where we observe that the size of the
transformer network scales with the worst-case condition number. We will further discuss the relation
between missing patterns and the condition number in Theorem 2.

Attention Heads: Attention Heads: Attention Heads:
Missing Part Correlation Part Observed Part

85 ~ argming L4(s) = V log p(V¢|Xobs)

Approximating major GD iteration:
Compute Zrisss®), B 1K)

Transformer Blocks

Approximating auxiliary GD iteration
Compute BopsuFer) 3,5+

'\\ Transformer Blocks

Capture Different Parts of Spatial and Temporal Correlations Separately

-
______________________________________________ RS
ff Perform Matrix-Vector Multiplications to Approximate GD Iterations
in
? VEaux(u) = 2obsu - 2cors
Xobs, Vi, € Samples & Current States & Time Embeddings VLi(s) ~ (621 + o? )s 4+ ;B uEe) 4 (v — appheond (Xobs))

Figure 1: Constructed transformer architecture: Within each transformer block, attention heads focus
on capturing information of different covariance components (Xqps, Lcor, 2miss) Separately, and
approximate corresponding matrix—vector multiplications. A total of K block groups perform major
GD steps, with K,,x inner blocks in each group dedicated to solving the auxiliary problem.

4 Capturing Conditional Distribution and Uncertainty Quantification

Given a properly chosen transformer architecture, we establish guarantees for learning the conditional
distribution of missing values and uncertainty quantification. We consider an estimated score network
S obtained by minimizing the following empirical score matching loss (a detailed derivation is
deferred to Appendix E):

§ € argminger L(s) = L1 o(xW)  x1 :s), (11)

T n miss’



where

. . T
ox® < g) = / Ey o) 180X, 1) = (vi — apvo) o2 3] de. (12)
.

Substituting the learned score § into the backward SDE (3) yields generated distribution vy, ~ Py, (- |
Xobs)- We introduce an early-stopping time ¢ to stabilize the training and sample generation [Song

et al., 2020]. We now present a convergence guarantee of 13t0 to the true conditional distribution.
Theorem 2. Referring to the training procedure in Algorithm 1, by choosing the transformer
architecture as in Theorem 1 with € = n™2, terminal time T = O(logn), and early-stopping time
to = O(Amin(Zcond)n ™ 2), it holds that

ik = Epo [Ex, [TVP(obs): Pry (fxons) | | = O/ HPR (Bcona) 52 (Zons) /).

The proof of Theorem 2 is provided in Appendix D. This result establishes that DiT can efficiently
learn the true conditional distribution of missing values. The sample complexity mildly depends on
the sequence length. More importantly, the bound highlights that the estimation error depends on the
condition numbers of 3,4 and 3}, reflecting the discussion after Lemma 1.

We provide an example to demonstrate that different missing patterns can lead to distinct condition
numbers. Consider data of length H = 96 with time correlation modeled by a Laplace kernel
v(%,7) = exp(—|le; — e;]|2/128), and missing length |Z ;55| = 16. Clustered missingness—16
consecutive missing entries at the tail—yields a large condition number x(Xconq) = 415.40, making
the task challenging. In contrast, dispersed missing patterns, 16 randomly placed missing entries,
result in much smaller £(X¢ond) = 3.00, making estimation easier. We provide numerical results on
this example in Section 5.

Confidence Region Construction Given the learned conditional distribution P, and a new ob-
served sequence Xy .» we deploy the model to generate samples and form point estimates and
confidence regions as in Algorlthm 1. Since x};, . may not be seen in the training samples, we
encounter a distribution shift, meaning that we need to transfer the knowledge in the learned model
to the new testing instance. The subtlety here is how to quantify the knowledge transfer rate. Our
proposal is the following class-dependent distribution shift coefficient.

Definition 1. The distribution shift between two probability distributions Py and P, with respect to a
function class G is defined as DS(P, P2; G) = sup,cg Ei%m
~ 2

In our analysis, we specialize G to a function class induced by the transformer network:
G ={9(y) =Ex,..[0(Xmiss, ¥;8)] : s € T(D,L,M,B,R)}.

Since G might be insensitive to certain distinctions, it introduces some smoothing effect to capture the
difference between P; and P». We consider P; and P» as the marginal training distribution of X}
and the point mass of the testing distribution 1{- = x}, .}, denoted as Py, and P =, _» fespectively.
The following corollary provides a guarantee for the coverage probability of the constructed CR.

Corollary 1. Under the setting of Theorem 2, given x*, _, Algorithm 1 yields CRl_ o satisfying

obs’

ED(") [P(erbb € CRI a):| Z (1 - Oé - 6((11)1; \/DS Pxobba ) —-n 2¢( obs)

where 1)(x%, ) is independent of n and proportional to ||x%, ||z and k(Bcona)-

Detailed proof is provided in Appendix D. Corollary 1 says that the coverage probability of the
constructed CR converges to the desired level at the same rate of the conditional distribution estimation.
More importantly, the distribution shift coefficient directly influences the coverage probability. We
present a detailed discussion in the following remark.

Remark 1. There are two factors controlling the distribution shift coefficient: 1) the observed values
in x7, - and 2) the missing pattern. From our theoretical analysis, we identify a profound impact

of the missingness patterns on the learning efficiency and the choice of transformer architectures.

Indeed, when the masking strategy in Algorithm 1 is relatively easy, e((hs)t is small. However, x7, .

can deviate significantly from the training samples, causing a large distribution shift. On the contrary,



including harder masks can effectively reduce the distribution shift, but elevates learning difficulty.
As aresult, there is a trade-off between the masking strategy and the reliability of the trained diffusion
transformer for imputation. In Section 5, we introduce a mixed-masking training strategy to enhance
the performance of diffusion transformers, where diverse masking patterns are randomly sampled.
This reduces distribution shift and improves robustness to varying imputation difficulty.

5 Experiments

We evaluate the performance of DiT through simulation to validate our theoretical results on im-
putation efficiency, uncertainty quantification, and the effectiveness of the mixed-masking train-
ing strategy. Experiments are conducted on Gaussian processes and, additionally, on more com-
plex latent Gaussian processes to assess generalization beyond our theoretical scope. The DiT
implementation builds on the DiT codebase [Peebles and Xie, 2022]. Further experimental de-
tails and real-world dataset experiments are provided in Appendix F. Our code is available at
https://github.com/liamyzq/DiT_time_series_imputation.

5.1 Gaussian Processes
We generate Gaussian process data with sequence length H = 96, dimension d = 8, and define
the missing segment length as |Z,iss] = 16. In addition to applying Algorithm 1 to construct

95% confidence regions (CRs), we sample from the true conditional distribution to evaluate CR
coverage—the proportion of true values that fall within the estimated CR for comparison.

I P1: k=415.4
P2: k=29.57
] ] ] | ] ] | [ ] P3: k=9.47
oo o . o oo cee oo o o o P4: k=3.0
20 40 60 80 100

Figure 2: Visualization of the four missing patterns for a sequence of length 96. Each horizontal line
shows the positions of missing values (highlighted in blue, orange, green and red for Patterns 1-4),
and annotations on the right indicate the pattern number and its condition number (X cond)-

We first vary two factors: training sample size n € {10,103-5,10%,10*%,10°}, and missing patterns
1-4 (denoted as P1-P4) as shown in Figure 2. As discussed in Theorem 2, x(3cond) acts as a
key varying parameter. To mitigate distribution shift, we apply the same missing patterns to both
training and test data. Results in Figure 3 show that small training sets (n = 102, 103-®) result
in low variability and poor distribution estimation. As sample size increases, DiT yields CRs that
significantly better match the true distribution. We further vary sequence length (H) and report
the results in Table 1. The results suggest that CR coverage rate decreases as sequence length
increases, which supports our theoretical findings. Regarding missing patterns, those with lower
condition numbers reduce the sample complexity needed for effective estimation. These findings
are consistent with our theory, suggesting that the conditional covariance condition number serves
as a practical measure of estimation difficulty. Patterns with lower condition numbers retain richer
temporal correlations, enabling accurate estimation with fewer samples.

Table 1: Sequence length vs CR coverage rates (%)(1).

—- P1
801
S P2 H 16 2 64 9% 128
s P3
o 604 + CR  92.67 (£1.95) 88.63 (¥2.01) 82.14 (+1.70) 80.25 (+1.64) 77.81 (x1.87)
o | - P4
2 1 Table 2: CR coverage rates (%) (1) of models trained
© using different strategies on different missing patterns.
© ] P1 P2 P3 P4
o s 34.58 (£122) 58.46 (£1.89) 7242 (x1.66) 80.25 (£1.64)
e D e e e 2 66.22 (£3.86) 83.71 (:2.86) 74.04 (£1.90) 8150 (x2.12)
Sample Size s3 56.04 (£6.48) 81.05 (£2.09) 74.59 (£1.27) 83.09 (+1.48)
s4 57.27 (4534) 79.00 (22.42) 7438 (£3.00) 82.74 (£2.40)
. Only 8x2 3674 (£1.31) 60.51 (£1.65) 71.24 (£1.52) 80.46 (+2.01)
Figure 3: Percentage of real data samples Only 4x4  34.15(x1.16) 59.23 (x1.88) 73.08 (x1.10) 79.83 (x1.84)
that fall within the DiT-generated 95% CR. Only Ix16  32.68 (£1.50) 54.23 (£1.76) 69.46 (£1.53) 76.72 (£2.20)



https://github.com/liamyzq/DiT_time_series_imputation

Mixed-Masking training strategy. Based on our insights from our distribution shift analysis, we
introduce mixed-masking training strategy. Remark 1 highlights that discrepancies between training
and test distributions can impair CR estimation, especially in real-world settings with limited training
data. A common practice is to train on fully random masks, which tend to have lower condition
numbers and thus pose easier estimation tasks. However, this intensifies the mismatch with test cases
featuring more challenging, clustered missing patterns, limiting model adaptability. To address this,
we propose mixed-masking training strategy. Using the same n = 10° training samples, we evaluate
the four test patterns in Figure 2. During training, we define four different mixed-masking strategies
(each with 16 missing entries):

* S1: 100% random missing pattern (16x1, sixteen randomly placed missing entries).

* S2: 50% random (16x1) + 50% weakly grouped (8x2, eight randomly placed blocks of two
consecutive missing entries).

* S3: 33.3% random (16x1) + 33.3% weakly grouped (8x2) + 33.3% moderately grouped
(4x4, four randomly placed blocks of four consecutive missing entries).

* S4: 25% random (16x1) + 25% weakly grouped (8x2) + 25% moderately grouped (4x4) +
25% strongly grouped (1x16, one randomly placed block of sixteen consecutive missing
entries).

Results in Table 2 show that models trained with mixed masking consistently outperform the baseline
trained with completely random placed masks (S1). We also evaluate the strategies only containing
individual patterns (8x2, 4x4, and 1x16 separately), and the results suggest that they yield inferior
imputation performance compared to appropriately mixing different patterns. This supports our
proposed mixed-masking strategies and aligns well with our theoretical insights. Yet determining
optimal mixing ratios is instance based and remains an open question for future work.

Regarding how these strategies relate to our theoretical results, intuitively, different missing patterns
during training lead to different training distributions Px_, , resulting in varying condition numbers
and consequently different DS values. Training with diverse missing patterns—ranging from easy
to hard—helps the model adapt to imputation tasks with varying levels of difficulty by effectively

covering more scenarios. As for a more concrete example, let us denote the training distributions

corresponding to S1 and S4 as P,Eil)) and P,gfgs, respectively. Consider a test sample x7; . following

the strongly grouped missing pattern P1 (consecutive missing entries). Intuitively, the resulting
distribution Py~ is closer to P,gfl)m than to P,Sl)m, which implies the distribution shift coefficient

*

of P,(cfis is smaller than the one of P,Eil)) Empirically, we calculate the average ratio across all test
samples with missing pattern P1 and find that:

DS(PX:bSa P’S;I)gs ) g)
DS(PXZbSa PDSB»& ’ g)

This clearly indicates that the mixed-masking training strategy (S4) yields significantly smaller
distribution-shift coefficients compared to purely random missingness (S1). According to Corollary
1, this provides strong theoretical support for the superior empirical performance achieved by our
mixed-masking strategy.

~ 47.93.

5.2 Latent Gaussian Processes

We conduct additional experiments to assess whether our findings generalize beyond the theo-
retical setting—specifically, whether different missing patterns affect imputation and uncertainty
quantification performance, and whether the mixed-masking training strategy improves them. For
X drawn from the Gaussian process in Section 5.1, we consider a corresponding latent Gaus-
sian process: Y = ¢(X) + € with vec(e) ~ N(0,0.1 - Izy), where the non-linear transform
#(x) = x + exp(—2?) + 2sin(x) is applied entry-wise. We adopt a training sample size of n = 10°.
This introduces nonlinearity and noise, increasing the difficulty of distribution estimation.

We evaluate DiT on this transformed dataset using the same four missing patterns and four training
strategies from Section 5.1. For comparison, we implement two representative generative imputation
models—CSDI [Tashiro et al., 2021] and GPVAE [Fortuin et al., 2020], ensuring all models have
comparable numbers of trainable parameters. We report Mean Squared Error (MSE) against the true
conditional mean and CR coverage rates, following the setup in Section 5.1. Results are shown in



Table 3: MSE ({) on latent Gaussian process data. Table 4: CR coverage rates (%) (1).

DiT CSDI GPVAE DiT CSDI
SI  0.70 (£0.03) 0.75 (£0.03) 5.24 (£0.75) S1  36.46 (£1.62) 54.75 (+1.89)
py S2 068(20.02) 069 (x0.02) 545 (£1.05) py S2 53.68(23.26) 56.68 (+2.75)
S3  0.67 (£0.03) 0.70 (£0.03) 5.13 (£0.49) S3  54.26 (£2.79) 58.64 (£3.11)
S4  0.67 (£0.02) 0.68 (£0.02) 5.28 (+0.68) S4  56.43 (£3.76) 55.67 (+4.03)
SI  0.64 (£0.03) 0.66 (£0.03) 5.09 (£0.70) SI  55.81 (£1.55) 63.67 (x1.77)
py S2 0.62(20.02) 0.63(20.03) 5.01(20.62) py S2 6577 (¥2.87) 64.89 (+3.43)
S3  0.60 (£0.03) 0.62 (£0.02) 4.94 (£0.56) S3  66.24 (£3.22) 63.13 (+2.95)
S4  0.62(+0.03) 0.63 (£0.03) 4.84 (+0.60) S4  63.95 (+4.38) 65.97 (£3.59)
SI  0.62(20.02) 0.65(x0.02) 4.63 (+0.58) S1  63.53 (£1.72) 61.35 (£1.49)
p3 S2 0.60(£0.03) 0.64(0.03) 5.12(1.00) py S2 7129 (22.99) 65.69 (+2.79)
S3  0.58 (£0.02) 0.63 (£0.03) 4.50 (£0.52) S3  70.89 (+2.45) 63.48 (+2.90)
S4  0.58 (£0.03) 0.61 (£0.02) 4.59 (£0.54) S4  73.36 (+4.37) 67.17 (£3.93)
SI  0.56 (£0.01) 0.59 (£0.03) 4.89 (+0.69) S1  76.46 (£1.33) 68.60 (£1.74)
py S2 053(20.03) 060 (x0.02) 4.79 (£0.61) py S2 78.63(22.62) 7048 (2.34)
S3  0.53(£0.01) 0.58 (£0.03) 4.39 (£0.49) S3  78.79 (£2.67) 73.46 (£2.53)
S4  0.53(0.02) 0.58 (£0.02) 4.45 (£0.54) S4  80.64 (£3.72) 72.89 (£3.78)

Tables 3 and 4. Since GPVAE performs poorly in point estimation, we omit its CR coverage. DiT
consistently outperforms in both MSE and CR coverage, indicating transformers may better suit this
task than CSDI’s convolutional design. Moreover, mixed-masking training improves performance not
only for DiT but also for other models, demonstrating its broader benefit. These findings reinforce
our conclusions from Gaussian process experiments and support the generalization of our theory and
training methodology to more complex, nonlinear settings.

6 Conclusion and Discussion

Our work addresses a critical gap in the theoretical understanding of diffusion-based time series impu-
tation and uncertainty quantification by investigating the statistical efficiency of diffusion transformers
on Gaussian process data. This result enables efficient and accurate imputation and confidence region
construction. Motivated by the theory, we propose a mixed-masking training strategy that introduces
diverse missing patterns during training, rather than relying solely on completely random masks.
Our experiments validate the theoretical findings and further demonstrate that the proposed strategy
performs well and generalizes to more complex data beyond our analytical scope.

Looking ahead, investigating the behavior of diffusion transformers on heavy-tailed time series (e.g.,
financial data) would further clarify their limitations and guide practical design choices. Moreover, a
more detailed analysis of optimal mixed-masking training strategies—especially those leveraging
prior knowledge—could significantly improve the performance of imputation models.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Section 3 and 4 provide theoretical results, while Section 5 provides numerical
results.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Section 6 discuss possible limitations.
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the paper has limitations, but those are not discussed in the paper.
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model well-specification, asymptotic approximations only holding locally). The authors
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by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
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to make their results reproducible or verifiable.
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dataset, or provide access to the model. In general. releasing code and data is often
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sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Justification: Code is provided in the supplementary materials.
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* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Simulation details are provided in Section 5 and Appendix F.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Standard deviations of the experimental results are reported.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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8.

10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Details are provided in Appendix F.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: Our theoretical research is not tied to particular negative societal impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our work poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators and original owners of assets used in the paper are properly
credited.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our work does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our research does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our research does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Related Work

In the early stages of time series imputation, statisticians developed a wide range of traditional
statistical methods aimed at both imputation (point estimation) and quantifying uncertainty, often
by leveraging well-established statistical tools to construct confidence intervals [Cox et al., 1981,
Shumway et al., 2000]. Initial techniques were relatively simple, such as imputing missing values
using the mean or median of observed entries. These were later followed by more advanced interpola-
tion approaches based on regression models, including linear regression and splines [Shumway et al.,
2000]. To better exploit the spatio-temporal structure inherent in time series data, model-based meth-
ods emerged, such as ARIMA, GARCH, Kalman filters, and Bayesian inference frameworks [Fuller,
2009]. These approaches are advantageous for their interpretability, ability to incorporate domain
knowledge, and support for formal statistical testing. Moreover, many of them naturally allow for
uncertainty quantification through predictive intervals or posterior distributions. However, these
methods come with notable limitations: they typically rely on strong assumptions about stationarity,
linearity, or noise distributions, making them less effective for complex real-world data with nonlinear
or high-dimensional spatio-temporal dependencies [Anderson, 2011]. Additionally, their computa-
tional cost often scales poorly with data dimensionality, posing challenges for modern large-scale
applications.

To address the limitations of statistical approaches, machine-based imputation methods have be-
come increasingly popular in recent years. Early approaches include classical machine learning
models [Jerez et al., 2010] such as support vector machines [Wu et al., 2015] and tree-based meth-
ods (including bagging and boosting techniques) [Vateekul and Sarinnapakorn, 2009, Yang et al.,
2017]. With the advancement of model architectures and increasing computational power, deep
learning-based models have gained prominence for their ability to capture complex temporal de-
pendencies [Fang and Wang, 2020, Wang et al., 2024, Du et al., 2024]. Predictive models such as
RNNs [Che et al., 2018, Yoon et al., 2018b, Cao et al., 2018], CNNs [Wu et al., 2022, Fu et al., 2024a],
GNNs [Cini et al., 2021], and transformer-based networks [Bansal et al., 2021, Du et al., 2023]
directly estimate missing values using well-designed architectures. Generative imputation methods
model the distribution of missing data and perform better in quantifying uncertainty; representative
techniques include GAN-based methods [Luo et al., 2018, Yoon et al., 2018a, Miao et al., 2021],
VAE-based approaches [Mattei and Frellsen, 2019, Fortuin et al., 2020, Mulyadi et al., 2021, Peis
et al., 2022, Kim et al., 2023], and diffusion models. Among diffusion approaches, CSDI [Tashiro
etal., 2021] introduced conditional diffusion for time series imputation, and subsequent work [Alcaraz
and Strodthoff, 2022, Wang et al., 2023, Liu et al., 2023, Zhou et al., 2024] improved conditioning
strategies and computational efficiency. DiT [Peebles and Xie, 2022, Cao et al., 2024] extends this
line by integrating a transformer backbone into the diffusion framework, achieving better imputation
accuracy and uncertainty quantification. These methods resolve certain issues and perform well
empirically, however, are still limited by lacks of uncertainty quantification in many methods and
theoretical understanding.

Our work also contributes towards the theoretical foundations of diffusion models [Chen et al., 2024,
Tang and Zhao, 2024]. Some prior works have established sample efficiency and learning guarantees
for diffusion models when modeling the original data distribution. Chen et al. [2022], Benton et al.
[2023], Li et al. [2024] show that the generated distribution remains close to the target distribution,
assuming access to an relatively accurate score function. By incorporating score approximation
procedures and corresponding theoretical analysis, Chen et al. [2023], Oko et al. [2023], Mei and Wu
[2025] provide end-to-end guarantees, covering various types of data including manifold data and
graphical models. In the case of conditional diffusion models, sharp statistical bounds of distribution
estimation have been derived in Fu et al. [2024c]. Additionally, Fu et al. [2024b] explores the
theoretical regime of modeling spatio-temporal dependencies in sequential data. However, these
results do not directly apply to more concrete and complex scenarios, such as how conditional DiT
models can learn intricate dependencies to accomplish time series imputation tasks.

B Proof of Lemma 1
We provide the detailed proof of Lemma 1 in this section.

To simplify our analysis, we begin by making some assumptions. Firstly, without loss of generality,
we assume the mean of the Gaussian process data p = 0. Large norms in x and v, often lead to
training instability, making it practical to perform clipping. Inspired by this, leveraging the Gaussian
and light-tailed nature of x and v;, we truncate the domain of the data and diffused samples by
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defining an event that occurs with high probability 1 — §:
Cs = {Ixll> < Clagar IViell2 < Claral} (13)

where C4,,. = O(v/Hd) is a threshold depending on J. Our score approximation analysis of
Lemma 1 and Theorem 1 is conducted under the condition of event C;s (ensuring the conclusions
hold with high probability 1 — d), which significantly simplifies the process. The relationship between
the truncation range C4,,,, and high probability & is deferred to Lemma 11. Outside event Cs
(i.e., on Cf), the unbounded range complicates obtaining a meaningful score approximation in the
second-norm sense. However, as C§ occurs with a small probability, we can still achieve reliable
results in distribution estimation, where evaluation is based on expectation.

Some Useful Results In this part, we present some key results regarding the eigenvalues and
condition numbers of covariance matrices, which will be instrumental in our analysis.

We first define: ) )
Amax (at Ycond + Oy I)

)\min (agzcond + Ut2 ) '
Using the positive definiteness of I and A, we obtain:
Amax(A) = [[Al2 >0, Amin(A) = ||A71H2_1 > 0.

Ry =

Furthermore, by the properties of the Kronecker product, we derive:
)\max (Eobs) = >\max (Fobs) )\max (A) P )\min (Eobs) = )\min (Fobs) Amin (A) P

_ Amax(A)Amax(Fobs) _
H(EObS) B Amin(A)AminC[‘obs) N K(FObS)KJ(A).

Finally, we assume:
/\max(robs)7 )\max(l—‘miss)7 )\max(A) = 0(1)
B.1 Key Steps for Proving Lemma 1
In Lemma 1, we aim to show that the gradient-based Algorithm 2 provides a good approximation of
the conditional score function.

The algorithm employs gradient descent to solve two types of optimization problems: the major GD
problem (7), and the auxiliary GD problem (9), which is solved within each update step of the major
GD. It is critical to note that the major GD updates are inherently noisy due to various reasons, such
as the auxiliary GD approximating certain quantities at each step, and later using transformers to
approximate each step. Therefore, to establish the result in Lemma 1, our proof consists of two key
steps:

Step 1. We demonstrate that, with a sufficient number of auxiliary iterations K., the approximation
error of the auxiliary GD loop’s result can be controlled below a specified threshold.

Step 2. We then show that, by controlling the perturbation level in each major GD update step, the
score approximation error (i.e., the gap between the output of the major GD and the ground truth
score function) can also be bounded, provided there are enough major iterations V.

In the following, we elaborate on each step by providing precise statements and subsequently use
them to prove Lemma 1. All supporting results are deferred to later sections.

B.2 Detailed Statements in Steps 1-2 and Proof of Lemma 1

Now we present formal statements in Step 1-2 and use them to prove Lemma 1.
B.2.1 Formal Statements in Steps 1-2

This section contains the statements of Lemma 2 and Lemma 3.

Lemma 2. For an arbitrarily fixed time t € (0,T] and given an error tolerance ¢y € (0,1), let

b == X8 € RUTmissl ryunning the auxiliary gradient descent in (10) with a suitable step size
0= 2/(/\min(20bs) + )\max(zobs))for

K (Bobs) + 1 [[bll2
Kox = | ———1
) ’7 2 ©8 <)\min(robs))\min (A)€0

iterations produces a solution u'*) that satisfies

[utew) —ullz < e.
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Here, we introduce ¢ to distinguish the noise arising from the auxiliary GD loop approximation from
the error level e stated in Lemma 1. This distinction provides additional flexibility to adjust €g in
subsequent proofs.

Next, we establish a lemma for the convergence of the major GD. In each major GD step (referring to
(8)), we incorporate an error term and represent our gradient update as:

st =50 — ULy (s™) + ¢, (14)
where £(%) represents the error term in each perturbed major GD step. Explicitly accounting for the
noise present in each perturbed gradient step, we can establish:

Lemma 3. For an arbitrarily fixed time t € (0,T) and given an error tolerance ¢ € (0,1),

suppose ||E®)||y < € then running the major gradient descent in (14) and a suitable step size
m = 2/()\min (agzcond + U%I) + )\max(a%Econd + UEI))for

10— 0 (st (USRI

o€
iterations produces a solution s'") that satisfies

s —sllo < (5 +1) e
where k; = k(a7 cona + 021).
}Vith the convergence of both the auxiliary and major GD established, we are ready to prove Lemma
B.2.2 Proof of Lemma 1
Proof. By the statement in Lemma 3, we need to control the noise level in each major GD step, i.e.

ensure £¥) < e. We analyze this error as

||§(k)H2 < [af B Son: Seors™ — M 5o 2cors(k)“Q

cor ““obs cor ““obs
T s-1 T -1
+ ||Ecor20bsX0bS - 2corzobsXObS”2

< O‘?HET ”2”2_1 z:cors(k) — i_l Ecors(k)”Q

cor obs obs
T —1 S—1
+ HzcorHQ”zobsxobs - zobsxobs||2-
Here, the latter term arises from approximating ftcond (Xobs ), and Egbls(xobs — Wobs) represents the
K, x-iteration auxiliary GD approximation of the matrix-vector product.

We provide a useful lemma to help control the error above.

Lemma 4. For an arbitrarily fixed time t € (0,T)], we have

[ITcor [[25(A)
(:07 Cgata’

||Vt - /J'cond(XObS)H2 < <1 + )\min(FObS)

and )
HStHQ <oy ||Vt - /Lcond(xobs)HZ-

Invoking Lemma 2 and Lemma 4, letting €9 = ((a + 1)||2C(,r||2)71 ¢, to ensure that [|¢®)][; <e.,

we can bound the required auxiliary iteration steps by:

_ K(Bobs) + 1 % Hd(cgata + HSHOO)(O‘? + 1)||Zcor||§
Kaux IOg

2 Amin (Lobs) Amin (A )€
=0 <I€(A)I€(Pobs) log (W)) .

2
Ki+2

o (Ht og (Hdnm(I‘obs)m(A)>> |

Lastly, we invoke Lemma 3, substitute € with € = o, L ( ) €, we have

€
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Finally, notice that

Amax(agzcond + UtQI)

- < 3 nd )
it )\min(agzcond + U%I) N KJ( «© d)
and leveraging
K(Bobs) = K(Lobs)K(A),
we have
Hdr(Xcon b)) Hdr(%
K = O(s(Seona) log (FU et S Eube) ) e 0 ((s(55,)tog (L0 Eet=) )
€ Ot€
This completes the proof of Lemma 1. O

B.3 Proofs of Lemma 2 and Lemma 3
To prove the lemmas, we first state a standard result in convex optimization.

Lemma 5 (Theorem 3.12 in [Bubeck et al., 2015]). Let f be 3-smooth and o-strongly convex on R¢

and x* be the global minimizer. Then gradient descent with n = %-H? satisfies
Hx(k'H) —x*|| < ol Hx(k) —x* k=0,1,...,
2 \Kk+1 2

where xF+1) = x(0) — 7 £(x (%)) is the outcome at the (k + 1)-th iteration of gradient descent,

and r = 2.
«

Equipped with this lemma, the proof process is straightforward.
B.3.1 Proof of Lemma 2
Proof. Referring to (10) (expression of auxiliary GD step), the update steps are
ut =u— 0VLimer (1)
=u-—0(Z,psu—b)

We should notice that £,x is Amax (Zobs )-smooth and Apyin (Eobs )-strongly convex. Then by Lemma
5, we have

ops) — 1
(kaux+1) _ < (5 obs) ) (kaux) _
u u u u
[ o < (,@Obs)+1 || -
— (1 2
N K(Zops) + 1

—2(kaux + 1)
< _ .
= &P { K(Eobs) + 1 ||u”2

)kaux+1||u(0) _ u||2

We also have

Hu||2 = HnglstQ < ||zobsu2_1||b||2 < /\Inin(robS)Amin(A)71||b||2-

With preset error €g > 0, taking number of iterations K,y > {”(E";S)H

we obtain

[Ib]|
1Og< Amin (Tobs) AQIIliIl (A)eo >~| ’

[utew) —ullz < e.

B.3.2 Proof of Lemma 3

Proof. In each step, we incorporate an error term and represent our gradient update as in (14):

) — ) _ L, (s 4 £,

We should also notice that £y is Amax (07 Zcond + 071)-smooth and Ayin (a7 Econa + o71)-strongly
convex. Then with [|€(®) ||, < ¢, by Lemma 5,
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[s*F —s]lp < [Is™) — VL (s®) |2 + €],
< |s® — VL (s®)2 + e,

Rt — 1 (k)
< | —- — —+ €.
(Ht+1) ||S S||2 ‘

Then we have

K+ 1 ke — 1\t ke + 1
s+ sl = g tes (Tg) (180 sl - ).

Similar to the proof of Lemma 2, we obtain

ke + 1 —2N ke +1 —2N
1599 — sl = S te < exp { 20 (sl = 5] < e { 2 H (sl

By invoking Lemma 4, we also have

_ _ k(A
Isll2 = (@} Econa + a7 DI5 ™ |(Ve — asptcona) |2 < 07 Kl v LA) ) Cgata] :
)\mln(I‘ObS)

Lastly, taking K = O (/{t log (M)) , we obtain

o€

1s5) — sl < (% + 1) c.

This finishes the proof of Lemma 3.
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C Proof of Theorem 1

We provide the detailed proof of Theorem 1 in this section by explicitly construct a transformer
architecture to unroll Algorithm 2. Firstly, we assume that the mean function fiops, fimiss can be
constructed by an additional preprocessing network. Thus, the analysis in this section can also be
conducted under the condition of event Cs and still assuming g = O as stated in Appendix B.

C.1 Key Steps for Proving Theorem 1

The proof of Theorem 1 is presented in a constructive framework. Revisiting the architecture in (5), we
observe that it comprises the encoder f;,, which transforms the original input into a form compatible
with the unrolling of Algorithm 2; the raw transformer blocks, which perform the algorithm unrolling;
and the decoder f,,, which extracts and truncates the output to provide the final score approximation.

We define the major GD step with £ = 1 as the first major GD step and those with £ > 1 as the later
major GD steps. Similarly, we categorize the auxiliary GD steps. Notably, the first major GD step is
relatively simpler, while the later major GD steps are analogous to it. Accordingly, we separate our
analysis into the first and later major GD steps. To establish Theorem 1, the proof proceeds through
the following steps:

Step 1. Construct the encoder, decoder, and essential components that are critical for constructing the
subsequent raw transformer architectures.

Step 2. Construct the raw transformer architecture for the first major GD step.
Step 3. Construct the raw transformer architecture for the later major GD steps analogously.

Step 4. Analyze the error and configuration of the raw transformer architectures constructed in the
previous steps.

Step 5. Summarize the constructions and analyses to establish the result in Theorem 1.

C.2 Constructing Encoder, Decoder and Some Crucial Transformer Components

For sake of simplicity, given a time step ¢ € (o, T], we denote (v;); = x; € R% in the following
analysis. Additionally, we define each (FFN; o Attn;) as a transformer block. The architecture
composed solely of transformer blocks, excluding the encoder fi, and decoder f,;, is referred to as
the raw transformer, denoted by Traw (D, L, M, B).

Encoder The encoder we need is to mapping our input x to higher dimensions in an attepmpt to
include some useful values (e.g. time embeddings) and also some buffer spaces to finish the gradient
descent process. For simplicity, at a specific time ¢, we suppose the encoder converts the initial input
into Y = fin([x1,%a,...,xm,t]) = [y1,...,yx] " € RP*H which satisfies

yi=[x],e],6(t)",044,1,0,1,x],04,],

VR ]

yi=[x].e,6(t)",044,1,0,1,05,] .

VIR
where ¢(t) = [, oy, 02,02]7 € R%* with d; = 4. Specifically, we use different subscriptions
for observed indices and missing indices, i.e. i € Zobs, j € Zmiss- For simplicity, we omitted the
subscript ¢ here, and 0, 0., 0/, serve as the buffer space for storing the components necessary for
unrolling the algorithm.

Decoder Suppose the output tokens from the transformer blocks has produced a conditional
score approximator in matrix shape, and the stability for the computation inside the network, we
design the decoder fout = foorm © fiincar- Where finear : RP*H — RUZmiss| extracts and
flattens the input into a vector that aligns with the dimension of the conditional score function,
and fropm @ RUTmissl — RAlTmiss| controls the output range of the network by the upper bound of the

score function. By Lemma 4, denote o, 2 (1 + 5 K(A)

W) Cgata as R, we can set

B S, if ||SH2 S Rt7
Jrom(s) = {Ils?itzs’ otherwise.

fiue Module At the end of this part, we also provide the construction of the multiplication module,
which approximates the product between scalars and vectors. This is a crucial component in
constructing fgp later. We introduce a lemma, which is a modified version of Corollary 3 in [Fu
et al., 2024b]:
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Lemma 6. Suppose inputtobe Y = [y1,y2, - ,yu] € RP*H withy, = [x],01,,wi,z]], where

x; € [-B,B]%,w; € [~B,B] and z; € R%. Given any ey > 0, there exists a (FFN-only)
transformer architecture such that

foue = FFNp o FFNp_j 0--- 0o FFN;
with L = O(log(B/emut)) layers that approximately multiply each component x; with the weight
w; and put it into a buffer, keeping other dimensions the same. This can be formally written as

X1, ) XH
S (w1, x1), s fous(WH, XH)
fmult(Y) = 024, Tty 024 , Where ”fmult(wiaxi) - wixi”oo < €mult-
w1, Y WH
Z, ) ZH

The number of nonzero coefficients in each weight matrices or bias vectors is at most O(d), and the
norm of the matrices and bias are all bounded by O(Bd).
C.3 First Major GD Step

In this section, we construct the transformer architecture unrolling the first step of major GD procedure,
and the result can be summarized as:

Lemma 7 (Construct first major GD step). There exists a raw transformer architecture fgp 1 €

Traw (D, L, M, B), which can construct an approximate first step major GD result s from the
output of the encoder.

Given an error level € > 0 and learning rate 1y > 0, the approximated first step GD result satisfies
5 — s =W ypere €M ]|y < e,
where s is the groundtruth gradient step.

The configuration of the raw transformer architecture satisfies

D=12d+d.+d; +3,L=0 <I€(A)I€(I‘Obs) log? (

HdH(A)H(Eobs))» )

M=4H,B=0 (\/Hd3(7'2 + H(A)ﬂ(robs)gt—l)) .

We defer the analysis of transformer configuration to C.5.

Following the encoder network construction above, we obtain the following input:

XT/ .. X]
e - e
o) - o)
O6a -+ Osd
Yy=|1 - 1
1 - 0
0o ... 1
x; - 0Oy
[04g -+ Ouq ]

Revisiting the major GD gradient step in (8), our goal is to form the following at major GD first step:

Sgl) = S;'O) + Nt heond — 77th ~ Od + (2jor2gbls(fmult(77tat7 Xobs)))j _fmult(ntaxj)~ (15)

Nt &t Hj,cond

Initially, we apply a multiplication module to construct:

i fmult (nt; Xi) T fmult (nh Xj)_
e’L e ej
o(t) SN0
Smute (M0, X5 — Miobs) -+ 0g4
0 e 0
fmull(Y) = ir)d A ir)d
1 o 0
0 e 1
XZ .« .. Od
L 034 E 044 i

This encapsulates the fundamental operations required for constructing the first major GD iteration.
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C.3.1 Auxiliary GD for First Major GD Step

In this section, we approximate the term E;bls(nt (it Xobs ) Using an iterative auxiliary GD procedure.

First Auxiliary GD Step Starting from the initialization u§°> = 04 for i € Z,,s, we want the first
auxiliary GD iteration finish the update:

o — u® 1 8 (rarxane).

Using fi,,,1, we can easily obtain

i fmult (77t’ Xi) U fmult (77t, Xj>—
e; . e;
(t) Lo (1)
fmult(ev fmult(ntaty Xl))(: ug )) T Od
finate © Frue (Y) = Oir)d Oid
1 R 0
0 e 1
X; - 04
L 04q N 044 _

This finished the first step of auxiliary GD.

Auxiliary GD Later Steps For subsequent iterations, the updated rule for the auxiliary GD

becomes: . . L
ug auxt1) = uf au) + 9(ntatxobs) -0 Z I‘i,kAuk?a
kJEIobs

H-1
= uz(-k““x) + 0(nraxons) — 0 Z Z Y 1{|i — k| = m}Auy, (16)
m=0 k€Zops

for kaux = 1,2, -+, Kaux — 1.
Similar to the first auxiliary GD step performed above, we firstly use f;,,,;; to obtain

Sl (77t7 xi) coo fmult (7716’ Xj)_
e; - e;
o(t) )
ul(kal.x) .. 04
04 e 0,
Jmult (977tat, Xi) te 0g
it © fmure © muh(Y> = | froutt (0, ugka“")) ... 04
024 e 024
1 . 1
1 . 0
0 ... 1
X; . 04
L 044 : 040
Then, by constructing a 4 H -head attention block as described in C.6.1, we obtain
i fmult(ntaxi) e fmult(ﬁt,xj)_
ez e 67
o(t) el
ugkallx) e Od
S ez, YmL{li — K| = mYA faue (0, uff ) 04
Juute (0n¢0ut, %) e 04
Frae (0, 0f)) s 04
024 e 024
1 1
1 0
0 1
X; Od
L 044 04q i
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Lastly, after combining an linear transformation FFN block with the attention block above to build up
the basic transformer block 7 B,ps, we will have

fowate (76, %3) 0 e (1, %)
el ... eJ
o(t) e (t)
ket 0,
TBobs o fmult o fmult o fmult(Y) = Oir)d Oid )
1 .. 0
0 . 1
X; .. 0,
L 04(1 te 04d .
where
H-1
~(kaux Kaux . kaux
115 suxtl) = llg )_ Z Z /Ym]]-{|z_k| = m}Afmult(97 u](c ))+fmult(977tat>Xi_ﬂi,obs)~
m=0kEZyps

This completes a later step auxiliary GD update.

Final result for Auxiliary GD We denote the iterative blocks (7 Bops © finute © fmute) K2 as finner-
The result of the auxiliary GD for approximating (Zgbls(nt at(Xobs — Mobs)))q is expressed as:

ﬁi = (ggblsfmult(ntat; (Xobs)))

After completing K, auxiliary GD iterations, we obtain at the following transformation:

_fmult (nta Xi) e fmult (nta Xj)_
ei .. ej
o o)
u’L’ .. Od
0 . 0
finner ° mult(Y) = ir)d . i)d ’
1 . 0
X; . 04
L Ou e O0sa |

which incorporates the iterative updates. The resulting output includes u; for each observation entry,
alongside the original data. We therefore finish the auxiliary GD procedure for the first major GD
step.

C.3.2 Matrix Multiplication

After K, steps of auxiliary GD iterations, we proceed with an additional matrix multiplication step
to compute ! 1.

The multiplication can be expressed as:
H-1
(E;E)rivoj = Z Z 'Ym]l{‘l __]I = m}AﬁZ
m=04iE€Lops

Referring to the construction in C.6.2, this computation can be implemented using a 4H-head
attention block:

-fmult (77t7 Xi) T fmult (nta Xj) 1
el PR e‘7
o ()
u; e Od
H—-1 . . ~ ~
04 e Zm:O 1€Zops ’le{h - .7| = m}Auz (% ntat(uj,condxobs))
O4d e 04d
1 1
1 0
0 1
X; Od
L O 044 i
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Combining the attention block described above with a linear transformation through a FFN block,
which we denote as T Bori, We obtain:

_fmult (ntv Xi) e fmult (nt’ Xj) |
e; . €
oty - o(t)
a; . 04
0y - ”s';l)
0 e 0
fap1 = T Beort © finner © fmull(Y) = ild e ild
. . 0
0 . 1
Xi ... Od
04 ce (E;r(nglsfmult (ntah Xobs)))j
0 034 _

We now define §§_1) as:

ggl) = fmult (ntat7 I~1'j7miss) + (E;r (igblsfmult (ntata Xobs))) L fmult (nhxj)-
J

Comparing this result with (15), we observe that the first step of the major gradient descent is now
complete. We represent this step as fop 1.

For simplicity, we introduce the notation:

ntat/ll/-;()nd = <E;r (Egblsfmult (ntatv Xobs))) -
J

C.4 Major GD Later Steps

In this section, we construct the transformer architecture unrolling the later steps of major GD
procedure, and the result can be summarized as

Lemma 8 (Construct major GD later steps). There exists a raw transformer architecture fgp €
Traw (D, L, M, B) (i.e. without encoder and decoder), which can construct a new approximate later
step GD result ST from the output of the latest step of major GD. Given an error level € € (0,1) and
learning rate n; > 0, the approximated first step GD result satisfies

D _ gD — eF where ||€T ]2 < e,

where st is the groundtruth gradient step.
Furthermore, the configuration of the raw transformer architecture satisfies
Hdr(A)k(Tops
D=12d+d, +d; +3,L=0 (ntn(A)li(Fobs) log? (“()”(b)» :
Ot€

M=4H,B=0 (\/Hd3(r2 + H(A)H(I‘Obs)a;l)) .

We defer the analysis of transformer configuration to C.5.

In the later steps of the major GD, we need to compute the following update:
S(k+1) = S(k) -n [_ale)rzo_blszcors(k) - at“cond(xobs) + afzmisss(k) + U?S(k) + Vt:|

~ S(k) + 2:;[)ri(:lolszcorfmult (77t04t27 S(k)) + Nt 't focond (XObS) + EmiSSfmUIt (’I]tOL?, S(k))

- fmult(T]tUtQ, S(k)) - fmult("?ta Vt)-
(17)

In the following proof, for the sake of simplicity, we use s*,s as abbreviation for s+1) s(¥)
respectively.

In each new major GD step, the input to the iteration is the output of the most recent GD step. For
simplicity, we continue to represent this input using Y.
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Similar to the construction in the first step, we first apply a multiplication module to obtain:

fmult (ntv Xi) e fmult (7725; Xj)
eZ DRI e]
o) ol
Od e Sj
034 aE 034
Od e .fmult (Wta%’ Sj)
fmult(Y) = Od e fmult (77t0t27 Sj)
x; . 0,
Od e ntat/p’-j,\cond
| Osq e 034

Next, we proceed to the matrix multiplication step, followed by the auxiliary GD process.
C.4.1 Matrix Multiplication 1

To begin, we compute X, s, which can be expressed as:

(Teor ® A)s.

For each i corresponding to the observations, this can be further rewritten as:

S S ywd{li— il = m}As;.

m=0 jE€Lmiss

To perform this computation, similar to the construction in the first step major GD, we employ a
4 H-head attention block combined with an identical FFN block to form 7 B¢o;:

TBcor(Y)
[ fmult (ntv Xi) T fmult (nta Xj) i
eZ PR e]
o(t) el
Od . Sj
ZZ;(l) FE€Tmiss ’le{‘i - .7‘ = m}Afmu1t<ntUt2’ Sj) e 0q
024 e 024
_ 04 o fmu (07, 85)
04 Smute (07 ,85)
1 . 1
1 .. 0
0 . 1
X; . 04
Od e ntamond
L 034 e 034

C.4.2 Auxiliary GD
In this step, we compute X1 3¢, s.

Following the auxiliary GD procedure described in C.3.1, we employ a similar iterative approach
using finner to approximate the multiplication between a matrix inverse and vectors:

32



_ fmult (nt, X'L) e fmult (nt, Xj) -
e; . ej
o(1) DU A
~ 04 . S,
(Egblszcorfmult (771:04%, S))z .. 0,
044 . (04d ) )
. = 04 < fmu (e, s
finner © T Beor (Y) 04 R (nt(f?, Sj)
1 . !
1 - 0
0 . .
X R 04
Od e ntamj?ond
L 034 .. Oss

C.4.3 Matrix Multiplication 2

In this step, we compute E;rE;blsﬁcors.

Following a similar procedure as in C.3.2, we construct a transformer block 7 B¢o,. This block
similarly employs a 4 H-head attention mechanism combined with an identity FFN to perform the
matrix multiplication:

TBcort o finner o 7—Bcor (Y)

[ fmult(nhxi) o fmult(nhxj) i
el ... ej
(t) - o(t)
Od N Sj
(Egblszcorfmult (nta%a S))z ce R 0q4
04 ce (E;rnglszcorfmult (UtOé§7 S))j
04 . 04
= 04 s fmult (’r]ta§7 Sj)
Od e fmult (ntat27 Sj)
1 ... 1
1 . 0
0 e 1
X; . 04
Od e Nt s cond
L 034 e 034 i

C.44 Matrix Multiplication 3
In this step, we compute 3 ;ssS.

Following a similar procedure as in C.6.1, we construct a transformer block 7 B,,;ss. This attention
layer utilizes a 4 H-head attention block to obtain:
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7-Bmiss o TBcort o finner o 7—Bcor (Y)

I Frnute (72, %4) e Frnute (72, %) ]
e’L e e]
"0 . o(1)
Od e Sj
(Eo_blszcorfmult (T]ta%7 s))z T R Od
Od e (zl)rnglszcorfmult (nta%7 S))j
Od e (Emissfmult (ntgt27 S))j
= Od e fmult (ﬁtaf, Sj)
Od e fmult (7]t01527 Sj)
1 e 1
1 . 0
0 . 1
X; o 04
Od e ntat/l-j/j?ond
L 034 e 034 i
Then, with a linear transformation FFN layer, we get the final output
_fmult (77253 Xi) e fmult (nta Xj)_
el e e‘7
o) ol
0,4 e ”S‘;‘
054 o 054
7—lgmiss o Tlgcort o finner o TBcor (Y) = 1 e 1
1 e 0
0 e 1
X; e 04
Od et ntat//»lfj,\cond
L O34 e 03¢

where

—

S5 =55+ (S0 S5k fue (mad, s))j + Qe cond (Xobs)
+ (Emissfmult(nta?» S))j — frutt (77t0152, $5) = St (7, X5 ).
Comparing this expression with (17), we conclude that one major GD update has been completed.
We can represent the later major GD steps compactly as:
fap = T Buiss © T Beort © finner © T Beor-
C.5 Error Analysis and Transformer Configurations

In this section, we analyze the error induced by using transformer architectures to unroll the gradient
descent procedure, and derive the corresponding transformer configurations to formally establish the
result in Lemma 7 and 8. Lastly, we combine these results to finish the proof of Theorem 1.

Above all, we should notice that, by our construction above, leveraging transformer to approximate
each step of Auxiliary GD also induces noise. Consequently, similar to (14), in each auxiliary GD
step, we incorporate an error term and represent the update as:

ulbentl) = yhons) — gUL L (o)) 4 gl (18)
where §éka“X) represents the approximation error term in each auxiliary GD step. We can also state a
corresponding Lemma that sharing the same proof strategy with its counterpart in major GD (Lemma
3):
Lemma 9. For an arbitrarily fixed time t € (0,T] and given an error tolerance €y € (0,1), if we

can control ||£(()k"‘“") ll2 < €q, then running the auxiliary GD in (14) with a suitable step size 0 for
K(Bobs) +1 [bll2
Ko = | ——1
N ’V 2 °8 )\min (Fobs))\min (A)60

H(Eobs) +3
—

iterations gives:
||u(Kaux) —uf;s <
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C.5.1 First Major GD Step

In this part, we analyze the noise introduced by the construction in C.3, and corresponding transformer
architecture configuration (i.e. D, L, M, B).

Bounding Approximation Error Let s(!) denote the exact major GD update, and 5! represent
our approximation. According to (15), in first major GD step, transformer blocks are utilized to
compute:

~(1 S—
55‘ ) = zgr(zo}jsfmult(ntaty xobs))j - fmult(ntv Xj)a
for j € |Ziiss|» as an approximation to:
s(l) =t (at (Nmiss + E;rornglsxobs - Vt)) .

In first major GD step, auxiliary GD is responsible for computing f]gbls(mat(xobs — Mobs))-

From (16), each auxiliary GD step updates as (here we only analyze the later auxiliary GD step, and
we use ut, u for uFawt1) Fkaus) for the sake of simplicity):
H-1

uj‘ = w; + 0(nrXons) — 0 Z Z Ym1{|i — k| = m}Auy,
m=0 kE€Tops
and we approximate it using:

H-1
ﬁj_ =u; — Z Z 77rL1{|i - k‘ = m}AfInult(97 uk) + fmult(entahxi)-
m=0kE€Z,ps

To ensure control over the error |[u™ — ut||s = ||&|l2 < €9, Lemma 6 indicates that setting
suffices. This requires Lyt aux,1 = O (log (%)) itera-

— €0
€mult,aux,1 = (H3/2HA||F+H1/2)\/E
tions.

With each step noise controlled, the entire auxiliary GD procedure, combined with the subsequent
matrix product blocks, yields ECOFZO_blS Sooutt (e, Xobs — Mhobs ). According to Lemma 9, setting

Kaux _ H(Eobs) +1 log T]tat”XObSH2 ,
2 )\min(robs))\min(A)GO

ensures that:

(Eobs) + 3

. N K
||E<—|:;rzoblsfmult (ntataxobs - Nobs) - E(;rzoblsntatxobsHQ S ||Zcor||2 2 €0. (19)

This provides an approximation of EjorE;bls with controlled error bounds.

Finally, the f,,;;; module approximates scalar and vector multiplications to complete the first step of
gradient descent. The overall error for each j is computed as:

Hggl) - Sg'l) HZ S Hfmult(ntah ll’j,miss) - ntatﬂj,miss”Q
+ ||2(—:ror§gblsfmult (ntata Xobs) - Ezornglsntat (Xobs)||2

+ ||fmult(77taxj) - 77th||2

K(Xobs) + 3
R

By setting ¢g = (||Ecor||F(m(Eobs) + 3)\/ﬁ) ¢, which leads to an auxiliary gradient descent

step count of
(mel Seorla ((Loe) + VH) VHICS,,
Amin (]-—‘obs))\min(lx)e ’

Kauxy = | (k(Zops) + 1) log

—1
and by Lemma 6, setting €1y = (8\/ dN ) €, which leads to

dN
Lmult,l =0 (log (6)) )

we successfully control the error [[€() |5 = [[s(1) —sD][, < £ < e
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Configuration of Transformer Architecture for Approximating the First Major GD Step We
finally summarize our construction by characterizing the configuration of the architecture:

* The input to the transformer is of dimension D x H with D = 12d 4 d. + d; + 3.

* In each auxiliary GD step, we use 1 transformer block to form the matrix product and some
finuie modules, requiring a total of Lyt aux transformer blocks. We need to perform P,
auxiliary GD steps. After completing the auxiliary GD, additional f,,,; modules are used to
compute scalar and vector products, which require L,,1¢,1 blocks. Thus, the number of the
transformer blocks is bounded by

L= Kaux,l(l + Lmult,aux,l) + Lmult,l
Hdr(A)k(Dope
=0 (ﬁ(A)K(FObS) log? ( dr(A)r(Zon ))>> )

€

* The number of transformer blocks is bounded by M = 4H.

* With the constructions above, referring to Lemma 6, the norm of the multiplication module
is bounded by O(d(]|x| oo +|8||c0);» and Lemma 4 helps us bound X, and ||v||~. Referring
to the attention module constructed in C.6.2 and C.6.1, the norm of the attention matrices are
bounded by O(d(1? 4+ Amax(A))); and considering the weight matrices in the FFN, since
they only do linear transformations and only have at most O(d) nonzero weights, their norm
are bounded by O(d). To sum up, we have the norm of the transformer parameters bounded
by

0 (@(ﬂ + K(A)n(robs)a;l)) .

And this finishes the proof of Lemma 7.
C.5.2 Major GD Later Steps

In this part, we analyze the noise introduced by the construction in C.4, and corresponding transformer
architecture configuration.

Bounding Approximation Error In later steps, according to 17, we use

§+ =s+ E;rnglszcorfmult (771504?7 S) + ntmnd
+ Emissfmult (771504?7 S) - fmult (nt01527 S) - fmult (nh Vt)
to approximate

25T y—1 2 2
st =s— nt[_at Ecorzobszcors — Q¢fhcond + O X missS + o;s+ Vt]-

We first consider the auxiliary gradient descent which computes i;blsEcor SFmult (maf, s). Compared
to the first step analysis, we simply replace x5 With s. So we can completely follow the procedure
in (19). To control [[ut —u™||2 = [|£]|2 < €0, we set the corresponding inside multiplication module

€rror as
€0

(HP2||Allp + H'/2)v/d

€mult,aux =

which requires

Yeor dN| A
Lmult,aux,-‘,— =0 (log (” co HQHS!OO || ||F>) .
0

Combining the auxiliary GD output with the following matrix multiplication blocks, we obtain

E;rEgblsECOTfmult (nsa?,s). By Lemma 9, with K,y = [“(EOSS)H log( An:”noéilloic)‘;ﬂﬂﬂ;eo )], we
have

~_ _ K(Xobs) + 3
I3 B S frat 102 5) — 107D, Dt Sesla < [Beor o) 2,

Next, we decompose the overall error term. Recall that

ntat/lj'ﬁond = .fmult (ntata H/j,miss) + (E;r (E;blsfmult (ntat7 (xobs)))) B
J
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similar to the analysis in the first iteration, we can derive the error bound for approximating s;“ as:
<t + T $-1 2 24T y—1
”Sj B sj ”2 = ”ElcorzlobszzcmffmUlt (77t04t ’ S) — NeQy EcorEObszcorSHQ

+ (1760 preond (Xobs) — M@t Hcond (Xobs) |2
+ ||2missfmult(77tafa s) — ntafzmisss||2
+ || fraute (107, ) — 07 8|2

+ || fonare (e, x5) — mexj 12

(Eobs) +3
2

K €
S ||EcorH2 €0 + 2\/gemult + 5 + HZmiSSHQ\/aGmult;

where the second term, 7;csfhcond (Xobs ), Was computed in the first iteration bound and is thus
bounded by 5.

By setting ¢ = (2||Ecor|\p(n(20bs) +3)WH ) ¢, which leads to the auxiliary gradient descent
step count:

(o Zeor 3(5(S) + 3)VH) Il

Kaux = | (K(Zons) + 1) log Nin (o) Amin (A)€ ’

and setting ety = (8\/dN(||Emiss||F v 2)) ¢, which leads to

dH > 6‘ o) || Zmiss|| oo
Lmult,-‘,— =0 (log ( (HS” + Cda.ta)” || )) ’

€

we successfully control the error [T |2 = |[sT —st|2 <e.

Size of Transformer Architecture for Approximating the Later Steps Major GD We finally
summarize our construction by characterizing the size of the architecture:
* The input to the transformer is of dimension D x H with D = 12d 4+ d. + d; + 3.

* In the later major GD steps, , we use 1 + Lyui¢,aux,+ transformer blocks for each auxiliary
GD step, and a total of Ky« + auxiliary GD steps are required. After completing the
auxiliary GD, we perform additional matrix multiplications (e.g., multiplying vectors by
Scors E;E)r, and 3,,is), which require 3 transformer blocks for attention. Subsequently,
finui modules are used to complete the major GD, requiring Lyyyis,4 blocks. Thus, the total
number of transformer blocks required for each subsequent major GD step is bounded by:

L= I(aux,Jr(1 + Lmult,aux,+) + 3+ Lmult,Jr
Hdr(A)k(Tops
=0 (/i,gn(A)/i(I‘obs)log2 (H()H(b))> .

g€
* The number of transformer blocks is bounded by M = 4H.

* Same as the analysis in the first step of major GD, we have the norm of the transformer
parameters bounded by

o (@(7«2 + K(A)/ﬁ(l"obs)afl)) .

And this finishes the proof of Lemma 8.
C.5.3 Proof of Theorem 1
Proof. We formally construct the conditional score approximation transformer as follows:
S(Ve,Xobs) = fout © fap 0 -0 fap ofap,1 © fin(Ve, Xobs)-
(K-1)xfaep
Recalling that xk, = m(afEcond + J?I), by the major GD convergence result in Lemma 3, to

ensure |[S — s|la < o, 'e, the total major GD iteration number required is upper bounded by

K=0 (/it log (M) ) , which is obtained by substituting € with o; * (;-;,24-2) €.
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Utilizing Lemma 7 and 8, and substituting € with o, * ) €, the following transformer configura-

_2
Ke+2
tion can control the error in each major GD step:

D=12d+d, +d; +3, L= O<fw(A) (Tops) log® (Hd”“t“( )%(Fobs)»’

M=4H, B=0 (x/HTZ?)(r? + n(A)Fv(Fobs)cf{l)) ;

where ¢ is computed by K times the transformer block required in each major GD step.

Finally, by substituting o; , ! k¢ with Tty ! , Kt,» and considering the truncation range which is induced

by the decoder (R = O(0;,*VHdr(A)r(Tops))), we obtain a uniform bound for any ¢ € [to, T].
Taking supremum over all admissible I,,s C Z, and leverage the relationship that k(X.onq) =
K(A)&(Tobs ), we finish the proof of Theorem 1.

O

C.6 Construction of Attention Layers

In this section, we construct the attention layers used in the transformer architectures built up in C.3
and C 4.

We utilize the added
1 1
1 0
1

to construct different types of interaction between different types of samples. (i.e. When we want
attention exclusively among observed samples or missing samples, we use the construction method as
described in 7 B,y below; When we want attention between observed samples and missing samples,
while setting all other interactions to zero, we use the construction method as described in T B¢
below. )

The intuition of (16) suggests a construction of a multi-head attention layer. Formally, for an
arbitrary value of m, we construct four attention heads with ReLU activation. The indicator function
1{|i — j| = m} can be realized by calculating the auxiliary product e, e; of time embedding. To see
this, we observe

(22 = £2(li = 41) -

l\.')\»—l

1
eiTej 9 (27“ — |le; — e]” )

Therefore, it holds that

i~ i1 =m) = 1{ele; =1 = 5 *m) |

since f Assumption 1 ensures that the time embeddings uniquely identify discrete time gaps through
their pairwise distances. Directly approximating an indicator function using a ReL.U network can
be difficult. Yet we note that |¢ — j| can only take integer values. Therefore, we can slightly
widen the decision band for the indicator function. Specifically, we denote a minimum gap A =
min;—1, g-1{f*(i +1) — f?(i)}. Thus, we deduce

i -1 =m} =1 {eTe; € |12 = L 2m) - a7 = L 2m) + 34}

We can use four ReLU functions to approximate the right-hand side of the last display, and simultane-
ously take different type of interaction types into account. We use another indicator function (which
can be realized by the Os and 1s added above) to represent what types of interaction we want in this
specific transformer block.

38



We construct a trapezoid function as follows:

8 1
{li—jl=m}= ZReLU (e;rej —r?+ §f2(m) +

>
~—

8 1
N ReLU <e;rej —r?+ ifz(m) +

1
-8 ReLU <e;ej —r?+ = f*(m) —

0| = 0O | =
N———

>
~

A 2

8 1
+K ReLU (eiTej —r? 4 §f2(m) -

RNy
>
N——

C.6.1 Construction of attention matrices related to the observed part
We construct the attention matrices for 7 By here.

For particular m, we utilize

. 1 1
(Q")'K' = diag <{ded71d670dtxdm 0(6a)x (64, 0, —1% + §f2(m) + ZA’ 0, 0(3d)x(3d)D :

) 0(4d+de+dy) % (2d-+de+dy) O(4d§rde+dt) xd  O(4dtde+d,)x(5d43)
V= O (d-+d.+d.) AVmA 04x (6d+3)
0(6d+1)x (2d-+detdy) O(6d+1)xd 0(6d+1)x (5d+3)

and

. 1 1
(Q*)'K? = diag ([ded»Idchthdm0(6d)><(6d)707 —r? + §f2(m) + gAv 0, 0(5d)><(5d):|) ;

V2=-V!

and

. 1 1
(Q%) TK® = diag <|:Od><d>Ide>Odt><dta0(6d)><(6d)707 —r? 4+ §f2(m) - gA, 0, 0(5d)><(5d):|) ;

Vi=-V!

and

. 1 1
(Q")"'K* = diag <|:Od><dalde»0dt><dta0(6d)><(6d)7 0,—r%+ §f2(m) - ZA’ 0, 0(5d)><(5d):|) ;

vi=ve

It is easy to verify that

4
> yl(QY) Ky = 1{i — j| = m}1{i,j € Tons}-

a=1

We can claim that 4 H attention heads and identity FFN are enough for constructing this block.
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C.6.2 Construction of attention matrices related to the correlation part
We only need to do some small changes to 7 Bps.

For particular m, let
(Ql)TKl
. 9 1 1.1, 1
= diag ( |0axd, Ia.,0d,xd,> O(6d)x (6a)> —T +§f (m)+ZA7§Aa§A70(5d)x(5d) :

0(2d+do+d)x(dtdetds) O@dadetd)xd  O(2dtd.+de)x (6d+3)

V= 0dx (d+d.+dy) A YmA 045 (6d+3)
0(8d+1)x (d+detds) O(sd+1)xd 0(8d+1)x (64+3)
and
(QQ)TKQ
, , 1., 1.1, 1
= diag ({ded, Ia.,04,xd, > O6a)x (6d), =T~ + if (m) + gA, §A, §A’ 0(5d)x(5d)D ,
V2 — _V!
and
(Q3)TK3
, s 1., 1.1, 1
= diag (|:0d><daIdeyodtxduo((}d)x(ﬁd)v -+ §f (m) — gA, §A, 2Aa0(5d)><(5d):|) :
V3 — _V!
and
(Q4)TK4

. 1 1 1 1
= diag ([ded, L., 04, xd, O(6a)x (6d)> —7° + ifz(m) - ZA’ §A, §A, 0(5d)><(5d):|) :

vi=Vv!

It is easy to verify that
4
ZyiT(Qa)TKayj = ]1{|7/ - .7| = m}]l{{z S Iobsvj € Imiss} U {'L S Imissa.j € Iobs}’}-
a=1

We can thus state that 4H attention heads and identity FFN are enough for constructing this block.
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D Proofs of Theorem 2 and Corollary 1
In this section, we provide the detailed proof of Theorem 2 and Corollary 1.

Firstly, we introduce some notations specifically for this part for sake of simplicity. We denote our
training set with n i.i.d. samples as

D = {xMn ) = (x5, =), = {(x@,y D)y,

We introduce the corollary below which will act as an significant role in our later proof:

Corollary 2. By choosing the transformer architecture T (D, L, M, B, R) as in Theorem 1, the
early-stopping time to < 1 and the terminal time T = O(log n), it holds that

< Hd?k} k*(A)K? (Tobs)ty

]E{(x(i),y(i)};bzl [R(/S\)} ~ log(Hdn(A)n(I‘obS)ntgl),

n
where ki, = k(S cona + o21).

The proof of Corollary 2 is deferred to Appendix E.
D.1 Proof of Theorem 2

Although our assumption on Gaussian processes does not ensure the Novikov’s condition to hold,
according to [Chen et al., 2022], as long as we have bounded the second moment for the score
estimation error and finite KL divergence w.r.t the standard Gaussian, we could still adopt Girsanov’s
Theorem and bound the KL divergence between the two distribution. We restate the Lemma as
follows:

Lemma 10 (Corollary D.1 in [Oko et al., 2023], see also Theorem 2 in [Chen et al., 2022]). Let
po be a probability distribution, and let Y = {Y}iepo,7) and Y’ = {Y{ }1c(0,1) be two stochastic
processes that satisfy the following SDEs:

dY, = s(Yy, t)dt + dWy, Yy ~ po,
dY/ = §'(Y/, t)dt +dW,, Y§ ~ po.

We further define the distributions of Y; and Y/ by p; and p},. Suppose that

/ (@) (s — &) (& O)|de < C (20)

foranyt € [0,T]. Then we have

T
1
KLGrlor) < [ 5 [ mlols = )at)Pdsds
0 x
Equipped with Corollary 2 and Lemma 10, we are ready to prove Theorem 2.

Proof of Theorem 2. Firstly, following the proof of Lemma 12, we can easily verify that for any
s€T(D,L,M,B,R),

1
[ it 19)Is(ve3,6) = Vog (v | v)lfx < .
T t

Thus, the condition (10) holds for all ¢ € [tg,T], which means that we could apply Girsanov’s
theorem in this time range.

To further distinguish the SDE defined in (1), (2), and (3), we denote the distribution of x;, v¢, V;
as P, P/, P/, respectively. Additionally, we need to introduce another intermediate backward
process between P, , P~ as follows

1
dvi© = §v1’f_ + Viog pr—(vi~ly)| dt + dw, with v~ ~N(0,147,...|),

and we denote the marginal distribution of v} (conditioned on y) as Pr_,(-y).
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Equipped with these notations, we can decompose the total variation between P and ]3;0_ as

E, {TV(P, ﬁtg)} <E, [TV(P, Py) + TV(Pu, ) + TV(PS, PL) + TV(PL, PE)

to 7 to
—Ey [TV(P,P,) + TV(PS, Pio) + TV(PLT, B 21

d| Toniss . . ..
We denote {fi}i‘:1 |'as the eigenvalues of 3,4, and we can do eigenvalue decompositions to

Ycond 88 Xeond = QEQT’ where (E)u = 57,
Considering the second last term,, by Data Processing Inequality and Pinsker’s Inequality (see e.g.
Lemma 2 in [Canonne, 2022]), we have

Ey [TV(P;;, PLO)]

t07

< \/ Ey [KL(P% ||P{$)]  (Pinsker’s Inequality)

< \/ Ey[KL(Pr||N(0,14z,,.)] (DataProcessing Inequality)
< By [KL(PIN (0, Ly, )] exp(~T)

= \/Ey[_ 10g(|zcond|) + tI‘(chond) + yngblszcorE;rngls)’] - d‘Imiss| exp(—T)

_1 _1
< \/_ 10g(|zcond|) + tI'(zzcond) + EzN./\/'(O,I) [ZTzobzs Zcorzl)rzobzz] - d|Imiss| exp(—T)

= \/_ 10g(|zcond|) + tr(Z:cond + E;rnglvzcor) - d|Imiss| exp(—T)

S

,S \/_ 10g(|zcond|) + tr(Z:cond + E;rnglszcor) - d|Imiss| exp(—T)
5 \/7Hd10g(§min) + tr(zmiss) - d|ImisS‘ eXP(*T)

</ HAE L exp(~T), (22)

where we leverage the close-form solution of the KL-divergence between two gaussian distributions
in the first equality.

Regarding the first term, by Pinsker’s Inequality and the close-form solution of the KL-divergence
between Gaussian distributions [Pardo, 2018], we have

Ey [TV(P(-]y); Pro (-1y))]
= Ey [TV(Py (y), P(]y))]

S Ey [VRL(P, (Y)[1P(1y))

=E, [\/KL(N(O% Egarnglsyv O‘?o Ycond + UtQOId\ImiSSIN|N(2<§>r2;b1sy’ Ycond))

S \/Ey [KL(N(ato E;rz(:blsy7 0‘%0 ECOHd + O—%oldlfmiss\)‘|N(2(—:ror20_blsyv 2COIld))] ;

Leveraging the close-form solution of the KL-divergence between two gaussian distributions, we
further have

Ey [KL(N(atO E;rnglsy7 a?g ECOHd + UfoId\Imiss|)||N(E;ror20_blsy’ ECOl’ld))]

a2 Beong + 021
5_1og(| ] 47 Tt |)+tr(2_1 (0 Beond + 07, 1))

‘Econd‘ cond
B
A
+ (1 - ato)zEy [yTE(:blsxcorz;)lndz;rngblsy] _d‘ImiSS|'
C
Considering term A, we have
|O‘t20 Ycond + 0'1?01‘ = |Zcond| - |a?01 + Ufozcizlnd
d‘Imissl

= |Zcond| - H (at20 +Ut20£i_1)'

i=1
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Then we obtain
d|Triss|

A=— Z log(afo +U?U€;1).

i=1
Regarding term B, we have
B =t1(2 1 4(0f Beona + 07 1)) = tr(Q(ef, E+ 07 DQT(QET'QT))
=tr((af, E+op D)E™)

d|Zmiss|

= > (af, +oR&™
i=1
S d|Imiss| + d|ImisS|§I;i1no—t2
Considering term C', we have
C= (1= at,) By [y 20, BeorDeonaBior TgpsY]

9 T 7% —1 T 7%
= (1 - ato) EZNN(OJd\IObs\) {Z zObszcorzcondzcorEObsz}

(1 an) 0(ELE B S,

cor S

Thus, with o, = e_%o,ato =1 — et we can take tg = O(gminn_%), and
v [TV(P(1y), P (1y)] S 02 (Hd)=. (23)

Combining (21), (23), (22), and invoking Lemma 10, we have:

Ey [TV(P, B S 0 b (HD) + \JHA(E, + 5(A) exp(~T)+

T
1 ~
+E, ¢ |5 [ pvdyltvy.6) - Viogp vty aviae | 24
to Vi

Snd(HA) +\/Hd(E, + r(A) exp(~T) + VR ().

Plugging in the result in Corollary 2 (taking 7 = O(logn), and tg = O(Emmn™2)), we finally
obtain

H%d,k;% (Fcond)m(A)H(FObS)
= 6(\/Hd2l‘€5(Econd)ﬁ2(20bs)/\/{ﬁ)'

where I'cong = I'iniss — I‘;rI‘gblsl"mr. We complete our proof.

Ep [Ey [TV(P,PS)]] S log? (Hdxk(A)A(Tops)n),

D.2  Proof of Corollary 1
With Theorem 2 established, the conclusion in Corollary 1 goes straightforward.

Proof. Firstly, by the definition of total variation distance, we have the relationship

€ CR1_q) = P(Xiniss € CRy_0)| < TV (P (-|x51), P(-[x515)).

miss

|Pt0(
Following the decomposition in (21), we can obtain
TV (P, (-[%5ns), P(-[%51))
< TV(P(|xgns)s Pro (x50s)) + TV (Pro (1x50s) Pry (1%G1s))
+ TV (x5 Pro (1x50s)))-

*
Xmiss
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Regarding the right hand side, following the derivation in (24), we can bound each term similarly by
taking ¢ty = O(/\min(Econd)n_%) and T = O(logn).

For the second term, we leverage the close-form solution of the KL-divergence between two gaussian
distributions:

TV(Pto( |Xobs) ( |X0bb))

<~ 108 ([ Zeond]) + tr(Zeona) + Xop, T Eorh Beor B, x5, — di s exp(—T)
1

S E\/_ log(lzcondD + tI'(2)(:ond) + X:quzongCOrz Eol)qxobg d|Imiss|
1

’S 7\/_Hd log()\min(zcond)) + X;bs—rzobszcorz z:obs obs

(n) T
S/ d?ff + - \/ Xobs Eobbzcorz 2:obsxobs
For the last term, recalling the definition of DS(Px,,,, Pxz, ;G), we have

IE’D(n) |:TV(P(_( |XobsaPt0( ‘Xobb)))

T
1 ~
< Epw ¢ |5 [ il I80vixi000) = Viogmu(velx, )l Bavic
to Vi

i T
S Epe \// By, (I[8(ve, X35, t) = Viog pr(ve|xy,,)|[3]dt

to

r . Ey—x:, . [((y)]
\// Ev, y~pPy, [8(Ve,y,t) — Viogpi(vely)l[3]dt - sup Xobs
to

teg By~p,, [U(y)]
< /Epe [RE)] -\/DS(PbeS,PXZbS;g)
g).

S Epm

< el \/DS(P, . P

~ obs’

Let

s 1 2 1 T
w( obs) —max{\/)\mm COﬂd) Xobs 2obs.ECO‘"Econdzcorzobs obs?

*  Tyg1—1 T —1 %
\/xobs 2:obs230'3r§:c0r§30bsxobs } :

For the first term, leveraging the result in (23), and the decomposition of term C in the proof
Theorem 2, we have

TV(P([xSe), Pro (1x3e)) S 073 (Hd)? 07 30 (xte) S g + 17 2 (x5).
Finally, we can combine all the bounds above to obtain
Epo | Pro (% € CR1_a) = P(Xinios € CRy )]
S Epeo [TV(P([xGhs ) Pro (-%50s)) + TV (Pro (1%50s)s Pry (+%5bs)
+ TV (P (-x5bs Pro (%555)))]
S0 + e /DS(Pes,. P, )

n _1 3
S Et(ilf)f \/DS X s ’Px:bs;g) +n 2¢(Xobs)7

and the corollary follows.
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E Proof of Corollary 2

In this section, we provide the detailed proof of Corollary 2.

Training Loss During training, given a state v; = ayvq + 012,z ~ N (0, Idllmiss\)7 V0 = Xmiss,
we aim to minimize the ideal risk function:

T
R(s) :/ Ev, xobe [
to

However, in practice, the objective (25) is not directly accessible. According to Lemma C.3 in Vincent
[2011], an equivalent objective function £(s), which differs from R(s) only by a constant, can be
used for optimization:

|S(Vt7XObS7 t) - Vvt logpt(vt|xobs>||§] dt. (25)

T
E(S) = / E(xmissyxobs) [EVtIVOZXmiss |:||S(Vt? Xobs t) - vvt log (?bt (Vt|v0) ||§:|:| dt (26)

to

Here, ¢; is the Gaussian transition kernel of the forward process, satisfying V log ¢;(v¢|vg) =
—(Vt—atVo)

T

Thus, we can leverage the corresponding empirical loss (11):

~ —~ 1 <& ) )
s in £(s), where L(s) = = £(x,y¥;
se€ argmin (s), where L(s) n; (x\",y'";s),

where the loss function is defined in (12)

T
g(x(l)7y(l); S) = / Ev,,\v():x(i) [||S(Vt7y7t) - Vvt log ¢t(Vt|V())||§] dt.
to

E.1 Steps for Proving Corollary 2
E.1.1 Risk Decomposition

The proof procedure is analogous to the proof of Theorem 4.1 in [Fu et al., 2024c], provided in
Appendix D of the same work. Our goal is to derive a bound on E () y(yyn  [R(8S)]. We denote

the ground truth score function as s* and set R(s*) = 0.
Following the setup, the risk can be decomposed as:
R(8) = R(8) = R(s") = L(s) — L(s"),

where § is the score function trained on dataset D(\) using the empirical risk. By creating n i.i.d.
ghost samples

(D)™ = {5,y N}y ~ P
the population risk of S can be rewritten as:

I NG N
S) — R(S™) = Errrieny | = @ v(@.5) — p(x® ). g*
R(S) = R(s") = E(pryon [njj(é(x yOi8) — o(x,y ,s>)1.

i=1

miss;Xobs?

To bound the rewritten population risk, we can further decompose it by analyzing its behavior in a
truncated area (aligning with our score approximation analysis in Theorem 1, we analyze the error
conditioning on the event Cs = {||x||2, [|v||2 < C3...}), and the error induced by truncation.

The truncated loss function is defined as

T
etmnC(X7Y;s) = / Evt|v0:x [||S(Vt7Y7t) - Vvt IOg ¢t(vt‘V0)H%]1C5] dt (27)
to
Accordingly, we denote the truncated domain of the score function by X = [—Cgata, C’gata] A Tmiss| X
[—C3tas Clatal /T, |» and the truncated loss function class defined as
S(Clata) = {0™(-,,8) : X - R[se T}. (28)

Define the following intermediate terms (S depends on D(\)):

Ly = %i (E(x(i),y(i);g) - z(x@),y(i);s*)) ,
i=1
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n

1 . ) . .
trunc _ — trunc (. (7) +,(2).Q) _ ptrunc /(7)) < (3). o*
Y n§_lﬁ(€ (0, y0:8) — (D, y 055 )

1 1), (i) = 1) (i), ok
£2_n;<£(x 'y 7s)_£(x Y 75))7

and
n

1 . )
£t2runc _ E Z ((trunC( /(i) y/(z) ) ElrunC(X/(z)7 y/(z); S*)) )

i=1
The decomposition for the expected empirical risk over DN then becomes:
Epw [R(8)] = Epe [E(prym [L2 — L5]] + Epon [LT — L4]

A
+Epm [E(D/)(n) [ﬁgunc] - ,Ctlrunc] +Epm [ﬁl} . (29)
B C

The terms A, B, and C respectively represent the error incurred due to truncation, approximation in
truncation, and the in-sample empirical risk expectation.

E.1.2 Bound of Each Component

We first bound the data range with high probability. The proof of the lemmas stated in this section are
deferred to E.3.

Lemma 11 (Range of the data). Given a sufficiently large data truncation range C’gata > 0, we have
P(Uy {12, [vPl2 < Clata}) = 1 = bnsas

where 0y, q = 2n exp {Wﬁﬁiﬂfwl) } and CYy is the absolute constant defined in Lemma 16.

We also have P[E]| > 1 — 64, where §; = %(5n,d.

In the following analysis, for the sake of simplicity, we denote Cy; = 1 + %

from Lemma 4. Then we state Lemma 12 to bound term A in (29), which is the counterpart of (D.12)
in [Fu et al., 2024c¢].

Lemma 12. Foranys € T,

1
Exy [|0(x,y:8) — €7 (x,y;8)]] < \/(Td[(cgcgataf + Hd| <T + t) )

0

, which origins

It is straightforward to conclude that

1
AS V6u[(CeChua)” + HA) (T + t) . (30)
0
Then we proceed to the term C'in (29). For any s € T, we have the following relationship
C = ED(n) [;C }
1 n
— il y:8) — 0(x®, y@: s
=Epm) ln ;( i8) —L(x\")y ))1
1 <& . .
l () (D). g*
< Epm ln;( ;s) = U(x™, yss ))]

< R(s),

the inequality holds due to S minimizes L.
Taking minimum w.r.t. s € T, we have

T
Cc< grélﬂrrlR(s) = gré1¥ /to Ev,y [II8(vVe,y,t) — Vs, log pe(ve|y) 3] dt. 31
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Lemma 13. Given an error level € € (0, 1),

1 1
minR(s) S € (T +1log [ — | ) + V0u[(CuCl)’ + Hd] (T+— ).
seT to to
Finally, we can proceed to the bound of term B. In an attempt to providing the bound, we first need to
calculate the covering number of the loss function class S (C’gata), and correspondingly, the covering
number of our transformer architecture function class. The covering number is defined as follows:
Definition 2. We denote N'(8, F, || - ||) to be the 6—covering number of any function class F w.r.t
the norm || - ||, i.e.,

N(6;F,

1) = argm}}n{ﬂ{fi}fvﬂ C F,stVfeF,3ielNL|fi—fIl <6}

A modified version of Lemma 23 in [Fu et al., 2024b] provides the following result on transformer
covering numbers:

Lemma 14. Consider the entire transformer architecture F = T (D, L, M, B, R) (i.e. with encoder
and decoder). If the input to the transformer satisfy || vi||2, |y ||z < C3,.» the time embedding e and
the diffusion time-step embedding ¢(t) satisfy |lellz =, |¢(¢)||l2 < Caig and r, Caig < O(V Hd),
then the log-covering number of the transformer architecture is bounded by

BMLHACS,,,Cs, > )

ds

Then, we can leverage the following lemma to calculate the covering number of the corresponding
truncated loss function class.

Lemma 15. Suppose s, 3 € T(D, L, M, B, R) such that |8V (v¢, y; t) =83 (vy, y; 1) ||2 < J,
for any [Vi[l2. [¥ll2. [X]|2 < Clyyn and t > to, then we have

N - 1
|€tmm(s(l)) _ etrum(s(Q)” < 444 (T + log (t)) (CECgaw + \/Hd).
0

log N (84; F, || - | p.00) < DM <L2 log (BMNRC3,,,Cs) + log (

Equipped with this lemma, it is straight forward to derive that

BMLHACY
108 (8 S(Ca ) | ) S DM (210g (BMNRCu,Cs) + log ( ZHEEClaC2 ) ),
and ¢, satisfies .
0 = 405 (T + log (t)) (C5:CSta + VHA).
0
Invoking the bound provided in (D.16) of [Fu et al., 2024c], we have
1 T
BSC+A+ 0N S(Chuah - l) [ o7 tde+ 75
to
T++ g
SO+ A+ % D*M <L2 log (BMNRC3,,,Cs) + log (BMLHngataCZ >)
1
+ 286 (T + log (t» (C2Clua + VHA). (32)
0

Combining the bound of A, B and C ((30),(32), (31)), we can leverage the empirical risk decomposi-
tion (29) to finalize the proof of Corollary 2.

E.2 Proof of Corollary 2
Proof of Corollary 2. By (29), (30),(32) and (31), we have
Epm[R(E)] <A+B+C

1
< 2v/04[(C2Clua)” + Hd] (T + t)
0
T+ + 8
n % D*M (L2 log (BMNRCS,,,Cs) + log (BMLH;CdataCE ))
1 1
w285, (T 108 (1)) (CsChua+ VD +& (T 4108 ().
0 0
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Plugging in the configuration of our transformer architecture in Theorem 1, and take

1

1
é /
Cdata = O( Hd:‘f(A)K/(FObS)HFC()rHQ log(Hdn)), €= %, (SS = m,

T = O(log(n)),

the inequality above gives rise to

Epm [R(8)] < Hd?”zlo“Q(A)"Q(robs)tal

- log(Hdr(A)K(Tops)nty *).

E.3 Proof of Supporting Lemmas in E.1.2

Proof of Lemma 11. We first state the polynomial concentration lemma for Gaussian random vari-
ables.

Lemma 16 (Lemma 24 in [Fu et al., 2024b]). Let g be a polynomial of degree p and x ~ N (0, 1,).
Then there exists an absolute positive constant C,, depending only on p, such that for any § < 1,

P [lg(x) — Elg()]] > 6y/Var(g(@))] < 2exp (~C,0%/7).

For a random variable r ~ N(0, ), consider g(-) = || - |3, we have
Efg(w)] = t2(o), Elg(w)?] < 3] Zo|[%

Applying Lemma 16, we can conclude that with high probability at least 1 — 2 exp(—C50),

[l —Eflull3]] < 64/ Var(llg(u)[l3) < V38| Zo]|r-

Considering v, we have X1 = a?(Tniss @ A) + 021; and for x, we have 3y = T' @ A.

Therefore,

Vs < /(B0 + V3B

< \/tr(rmiss) t2(A) + d|Zumiss| + V36| Pl | Allp + d|Zniss )

< \/dHAHF + d|Zmiss| + V33 (|| Tamiss |7 | All + d|Zimiss|)
< V(Hd+ D([Alle + (1 + V20,

the last inequality holds for § < 1. Similar inequalities hold for ||x(*)||.

Consider C3,,, > 2v/(Hd+ 1)(JJA][r + 1) and let § = $\T?\)\TF+1)‘ We can then obtain a

. . . . 702(Cdata)2
union bound. With probability at least 1 — 2n exp {—8(Hd+1)(”A”F+1) }

max{|[x"||a, [v™ 2}y < Clata-
1 1 — 7CQC§ata
We finish the proof by setting &, 4 = 2nexp { g7 }. 0O

d+1)([[Alle+1)
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Proof of Lemma 12. For any s € T (s can depend on x,y),
Exy[l0(x,y;8) — "™ (x,y;5)]]

/ / Ev,jvom [[5(v, 7, £) — V log 64(ve[v0) [31e, ] p(x, y )dxdydt

<2/t0/ _K s(v,y, )3 +

T
5/ (65)R§dt+/ EW,&%ZNN(OJdumiSS\) [

OétVo

2
) ILCJ] p(x,y)dxdydt
2

OtZ
ot

to to

165 dt
2
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where R; is the truncation range of the decoder, and we apply triangular inequality in the third line.
O

Proof of Lemma 13. Since's € T, we can invoke Theorem 1 and triangular inequality:
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where we apply Cauchy-Schwarz inequality in the second step, Jensen’s inequality in the last step.

For the second last term, similar to the proof of Lemma 12, we have
T

T
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For the last term, we have
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where we utilize the positive definiteness of E;rE;blSECOT in the last inequality.

Combining all the terms together, we have
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Proof of Lemma 15. We have
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Figure 4: Comparison of imputation methods on the Electricity dataset, with 95% CR.

F Experiment Details

For our numerical experiments, we trained the models using a batch size of 64. Our adapted DiT
model architecture used a hidden size of 256, 12 transformer layers, and 16 attention heads per layer.
We utilized the PyPOTS [Du, 2023] framework to implement and handle hyperparameter tuning for
the baseline methods CSDI and GP-VAE. This tuning process aimed to find the best settings and
ensure the models had a comparable number of trainable parameters. Experiments were conducted on
hardware consisting of an NVIDIA RTX A6000 GPU (48GB) and an Intel(R) Xeon(R) Gold 6242R
CPU @ 3.10GHz. We report all the results as the average of 5 runs. Our implementation of DiT for
imputation is attached in supplementary materials.

F.1 Real World Datasets

Dataset Descriptions. We utilize two real-world datasets, BeijingAir [Zhang et al., 2017] and
ETT_ml, to benchmark the imputation performance of DiT. The BeijingAir dataset comprises hourly
measurements of six air pollutants and meteorological variables collected from 12 monitoring sites in
Beijing. The ETT_m1 dataset, part of the Electricity Transformer Temperature benchmark, records
clients’ electricity consumption data, including power load and oil temperature. Detailed statistics for
both datasets are provided in Table 5.

Dataset Total Samples Sequence Length Time Interval Number of Variables
Air Quality 1168 30 1H 132
Electricity 2321 48 15min 7

Table 5: 80% of the data is used for training, and 20% for testing.

Results. We report the Mean Absolute Error (MAE) in Table 6, the Mean Squared Error (MSE)
in Table 7 and the Mean Relative Error (MRE) in Table 8. Results are shown across different
missing data rates (10%, 20%, and 50%) for both datasets. The experimental results indicate that DiT
consistently outperforms the baseline methods on both datasets, demonstrating its effectiveness, and
our mixed-masking strategy can also enhance DiT’s performance on real-world datasets.

Figure 4 presents a comparison of imputation results on the ETT_m1 dataset, where we randomly
select samples from a 50% missing data scenario. From the plots, it is evident that although both DiT
and CSDI generate CRs that largely encompass the true data points, DiT achieves a tighter bandwidth,
leading to improved uncertainty quantification performance.
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Model ETTm_1 (Missing %) BeijingAir (Missing %)

10% 20% 50% 10% 20% 50%

CSDI [Tashiro et al., 2021] 0.1448 (£0.0105)  0.1521 (x0.0114)  0.1650 (£0.0097)  0.1780 (x0.0138)  0.1800 (£0.0129)  0.2141 (x0.0119)
GP-VAE [Fortuin et al., 2020]  0.2786 (+0.0077) ~ 0.3267 (£0.0044)  0.4666 (£0.0073)  0.4152 (£0.0088) 0.4401 (£0.0080) 0.5265 (£0.0054)
DiT 0.1269 (£0.0076)  0.1377 (x0.0095)  0.1543 (£0.0102)  0.1753 (0.0094)  0.1815 (£0.0208)  0.2057 (+0.0145)

Table 6: Time Series Imputation MAE Results

Model ETT_m1 (Missing %) BeijingAir (Missing %)
10% 20% 50% 10% 20% 50%

CSDI [Tashiro et al., 2021] 0.0615 (x0.0097)  0.0698 (x0.0106)  0.0797 (£0.0106)  0.4196 (£0.1726)  0.3926 (£0.0790)  0.4534 (+0.0379)
GP-VAE [Fortuin et al., 2020] 0.1567 (£0.0094)  0.2138 (x0.0067)  0.4249 (0.0127)  0.4096 (+0.0202) 0.4777 (+0.0179) 0.7017 (+0.0189)
DiT 0.0534 (0.0063)  0.0606 (£0.0076)  0.0684 (+0.0070)  0.3683 (£0.0351) 0.4025 (£0.0424)  0.4255 (x0.0670)

DiT w/ mixed-masking strategy  0.0502 (+0.0055)  0.0588 (x0.0081) 0.0711 (20.0092) 0.3428 (x0.0275)  0.3864 (£0.0403)  0.4229 (x0.0539)

Table 7: Time Series Imputation MSE Results

Model ETT_m1 (Missing %) BeijingAir (Missing %)
10% 20% 50% 10% 20% 50%

CSDI [Tashiro et al., 2021] 0.1706 (0.0123)  0.1808 (0.0135)  0.1938 (+0.0114)  0.2380 (x0.0186)  0.2420 (x0.0174)  0.2929 (x0.0159)
GP-VAE [Fortuin et al., 2020]  0.3285 (£0.0091)  0.3882 (x0.0052)  0.5478 (£0.0085) 0.5598 (+0.0118) 0.5917 (£0.0107)  0.7042 (x0.0072)
DiT 0.1592 (£0.0084)  0.1701 (£0.0102)  0.1825 (+£0.0094)  0.2154 (+£0.0125) 0.2578 (x£0.0375) 0.3073 (£0.0241)

Table 8: Time Series Imputation MRE Results
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