Abstract

The utility of agent-based models for practical decision making depends upon their ability to recreate populations with great detail and integrate real-world data streams. However, incorporating this data can be challenging due to privacy concerns. We alleviate this issue by introducing a paradigm for secure agent-based modeling. In particular, we leverage secure multi-party computation to enable decentralized agent-based simulation, calibration, and analysis. We believe this is a critical step towards making agent-based models scalable to the real-world application.

1 Introduction

Agent-based modeling (ABMing) is a bottom-up simulation technique wherein a system is modeled through the interaction of autonomous decision-making entities referred to as agents. Due to their granular approach, ABMs are a promising tool for real-world decision-making and policy design and constitute an active field of research across economics [5, 12, 33], biology [44, 27], and epidemiology [6, 52, 35, 32]. Wider adoption of ABMs, however, is hindered by (1) the need for microdata to generate the underlying agent population, and (2) the often large computational resources required to run, calibrate, and analyze an ABM. Recently, there has been significant progress towards developing new design patterns for ABMs, which exploit tensorization [18, 17] and differentiability [19, 3] of simulators. This has alleviated the computational burdens associated with ABM simulation [18], calibration [19, 49], and analysis [48] by granting access to modern computational techniques such as GPU computing and differentiable programming, allowing ABMs to scale to populations comprised of millions of agents [51, 10].

Yet, the increase in computational efficiency for ABMs can be inconsequential if the quality of the underlying population microdata is poor. Currently, prevalent approaches involve the construction of synthetic populations designed to align with a predefined set of summary statistics derived from real-world observations. For instance, in epidemiological ABMs, the population is crafted to replicate summary statistics obtained from census data [45, 13, 6, 15, 46]. However, it is essential to recognize that the limited granularity of census data arises primarily from privacy considerations rather than actual scarcity of available data. As ABMs continue to scale towards one-to-one representations of real-world systems, there remains a fundamental limitation in their modeling potential as long as privacy are not in place. Previous attempts to augment ABM data with additional information, such as mobility or health data, have resulted in data leaks that exposed agents’ personal information [1, 34, 21]. These incidents underscore the need for a decentralized approach to ABMing, where each agent’s sensitive information is kept confidential throughout the modeling process.

Motivated by this, we introduce a new paradigm for agent-based simulation that ensures the confidentiality of each agent’s sensitive information. Leveraging techniques drawn from secure multi-party computation [38], we develop privacy-preserving protocols for the simulation, calibration, and analysis of ABMs. These protocols offer robust security guarantees to agents while preserving the ability of ABMs to effectively model complex systems. Moreover, our methodology enables secure ABMs to
take advantage of differentiable programming, allowing them to be integrated into machine learning pipelines, further boosting their modeling capabilities.

In summary, this work constitutes to our knowledge the first protocol for privacy-preserving ABMs that enables their simulation and calibration. We hope that this development will pave the way for the secure and practical utilization of ABMs as valuable tools for policy-making in real-world settings.

2 Agent-based models

Consider an ABM with $N$ agents $A = \{1, 2, \ldots, N\}$. We denote by $\mathbf{z}_i(t)$ the state of agent $i$ at time $t$ which encapsulates both fixed and time-evolving properties of the simulation agents. For instance, $\mathbf{z}$ can represent age and disease status of human agents in epidemiological models; and account balance of firms in a financial auction model. As the simulation proceeds, an agent $i$ updates their state $\mathbf{z}_i(t)$ by interacting with their neighbors $\mathcal{N}_i(t)$ and the environment $\mathcal{E}(t)$. We assume that the interaction of agents with their neighbors can be conceived as message passing on a graph $\mathcal{G} = (V,E)$, where the vertices $V$ of the graph correspond to the agents, the edges $e_{ij} \in E$ connect neighboring agents, and interactions are represented as messages $M_{ij}(t) = M(\mathbf{z}_i(t), \mathbf{z}_j(t), e_{ij}(t), \theta, t)$, where $\theta$ are the ABM structural parameters. This is indeed the case for contagion models \[22\], for example, $M_{ij}(t)$ may represent the transmission of infection from agent $j$ to agent $i$, which may depend on the susceptibility of agent $i$ ($x_i$), the infectivity of agent $j$ ($x_j$), the properties of the virus ($\theta$), and the nature of the interaction ($e_{ij}$). Thus, at each step $t$, each agent updates its state following

$$\mathbf{z}_i(t+1) = f\left(\mathbf{z}_i(t), \bigoplus_{j \in \mathcal{N}_i(t)} M_{ij}(t), \theta\right), \quad (1)$$

where $\bigoplus$ denotes an aggregation function over all received messages. The specific form of $f$ can be tailored to capture the unique dynamics of the system under investigation, for instance, the diversity of contagion models can be encapsulated by different functional forms of $f$ \[22\].

During the simulation of an ABM, a central agent (the modeler) collects a time-series of aggregate statistics over agent states, $\mathbf{x}_t = h(\{\mathbf{z}_i(t) \mid i \in A\})$, which can be used to compare the output of the model to ground-truth data. For instance, in epidemiological ABMs, $h$ may correspond to counting the number of infected agents, so that $\{\mathbf{x}_t\}_t$ is a time-series of daily infections.

As we can see, both Equation (1) and the collection of the summary statistics require agents to communicate their state to other agents. In following sections we introduce a methodology to perform these operations in a privacy-preserving manner.

3 Characterizing Privacy

3.1 Threat Model

We assume an honest-but-curious (a.k.a semi-honest) attacker \[31\] which aims to learn private information about participating agents. This private information is included in an agent’s state $\mathbf{z}_j(t)$, interaction trace $\{\mathcal{N}_i(t) \mid \forall t\}$, and neighborhood messages $\{M_{ij}(t) \mid i \in A, j \in \mathcal{N}(i)\}$. For instance, in epidemiological models, this can correspond to the health and demographic traits, and mobility patterns of individual agents. Such attacker can manifest as the coordinating server which wants to surveil agents using the mobility trace or a (sub-group) of adversarial agents which may be incentivized to steal personal health information of agent cohorts. In the context of agent-based modeling, this information can be leaked during message passing over per-step neighborhoods (Equation (1)) and during the collection of summary statistics over the population. The goal of this work is to alleviate such challenges and design a privacy-preserving mechanism which can compute functions over agents’ states without revealing private information.

3.2 Secure Multi-party Computation

Secure multi-party computation enables a set of agents to interact and compute a joint function of their private inputs while revealing nothing but the output \[38\]. MPC protocols are coordinated with a server (MPC server) and are designed to protect against malicious behavior of adversarial participants.
These malicious participants, either an agent or the server, aim to learn private information (of other entities) or cause the result of computation to be incorrect. The idea was first introduced by Yao for the two-party case [57] and generalized to multiparty settings by Goldreich, Micali and Wigderson (GMW) [26]. Among other properties, GMW protocols guarantee 1) privacy: so that no entity can learn anything more than its prescribed output and, 2) correctness: so that each agent receives the correct output. For instance, in an epidemiological ABM, this would ensure both that the personal disease status of agents is not leaked and also no agent can misrepresent their disease status. We formalize the GMW protocol and provide an intuitive example in the Appendix.

4 Private Simulation of Agent-based Models

First, we present the SecureSum protocol, which enables the computation of the sum of agents inputs in a private way, based on the GMW protocol (see Subsection 6.1 for a detailed description and an example) in Algorithm 1.

Algorithm 1: SecureSum

Data: Agents \( \{1, \ldots, N\} \) with secret inputs \( s_1, \ldots, s_n \), integer \( n > \max\{s_1, \ldots, s_n\} \).
Result: The sum of all shares \( S = s_1 + \cdots + s_n \).

1. Splitting secret into shares and distributing:
   1. Each party \( i \) generates \( N \) shares \( s_{i1}, \ldots, s_{iN} \in Z_n \) which sum up to \( s_i \).
   2. Each party \( i \) distributes all their shares \( s_{i1}, \ldots, s_{iN} \in Z_n \) to \( 1, \ldots, N \), including themselves.

2. Secure Computation (Addition):
   1. To add the inputs securely, parties simply add their respective shares \( \sigma_i = s_{i1} + \cdots s_{Ni} \mod n \).

3. Reconstruction:
   1. To reveal the final result of the computation, parties collaborate by summing their shares:
      \( S = (\sigma_1 + \sigma_2 + \cdots + \sigma_n) \mod n \).

This protocol enables the simulation of ABMs for the case where \( \oplus \) corresponds to addition in Equation (1), which is indeed the case in all contagion models. Furthermore, as long as the agent’s update function \( f \) is differentiable respect to the structural parameters \( \theta \), which is indeed the case for many ABMs [19], each agent can store \( \nabla_{\theta} f \) for use during the calibration step. With all this in mind, we present in Algorithm 2, a privacy-preserving protocol for updating the agent’s states.

Algorithm 2: SecureAgentUpdate

Data: Agent \( i \) with state \( z_i(t) \), Neighboring agent’s messages \( \{M_{ij}(t) \mid j \in N(i)\} \), Integer \( n \), State update rule \( f \), ABM parameters \( \theta \).
Result: New state \( z_i(t+1) \)

1. Agent \( i \) calls the SecureSum protocol with neighbors \( \{ j \mid j \in N(i) \} \) and integer \( n \) to get the sum \( M_i(t) = \sum_{j \in N(i)} M_{ij}(t) \).
2. Agent \( i \) updates its state \( z_i(t+1) = f(z_i(t), M_i(t), \theta) \) and stores the gradient \( \nabla_{\theta} f \).

It is worth noting that, in contrast to general applications of the GMW protocol, only the agent who starts the protocol receives the result of the computation, since there is no need for the neighboring agents to have access to that information.

Next, we introduce the SecureSimulation protocol in Algorithm 3, where, in addition to performing agent updates, we collect a time-series of aggregate statistics over the agent’s population and its gradient respect to the ABM structural parameters \( \theta \).

4.1 Private calibration of ABMs

Calibration refers to the process of tuning the set of structural parameters \( \theta \) so that ABM outputs \( x \) are compatible with given observational data \( y \). In epidemiological ABMs, for instance, this entails determining values for parameters like the reproduction number \( R_0 \) and mortality rates to align with the observed daily infection or mortality data. During the calibration of an ABM, the modeler (central MPC server) requires the ability to evaluate the ABM at different values of \( \theta \), and, in the case of
Algorithm 3: SecureSimulation

Data: MPC server $C$, Agents $\{1, \ldots, N\}$ with states $\{z_1, \ldots, z_N\}$, ABM parameters $\theta$, State update rule $f$, Number of time-steps $T$

Result: Aggregate statistics $x = x_1, \ldots, x_T$ and gradients $\nabla_{\theta} x$.

1. $C$ generates a large enough prime number $P$ and the requested statistics collecting function $h$; and sends them to all agents along ABM parameters $\theta$.

2. for $t = 1, \ldots, T$ do

3. for $i = 1, \ldots, N$ do

4. Agent $i$ calls the SecureAgentUpdate protocol (Algorithm 2) to compute $z_i(t+1)$.

5. Agent $i$ gathers its information of interest $h(z_i(t+1))$ and gradient $\nabla_{\theta} h(z_i(t+1))$.

6. $C$ calls the SecureSum protocol with all agents to collect the aggregate statistics $x_t$ and their gradients $\nabla_{\theta} x_t$.

7. $C$ returns the accumulated $x$ and $\nabla_{\theta} x$.

Figure 1: Diagram illustrating the SecureSimulation protocol for ABM parameters $\theta$

5 Conclusion

In this paper, we have introduced a new paradigm of decentralized agent-based modeling which enables simulation and calibration on real world data, all without compromising the privacy of the agents involved. Our approach leverages MPC techniques to develop robust privacy-preserving protocols, without compromising the correctness of the ABM output. Our paradigm may be readily integrated into established platforms such as contact-tracing mobile applications, as a means to greatly improving analysis and forecasting of complex systems across diverse domains. Further, we validate by scalability of our simulation and calibration protocols via a decentralized epidemiological ABM, in the appendix.
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6 Appendix

6.1 The GMW protocol

The GMW protocol uses additive secret sharing to communicate (or aggregate) private inputs across the participant entities. The key insight is to divide a secret input into multiple shares in such a way that the secret can be reconstructed only when a sufficient number of shares are combined together. The scheme supports diverse aggregation queries such as secure addition, or secure multiplication [8] of the secrets held by the participating agents. Here we focus on the addition case and we assume that all participating agents are required to compute the secret, usually denoted by \( t = N \), but the same methodology can be extended to multiplication and composite queries (see, e.g., [38]).

Consider \( N \) agents holding private values \( s_i \). We want to compute the sum \( \sum s_i \) without any agent \( j \) acquiring knowledge about \( s_{(k \neq j)} \). To setup the protocol, the agents agree an integer \( n > \max\{s_1, \ldots, s_N\} \) defining the finite group \( \mathbb{Z}_n \), on which all computations will be carried out. Each agent \( i \) then samples \( N - 1 \) random numbers, \( r_{ij} \sim \mathcal{U}\{0, n - 1\} \), such that the input is divided into \( N \) shares, \( s_{ij} \) defined by

\[
s_i = \sum_{j=1}^{N} s_{ij} \pmod{n} = \sum_{j=1}^{N-1} r_{ij} + \left( s_i - \sum_{j=1}^{N-1} r_{ij} \right) \pmod{n}.
\]

Each agent then sends each share of their secret to each corresponding agent; agent \( i \) sends \( s_{i1} \) share to agent 1, \( s_{i2} \) share to agent 2, etc. Locally, each agent performs the sum

\[
\sigma_k = \sum_{i=1}^{N} s_{ik} \pmod{n}.
\]

Finally, all values \( \sigma_k \) are shared so that the reconstructed sum, \( S = \sum_k \sigma_k \pmod{n} \), can be computed which corresponds to the sum of the agent inputs \( s_i \) by construction. Typically, this reconstruction may be conducted by a central MPC server or a trusted agent. We summarize the protocol in Algorithm 1 and we provide an illustrating example below.

6.1.1 Additive secret sharing example

Consider \( N = 3 \) agents—Alice, Bob, and Carol—holding private values \( s_A = 2 \), \( s_B = 3 \), and \( s_C = 5 \). They wish to compute the sum of these values without disclosing their individual inputs. They agree on an integer \( n = 11 \), defining a finite group \( \mathbb{Z}_n \). First, the agents generate 3 shares each, by sampling 2 random numbers from \( \mathbb{Z}_n \). For instance, Alice generates random numbers 7 and 5, so that

\[
s_A = s_{AA} + s_{AB} + s_{AC} = 7 + 5 + 1 \pmod{11} = 2,
\]

and similarly for Bob and Carol with \( s_B = 2 + 0 + 1 \pmod{11} \), and \( s_C = 3 + 1 + 1 \pmod{11} \).

Second, the agents communicate with each other to keep one of the shares and send the other two to the other two agents and perform the sum of the received shares. For example, Alice receives \( s_BA \) from Bob and \( s_CA \) from Carol and computes

\[
s_A = s_{AA} + s_{BA} + s_{CA} = 7 + 2 + 3 \pmod{11} = 1 \pmod{11},
\]

and similarly for Bob and Carol with \( \sigma_B = 5 + 0 + 1 \pmod{11} = 6 \pmod{11} \) and \( \sigma_C = 1 + 1 + 1 \pmod{11} = 3 \pmod{11} \). Finally, the secret can be reconstructed by doing \( S = \sigma_A + \sigma_B + \sigma_C = 10 \pmod{11} \) as expected.

In the following section, we apply the GMW protocol to generalize the above insight to share information containing agent’s private information to other agents or a central MPC server, providing protocols for the computation of agent updates (Equation (1)), and gradients in a secure way, enabling privacy-preserving simulation, calibration, and analysis of ABMs.

\[1\]The choice to perform finite group arithmetics is so that no information about the secret can be gained by holding \( < N \) shares.
In this section, we aim to illustrate a practical example where this new ABM methodology could be deployed, by showing a simulation and calibration of a decentralized, privacy-preserving, agent-based SIR model.

The model follows a standard parameterization where agents’ interactions are specified through a contact graph \( G \), which in this case is only locally defined by each agent having access to their neighbors. Each agent has 3 possible states, 0 (Susceptible), 1 (Infected), and 2 (Recovered). We initialize the simulation by infecting a fraction \( I_0 \) of agents, which are sampled uniformly from the population, while the remaining agents are considered to be susceptible. Following the notation introduced in Section 2, at each time-step, agent \( i \) updates its state following Equation (1) with

\[
M_{ij}(t) = I_j(t)
\]

where \( I_j(t) \) is the infected status of the neighbor (0 or 1), so that

\[
z_i(t+1) = \mathbb{1}_{\{z_i=0\}} \cdot \text{Bernoulli} \left( p_{\text{inf}}^{(i)}(t) \right) + \mathbb{1}_{\{z_i=1\}} \cdot \left( 1 + \text{Bernoulli} \left( p_{\text{rec}}^{(i)} \right) \right) + \mathbb{1}_{\{z_i=2\}} \cdot 2
\]

with

\[
p_{\text{inf}}^{(i)}(t) = 1 - \exp \left( -\frac{\beta S_i \Delta t}{n_i} \sum_{j \in N(i)} I_j(t) \right),
\]

\[
p_{\text{rec}}^{(i)} = 1 - \exp \left( -\gamma \Delta t \right).
\]

For the case of a complete graph, the model reduces to the standard ODE-based SIR model with \( R_0 = \beta / \gamma \) as the basic reproduction number. The model is run for \( n_t \) time-steps.

To ground the example on real data, we consider the contact graph of the city of XXX, extracted from the June ABM model [6] to determine the the neighborhood of each agent, \( N(i) \). This contact graph includes the interactions of agents in households, companies, and schools and it is based on English census data. The choice of parameter values for the experiment is given in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>0.5 day(^{-1} )</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0.1 day(^{-1} )</td>
</tr>
<tr>
<td>( I_0 )</td>
<td>0.01</td>
</tr>
<tr>
<td>( \Delta t )</td>
<td>1 day</td>
</tr>
<tr>
<td>( n_t )</td>
<td>60</td>
</tr>
<tr>
<td>( G )</td>
<td>XXX</td>
</tr>
</tbody>
</table>

Table 1: Parameter values for the considered agent-based SIR model.

### 7.1 Private policy assessment with ABMs

We first consider the application of the \texttt{SECURESIMULATION} protocol (Algorithm 3). Let us pose a situation where a policy maker wants to study the efficacy of mask-wearing at different compliance levels using agent-based simulation. We introduce a slight modification to Equation (8) to incorporate a reduction on the infection probability due to mask-wearing with certain compliance \( \alpha \),

\[
p_{\text{inf}}^{(i)}(t) = 1 - \exp \left( -\frac{\beta S_i \Delta t}{n_i} \sum_{j \in N(i)} I_j(t)(1 - c_j) \right),
\]
where \( c_j \sim \text{Bernoulli}(\alpha) \), so that \( \alpha_i = 1 \) corresponds to full compliance where there is no transmission. Note that we are assuming, complete protection against infection when wearing a mask.

We proceed to execute 3 simulations for 3 different values of \( \alpha \). At each simulation, \( \alpha \) is sent to the agents, where they locally compute their own compliance to the measure. The SecureSimulation protocol is then used to run the simulation and retrieve the aggregate statistic of interest, \( x \), which in this case is the number of infections over time. The results are shown in Figure 2, where we observe that little transmission occurs when compliance is above 75%.

![Infection curves for different levels of compliance: 0% (blue), 25% (green), 50% (orange), 75% (red). The number of infections has been normalized to the number of agents \( N \).](image)

Thus we observe that within our privacy-preserving methodology, the policy maker could still have access to the same level of insight than a traditional ABM, all while protecting the individual agent’s privacy.

### 7.2 Private calibration of ABMs

Next, we pose a situation where we want to calibrate our ABM with structural parameters \( \theta = (\beta, \gamma) \) to observed ground-truth data. For simplicity, we present the calibration of the \( \beta \) parameter given an observed curve of infections \( y \), obtained by running the ABM model with the baseline parameters in Table 1.

The first step is to compute the gradient \( \nabla_\theta x \), where \( x \) is the number of daily infections and \( \theta = \beta \).

We note that this gradient can be approximated by the gradient of the average number of new infections with respect to \( \beta \),

\[
\frac{\partial x_t}{\partial \beta} \approx \frac{\partial \mathbb{E}[\Delta I(t)]}{\partial \beta} = \sum_{i=1}^{N} \chi_i(t) \exp(-\chi_i(t)/\beta), (11)
\]

where

\[
\chi_i(t) = \exp \left( -\frac{\beta S_i \Delta t}{n_i} \sum_{j \in N(i)} I_j(t) \right). (12)
\]

The gradient can be safely retrieved by a central agent by performing the SECRETSHARING protocol across all agents as described in Algorithm 3. We thus conduct GVI by considering \( Q \) to be a masked-autoregressive normalizing flow, and assume the prior is a normal distribution with \( \mu = 0.7 \) and \( \sigma = 0.5 \).
Figure 3: Left: Probability density plot for the trained normalizing flow (blue) against the prior distribution (orange). Ground-truth value is marked as a dashed black line. Right: Results from simulating $\beta$ samples from the trained flow (blue) and prior (orange) compared to the ground-truth data (black). The number of infections has been normalized to the number of agents $N$.

Figure 3 (left) shows the trained normalizing flow which correctly assigns high probability mass to the ground-truth value. To further evaluate the goodness of the fit, we plot simulated runs from ABM parameters sampled from the trained flow in Figure 3 (right), where we compare it to runs simulated from prior samples.

This experiment highlights how privacy-preserving ABM can be integrated into probabilistic programming pipelines, like the considered case where we have used the Bayesian gradient-assisted inference algorithms in the BLACKBIRDS software package. This opens the door into integrating ABM insight into more complex ML pipelines leveraging heterogeneous data streams to boost the model’s insight capabilities.