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Abstract

This paper investigates the limitations of the normalization in attention mechanisms.
We begin with a theoretical framework that enables the identification of the model’s
selective ability and the geometric separation involved in token selection. Our
analysis includes explicit bounds on distances and separation criteria for token
vectors under softmax scaling. Through experiments with pre-trained GPT-2
model, we empirically validate our theoretical results and analyze key behaviors
of the attention mechanism. Notably, we demonstrate that as the number of
selected tokens increases, the model’s ability to distinguish informative tokens
declines, often converging toward a uniform selection pattern. We also show
that gradient sensitivity under softmax normalization presents challenges during
training, especially at low temperature settings. These findings advance current
understanding of softmax-based attention mechanism and motivate the need for
more robust normalization and selection strategies in future attention architectures.

1 Introduction

The attention mechanism [1, 7, 17, 8] has become a fundamental component of modern deep
learning. Since its popularisation in the Transformer [18], attention has powered state-of-the-art
systems in machine translation, text generation [3], and multimodal reasoning [11]. Yet the same
softmax rule that enables differentiable “focus” also introduces a chronic failure mode: as the context
length L grows, attention weights collapse toward 1/L, a phenomenon we call vanishing attention.
The resulting gradients are too small for effective learning, especially in long-context settings
[4, 21]. Architectural work-arounds — sparse windows, locality-sensitive hashing, or compressed
memories—reduce compute but do not eliminate the collapse, and may even worsen it [5, 16, 2, 10].
A principled understanding of why softmax fails in this regime is still missing.

Our view: attention as a capacity-limited retriever (selector). We revisit normalisation in
attention from first principles and show that softmax, and indeed any length-independent normaliser,
possesses an intrinsic capacity limit. Our contributions are:

1. Distance bound. We derive a non-asymptotic upper bound on the representation distance
between selected and non-selected tokens (Theorem 1). The bound proves that once the
top-N set grows proportionally to L, the distance must collapse, formalising the “softmax
bottleneck™ [20].
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2. Geometric bound. Under mild spherical assumptions we show that no more than = 80%
of the top-N tokens can be simultaneously distinguished in Euclidean space (Theorem 2).
This quantifies a hard limit on what a single head can represent.

3. Gradient bound. We bound the Jacobian norm of a general normaliser (Lemma 2);
specialised to softmax it recovers the classic 1/(47") instability and shows why aggressive
temperature scaling trades separability for optimisation difficulty.

4. Empirical validation. Experiments on GPT-2 [15] confirm all three predictions: distance
collapse, separability saturation, and 1/7T gradient growth.

Our analysis frames attention as a selector with finite resolution: it works well while the active set is a
small fraction of the context, then degrades predictably. This viewpoint explains the empirical success
of recent alternatives—Sparsemax, Scalable-Softmax, Self-Adjusted Softmax—and suggests concrete
design rules we distil in the discussion. More broadly, our theoretical tools provide diagnostics for
deciding when a head has reached its intrinsic limit and when architectural or normalisation changes
are warranted.

By bridging closed-form theory with large-scale experiments, we provide both a deeper understanding
of normalisation in attention and practical guidelines for building robust, long-context Transformer
models.

2 Theoretical Analysis

Consider a sequence of token embeddings X = {z;}%,, where each embedding z; € R? is a
d-dimensional vector. We begin by reviewing the classical self-attention mechanism introduced by
Vaswani et al. [18]:

Qm:fq(xmvm)v kn:fk(xnan)> Vn:fv(mn7n)7 (1)

where q,,,, k;,, and v,, denote the query, key, and value vectors, respectively. The attention weights
are computed using these query and key vectors as follows:

L
tmn = exp (ahkn/T) /Y exp (q.k;/T), @
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where the parameter 7' is known as the temperature, typically set to T = V/d (as recommended
in [18]). To extend the scope of our analysis beyond the standard softmax normalization, we introduce
a more general normalization framework:

L
. = F(ap%n,0)/ > F(ayk;,0), 3)
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where F : R1T¢ — R is a smooth positive function parameterized by 6, which can include parameters

such as temperature or the number of tokens. For convenience, we denote the inner product q;kn as
Ly, n. referring to it as the logir associated with the token pair (m, n).

In this work, we provide a detailed theoretical examination of the general normalization framework
introduced in Equation (3). We focus on several critical aspects: (1) general limitations associated
with softmax-type normalization; (2) the influence of normalization on token separation; (3) geometric
insights into token separation; (4) connections between normalization and training dynamics.

We begin by addressing the general limitations of softmax normalization. As highlighted by [19], one
critical limitation is the phenomenon of vanishing attention weights. Intuitively, when the number of
tokens L increases, the normalization procedure (e.g., softmax) distributes attention weight across
many tokens, causing the weights for individual tokens to become extremely small. This issue
hampers the model’s ability to clearly differentiate between relevant and irrelevant tokens.

Formally, consider a set of logits {1, . .., [ } and their corresponding attention weights {1, ..., ar},
computed from the logits using a normalization function. We present the following general results
regarding these normalized attention weights (see Appendix A for full proofs):



Lemma 1. Consider the normalization scheme defined by Equation (3) with a smooth function
F(1;,0) that does not explicitly depend on the number of tokens L (i.e., L & 0). Assume also that the
logits are bounded, l; € [—a, a]. Then, the normalized attention weights satisfy:

)
where the constants C1 and Cs do not depend on L.

This lemma implies that for any normalization of function independent of token count, the attention
weights inevitably become uniformly small (on the order of 1/L) as the context size grows. As
a result, the mechanism loses the ability to effectively highlight specific important tokens when
processing long sequences. The proof relies on the boundedness and continuity of the function
F(l;,0) on the compact interval [—a, a]. Due to these properties, both the numerator and denominator
are bounded by constants independent of L. Hence, when normalized by the summation over all L
tokens, each weight naturally scales as 1/L. Full mathematical details are provided in Appendix A.

Corollary 1. In the special case of softmax normalization (Equation (2)), with temperature parameter
T, the attention weights satisfy:

I exp T S o S I exp T s

This corollary highlights how the magnitude of the query and key vectors directly impacts the
distribution of attention weights. Specifically, the bounds show that unless the vectors have sufficiently
large magnitudes (relative to temperature 7'), the attention weights remain close to uniform. Thus,
increasing vector magnitudes can partially mitigate—but not eliminate—the vanishing attention
problem.

where A = ||q||2|/k||2.

These results demonstrate a fundamental limitation of softmax-type normalization: as the sequence
length L grows, each attention weight a; shrinks toward O(1/L). In turn, the model struggles to
assign appreciably larger weights to genuinely informative tokens, blurring the distinction between
relevant and irrelevant embeddings. This loss of focus impairs the model’s ability to exploit salient
information within long input sequences and ultimately hampers effective learning.

2.1 Distance analysis

We next study how normalization influences the total deviation—the discrepancy between a learned
representation and the underlying conditional distribution. Yang et al. [20] describe the softmax
bottleneck: the low rank of the logit matrix limits the model’s ability to represent the true conditional
distribution, thereby increasing total deviation. This deviation is not a consequence of insufficient
model capacity or sub-optimal optimization, but rather of restrictions imposed by the final softmax
projection layer.

To quantify the role of normalization in separating informative from non-informative tokens, let

{a1,...,ar} and X = {z1,...,21}, x; € R? denote the attention weights and their corre-
sponding token embeddings, respectively. We focus on the top-/V tokens with the largest weights;
their indices are collected in Iy = {i1,...,in}. The context vector derived from these tokens is
s = Z Q; Ty (6)
i€ln

Our quantity of interest is the cumulative distance between this context vector s and all non-selected
embeddings:

d = CKX\XIN,S) = Z Haixi—st, @)

i€I\In

where I = {1,..., L}, | - |2 is the Euclidean norm, and X;,, = {z;,,...,Z;, } is the set of selected

embeddings. Intuitively, a smaller value of d indicates that many low-weight tokens lie close to
the high-weight aggregate s, signalling reduced separability and a greater likelihood of attention
“dilution.”




Next, we distinguish two settings for the weight vector {«;}. In the first, the weights are treated
as fixed; in the second, we analyse a random-selection scenario in which the index set Iy is drawn
uniformly at random from all subsets of size N: Iy ~ U(I,N), I = {1,...,L}. In this
random case, the attention weights on the non-selected tokens vary with the draw of Iy. We seek the
expected cumulative distance

E = Ery[d], ®)
where the expectation is taken over the uniform choice of .
We now adopt a classical metric-learning perspective: the above quantities quantify the Euclidean
“separation margin” between selected and non-selected token embeddings. The next theorem for-

malises these observations by providing explicit upper bounds on the distance d in both the fixed and
random top-N settings.

Theorem 1. For the representation distance defined in (7) the following bounds hold.
1. Fixed top-N set. If I is fixed,
d < (1—an)d, + max z]l2 [an(L — N) — (1 —an)],
N
where d; = max T; — Xill2 and any = ;.
Y gl jeln | ill v z;;

L

2. Uniformly random top-N set. When I is sampled uniformly from all ( N) subsets of

size N,
L-N _
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Intuitively, for a fixed top-N set, the first term scales the largest out-of-set distance d; by the total
weight (1 — @) carried by the remaining L — N tokens, while the second term accounts for how
much those low-weight tokens can still perturb the context vector, proportional to the norm of the
largest selected embedding. When the top-/V indices are chosen uniformly at random, each token is
excluded with probability (L — V') /L. Replacing the random indicator variables by their expectations
yields the main sum; the residual € captures the Jensen gap and is small whenever the individual
weights «; are not too concentrated. Full derivations are provided in Appendix A.

Theorem 1 relates the distance d to key parameters (IV, L, and the weights ;). To see how the bound
behaves in two extreme regimes, we state the following corollary.
Corollary 2. (i) Fixed N < L. When N is held constant and L grows,

L
i=1

(ii) Fixed L, N — L. If L is fixed and the top set expands to the full sequence, i.e. N — L,
E — 0. C))

When N is small relative to the sequence length, most tokens are excluded and the expected distance
is dominated by the individual contributions ||cv;z;||2 of those low-weight tokens. In contrast, as N
approaches L, the context vector s eventually incorporates all embeddings, so the distance between s
and the (now empty) set of non-selected tokens vanishes.

2.2 Geometrical interpretation

We now recast the analysis in geometric terms, focusing on the spatial arrangement of the token
embeddings z;. When these vectors lie close together, the model struggles to separate informative
from non-informative tokens, hindering training. To quantify how many tokens can be reliably
distinguished, we work under two standard geometric assumptions:



Assumption 1 (Uniform spherical distribution).
dimensional sphere of radius M:

z; ~ US“ (M),

Each embedding lies uniformly on a d-

i=1,...,L,

where S~ (M) denotes the (d — 1)-sphere of radius M. In practice, we normalize embeddings so
that they lie on this sphere.

Assumption 2 (Minimum pairwise separation). There exists a fixed lower bound on the distance

between any two embeddings:

min |[z; -zl = § > 0,

i#]
ensuring that no two tokens collapse onto one another. In experiments, we set ¢ to the empirical
minimum pairwise distance.

Under these assumptions, we can bound the number of embeddings that fall within a specified
neighbourhood of the context vector, thereby quantifying the model’s effective resolution.

Let Iy = {i1,...,in} denote the indices of the IV selected tokens and recall the context vector
S = Z Q5.
i€lN

Fix a tolerance radius r > 0 and consider the closed Euclidean ball B,.(s) centred at s. We say that a
selected embedding x; is geometrically distinguishable if its rescaled version a;x; remains within
B,.(s) while every non-selected embedding satisfies a;z; ¢ B,.(s) for j ¢ In. The count of such
distinguishable embeddings is

N, = #{i€ln : oz —sll2 < r}, (10)

and the ratio N, /N measures the fraction of “non-noise” vectors the model can reliably separate (see
Fig. 1 for an illustration).

Our objective is to bound the expectation E[N,] and hence provide explicit upper and lower limits on
the model’s effective resolution as a function of 7, N, and L under Assumptions 1-2.
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Figure 1: Illustrative example of the geometric separation. Left: Token embeddings lie on a circle.
Middle: After scaling by their attention weights «;, both attended (magenta stars) and non-attended
(black dots) points move toward the origin. Right: Only the selected tokens that remain inside the
ball B,(s) (shaded) are deemed distinguishable.

In the previous section, we examined separation in terms of Euclidean distances. The geometric
approach introduced here, by contrast, focuses on directional separability and reframes the problem
as one of metric learning. Now, we present the main result (for the proof, see Appendix A):

Theorem 2. Under Assumptions 1-2, the fraction of geometrically distinguishable embeddings

satisfies
1 E[NS] 1 (r—£&)*
17T7NZ€Z—§ N = Nzexp{* 16Mz]a

i€lN i€ln

(11



where

2
& =My al+ (M-5) > s (12)
JEIN J,k€IN
i ket

The quantity &; measures how widely the other N — 1 selected embeddings, rescaled by their weights,
are spread around z;. If &; is small, most selected points cluster near the context vector s, so many of
them fall inside the ball B,(s) and become distinguishable. The lower bound in (11) subtracts from

one a penalty proportional to the cumulative spread Z &;; the tighter the cluster (smaller &;), the

closer the ratio E[N,] /N is to 1. Conversely, the upper bound shows that once  is smaller than &; for

many %, the exponential term decays rapidly, implying very few embeddings remain separable under
the chosen radius.

2.3 Gradient Sensitivity of Attention

The results above show that a language model must sharply distinguish informative from non-
informative tokens; in other words, the attention weight distribution should be as selective as possible.
Refining that distribution, however, exposes a second difficulty: gradient sensitivity during training.

Consider two nearly identical logit vectors
W = 0,...,0,a,a+e), 02 = 0,...,0, a+ 2¢, a),

so that their Euclidean distance satisfies [|[£) — £]|, = V/5 . Let "), a'® be the corresponding
softmax weights (Equation (2)) and denote by V,ax the Jacobian of the softmax map. A first-order
expansion gives

€

o —a®], ~ Vit (€ )], ~ V3£,

because the largest two logits swap order and the associated softmax gradient scales as 1/7". Hence,
even though the logits differ by only O(e), the output distribution can change by O(¢/T'). For a
sufficiently small temperature 7" (a common tactic for sharpening attention) this factor becomes large,
making the gradient step volatile and potentially destabilising optimisation.

This example highlights a fundamental trade-off: stronger normalisation (smaller 7', or any variant
that steepens the softmax) improves token separability but simultaneously amplifies gradient variance,
complicating training of deep transformers.

Let have a closer look at how normalisation affects gradient descent. For the general scheme in (3),

let {1;} 2, be the logits and {c;} %, the resulting attention weights. We characterise the magnitude
of the Jacobian V;a.

Lemma 2. With the notation above,

. 1 15|
<m F’ 2 13
[Viels < m{' I <Lminj F(,,0) " Tmin, F2(I,.0) V2p @)

where || F||2 = max |F(l;,0)| and | F'||2 = max |F'(I;,0)|.

The upper bound grows when any logit [; pushes F'(;, 0) toward zero, because both terms inside the
parentheses scale inversely with min F'(l;, #). Thus, a sharply peaked normalisation—softmax with
J

a small temperature, for instance, induces large Jacobian norms, signalling high gradient sensitivity
during training.

Corollary 3. For the softmax normalisation in (2),

. 1
HV;aHQ < mln{4T, \/5}

A smaller temperature 7" sharpens the softmax but simultaneously inflates the Jacobian norm (scaling
as 1/T), making the attention distribution highly sensitive to even tiny logit perturbations and thus
harder to train stably.



of distances for different N-top

Comparison of distances for different token sizes

r )
@ True distance ?
[T Expectation distance 8 ; ; L 8 [] o o
[ Upper bound distance 8 % %% °
8 s °
8 8
3 °
[ o B
8 °
8 ° 8
° ] ¢ o
5ot S
° °%‘ 2 8 ? 8 8 4 .
5 ° I True distance
%e

H
2

Value of estimators
o o
o o ®o

Value of estimators

=
°N

[0 Expectation distance

o © I Upper bound distance
& & ® o 5 & ~ © o o S
N3 Na J‘» \‘,/’L \’,/‘ﬂ V//se ‘\// \A// Q//‘\ Q//,L Y\//»
(a) (b)
Critical value of N (by KS test)
—— Critical line

40

()

Figure 2: Distance statistics validate Theorem 1. (a) With N = 5, both the true distance (green)
and its expectation (blue) grow roughly linearly in L; the red upper bound is safe but conservative.
(b) With L = 1024, increasing /N beyond 20 yields diminishing returns: the distance plateaus while
the bound tightens. (c) Critical top-N obtained by a KS test (o = 0.01); fewer than 6 % of the tokens
need to be selected before the empirical and expected distances become statistically indistinguishable.

3 Experiments

We evaluate our theoretical findings on the publicly available GPT-2 model family' [15]. All text is
tokenised with byte-pair encoding (BPE) [6] as implemented in the Hugging Face transformers
library. Unless otherwise stated, the input consists of consecutive chapters from War and Peace by
Leo Tolstoy (public domain), providing long-form prose well beyond the model’s context window.
For every layer and attention head, we extract the full attention matrix A € RZ*Z and the associated
query, key, and value tensors, enabling direct comparison with our distance and geometry metrics.
Implementation details, hyperparameters, and reproducibility scripts are included in Appendix B.

3.1 Distance analysis

We now test the non-asymptotic bounds of Theorem 1. Implementation details appear in Appendix B.
Two complementary experiments are performed:

1. Scaling with sequence length. Fix N = 5 and vary L € {32,...,1024}.
2. Scaling with top-N. Fix L = 1024 and vary N € {1, 5,10, 20, 100}.

'We report results for the 124 M parameter version; qualitatively identical trends were observed for larger
variants.



For each configuration we compute, across all 144 GPT-2 heads/layers, (i) the true distance d (7),
(ii) the expectation term of Theorem 1, and (iii) the analytic upper bound. In addition, we estimate a
critical top-N value: the smallest N for which the empirical and expected distance distributions are
indistinguishable under a two-sample Kolmogorov—Smirnov test (o = 0.01).

Results summarised in Fig. 2 support following key observations. (i) For N < L the distance scales
linearly with sequence length, exactly as Corollary 2(i) predicts. (ii) As IV approaches 100, the true
and expected distances converge while the upper bound tightens—evidence for the N — L collapse
of Eq. (9). (iii) The critical-N curve grows sub-linearly (= 0.06L), confirming that only a small
subset of tokens can be separated before attention behaves as if weights were uniform.

These empirical trends corroborate the theoretical claim that softmax normalisation retains discrimi-
native power only when the active set is a small fraction of the context; larger N values chiefly add

noise.

3.2 Geometric Separability

We now quantify how many of the N highest-weight to-
kens remain geometrically distinguishable according to
Theorem 2. For each sequence we set r = rglln IIs —
i¢IN
a;x;||2, so that every non-selected token lies outside the
ball B, (s). Using GPT-2 embeddings normalised as in
Assumptions 1-2, we compute the empirical ratio N; /N
(Definition (10)) across all heads and layers and compare
it with the analytic bounds of Theorem 2; results are sum-
marised in Fig. 3.

Across the full model, the proportion of distinguishable
tokens declines up to /N ~ 16 and then saturates between
0.7 and 0.85. The exponential upper bound tracks the
empirical maxima closely, showing the theorem is tight
on the high side, whereas the lower bound is intention-
ally conservative. Thus—even with idealised spherical
embeddings—softmax attention cannot cleanly separate
more than about four-fifths of the tokens it selects; adding
further tokens mainly dilutes the representation without
improving geometric resolution.

3.3 Gradient sensitivity

We next explore how the softmax temperature 7" and logit
perturbation scale ¢ affect the stability of the attention map.
For each head-layer pair we evaluate the finite-difference
Jacobian norm

) ||A£||2 =1,

1
T e) = 7Ha -« ’
g( ) - e+eAL £ )

which approximates ||Vycx||2. Full implementation details
are provided in Appendix B. Figure 4 shows the maximum
value of g(T', ) across all 144 heads/layers of GPT-2 for
e€{1073,1071,10}.

For T' < 0.1 the empirical curves follow the theoretical
1/T trend of Corollary 3; smaller € values yield larger gra-
dients because the sharpest logits dominate the variation.
Once T > 1 all curves collapse and drop by two orders of
magnitude, indicating much improved robustness to logit
perturbations but a concomitant loss of selectivity. These
findings confirm the trade-off already highlighted by our
theory: sharper softmax improves token separability yet
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inflates gradient variance, whereas higher temperatures stabilise training at the cost of blurrier
attention.

4 Discussion

Softmax remains the default normalisation in modern Transformers because it is simple, differ-
entiable and lends a probabilistic interpretation to the weights [18]. Its limitations, however, are
now well established: it produces dense distributions, its peak value drops as the context grows
(vanishing—attention effect), and its Jacobian explodes when the temperature is driven low, yielding
unstable gradients. Three main research lines have emerged to address these issues.

1. Sparsity-inducing rules such as Sparsemax and a—Entmax replace the softmax exponential
with projections onto a simplex, producing exact zeros and lowering entropy [12].

2. Length-aware rescales such as Scalable-Softmax scale logits by log L so that the maximum
attention weight stays roughly constant as the sequence grows, alleviating the vanish-
ing—attention problem [13].

3. Gradient-controlled variants (e.g. Self-Adjusted Softmax) re-weight logits according to the
layer-wise dynamic range, keeping the Jacobian spectrum in a healthy band [22].

Our work complements these efforts by explaining, in closed form, why the above modifications are
necessary. Where previous papers introduced a new rule and showed empirical gains, we derived non-
asymptotic bounds (Theorems 1-2) and gradient limits (Lemma 2) that apply to any normalisation
Sfunction F(-,0). In particular:

* The distance bound shows that when N grows proportionally to L, the representation
distance d necessarily collapses to zero, formalising the empirical softmax bottleneck noted
by [20]. Our GPT-2 experiment (Fig. 2, middle) confirms the predicted plateau and justifies
why sparse or length-aware rules can improve long-context performance.

* The geometric bound states that even under optimistic spherical assumptions no more than
~ 80% of the top-NN tokens can stay inside the selective ball (Fig. 3). This explains why
empirical studies report that multiple heads are required to cover distinct parts of the context:
a single head cannot make every “important” token simultaneously salient. The reason
behind this idea is pretty simple. Assuming the independence of the heads as attention
mechanism parts, we can conclude that for given separability level p, H heads can cover
uptol — (1 — p)H of the top-N tokens. Under our analysis, we see that for p = 0.8 it is
needed approximatelly H = 3 to cover up the 99% of information.

* The gradient bound recovers the familiar 1/(47") law but also shows how any normaliser
with a vanishing minimum value will inherit the same instability. Figure 4 demonstrates that
GPT-2 operates close to the theoretical limit when 7' < 10~!, validating the usefulness of
gradient-controlled variants such as SA-Softmax.

The combined theory—experiment picture suggests three practical guidelines.

1. Keep the active set small. The critical-N curve in Fig. 2 grows roughly like 0.06L;
selecting more tokens yields vanishing returns and erodes separability. Top-k or sparse
attention should be preferred when L>> k.

2. Monitor attention entropy. A rising entropy or a drop in the empirical N,/N ratio is
an early sign that a head has saturated its geometric capacity; adding additional heads or
switching to a length-aware normaliser can restore separability.

3. Avoid overly sharp softmax. Lowering T below 10~! increases Jacobian norms without
increasing separability (Figs. 3, 4). Practitioners should instead use normalisers that decouple
selectivity from gradient health (e.g. Sparsemax, SS-Max, or SA-Softmax).

Our analysis assumes embeddings are a priori L2-normalised and roughly isotropic. Real models
may violate these assumptions, and future work should extend the geometric bound to non-spherical
distributions. Another promising direction is to design a length-adaptive, gradient-controlled nor-
maliser that inherits the best properties of Sparsemax (sparsity), SS-Max (length awareness) and
SA-Softmax (stable Jacobians) while admitting proofs analogous to Theorems 1-2.



5 Conclusions

This work provides theoretical and empirical analysis of normalisation in attention mechanisms
beyond the classical softmax. We derived two non-asymptotic bounds (Theorems 1 and 2) that link
token separability to sequence length L, selection size /N, and the embedding geometry, and we
established a general Jacobian bound (Lemma 2) that explains the well-known trade-off between
sharpness and gradient stability. Experiments on GPT-2 confirmed all three predictions:

* the representation distance collapses once [N grows proportionally to L;

* no more than ~ 80% of the selected tokens can be geometrically distinguished, even under
ideal spherical embeddings;

* the empirical Jacobian norm tracks the theoretical 1/(47") law, saturating at low temperature.

Taken together, these results recast softmax attention as a selective but capacity-limited aggregator:
it discriminates well only while the active set is a small fraction of the context. The analysis also
clarifies why recently proposed normalisers—Sparsemax, Scalable-Softmax, and Self-Adjusted
Softmax—offer complementary benefits: they relax one or more of the intrinsic limits quantified
here.

Practical takeaways. (1) limit the top-% set to a sub-linear function of the context length; (2)
monitor attention entropy or the N /N ratio during training; and (3) prefer length-aware or sparsity-
inducing normalisers over aggressive temperature scaling.

Overall, our experiments shows several limitations providing the practical diagnostic idea:

1. When the level of geometrical separability drops to 70 — 80%, this signifies that the head
has saturated its geometric capacity.

2. The temperature limitations shows that making the distribution sharp makes the Jacobian
norm exploding. The teoretical and practical analysis shows that it’s better to avoid using
the T' < 0.1.

Future directions. Immediate extensions include (i) relaxing the spherical-embedding assumption,
(i1) analysing multi-query and multi-head interactions, and (iii) designing a single normalisation
rule that is simultaneously length-adaptive, sparse, and gradient-stable. We hope the quantitative
framework introduced here will serve as a benchmark for such developments and, more broadly, for
principled improvements to long- context transformers.

Overall, the present study provides theoretical footing for the growing body of work that modifies
softmax, and furnishes quantitative tools for diagnosing when a given attention head has reached its
intrinsic limit.
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A Theory justification
In the given appendix, we provide the proofs for our theory part.

Lemma 1. Consider the «; term:
F(l;,0) C5(0) Ca(0)
Zj:l F(lj, 9) Zj:l Cl (9)

since the function is continuous on a compact space. The lower bound works the same.

(14)

For the proof of the corollary, notice that [; = q ' k;, therefore |I;| is bounded by norm of ||q|||k||.
Hence, we have the following bound. [

Theorem 1. 1. Here we have fixed Iy = {i1,...,in} C [1,..., L]. Therefore, we have:
ie ¥ fos-Yam|s ¥ Tofa-n|- 09
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2. For the probability part:

L
E=E|Y llowzi—sl|| =E|> 1(i & Iy) [ouz; — s|| | = (19)
iZIn i=1
ZIP’ ¢ IN)E [||oiz; — s]||i & In]. (20)

We can estimate both the expectation of norm and probability terms as follows:

‘ L—N
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E(lloiz; — sllli @ In] =B | ||ouwi — > 1(j € In)oga|| |i & In | = (22)
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As a result, we obtain:

+e (24)




The error term between the approximation and the true value can be estimated using Jensen’s gap
bound:

IN(L =N -1, ol

g; = E[||a;z; — s|||i & In] — ||z — Els|i € In]|| < 5 Tows — sl (25)
Therefore:
L
L—N
e < 2 e (26)
Now let’s move to the corollary section.
1. Assuming N < L and L grows, we have:
L
E~> ailal| (27)
i=1
2. When N — L, we have E — 0, since number of outer elements goes to zero.
O]
Theorem 2. We have:
E[N, =D 1(ls — s <v) = > P(lls — ausl| < 7) (28)

i€ln i€ln

Hence, we need to estimate the probability of the a;x; being in the sphere.

Notice that ||a;z; — s|| is bounded random variable. We can estimate it as ||«;z; — s|| € [0,2M].
Hence, we have a Hoeffding-type inequality:

: —rtr Xt . 2,2 (r —EX;)?
P(X; <r)< u;lf[e Ee™#*] < exp [1rtlf (—rt +tEX; + 4M“t )} < exp [_16]\/12 ,
(29)
where expected value of X; = ||s — a;x;|| can be estimated as follows:
EX; < \/EXZ, (30)
and for the squared norm, we have:
2 2
1 X:)% = ||euizs — Z a;zj|| = Z a;zj|| = Z ajag(z, z;) < (31)
j€ln jeln j#i jkeln
i
52
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where the last bound caused by condition ||z; — z;||* > 6.

Therefore, we have:
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The lower bound is easier. Using Markov inequality and Cauchy-Schwarz (30):

IP’(Xl-gr):l—IP’(Xi>r)§1—Efi21—% (34)
Hence, we have:
1 (r—&)?
N - - Z & <E[Ng] < Z exp [_161\42} (35)
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B Experiments

In the appendix, we provide details of the whole experiment setup and give the pseudocode we
implemented for each figure.

System parameters

For the given research, we used the Apple M1 Pro chip with a 10-core CPU and 16GB of unified
memory, based on ARM architecture.

Software framework

The models were implemented and examined using PyTorch [14], running on the Apple M1 Pro’s
ARM-based CPU architecture to ensure efficient computation.

For the parallelization procedure, we used Joblib library [9].
Distance analysis
Algorithm 1 Distance Analysis. Different L and fixed N.

Require: Text input, list of token lengths Lyyjyes, fixed N =5
Ensure: Averaged distance statistics across layers and heads
1: for L in Ly, do

2: Encode text using GPT-2 and extract attention matrices for all heads and layers
3 for each (head, layer) in GPT-2 do
4 for each token index tin 1,..., L do
5: Compute true distance d via Eq. (7)
6 Compute upper bound d,ax via Eq. (9)
7 Compute expectation F via Eq. (10)
8 Store (d, dax, E)
9: end for
10: Average distances across tokens
11: Store result for (head, layer)
12: end for
13: Store all results for current L
14: end for

15: return All distance statistics
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Algorithm 2 Distance Analysis. Different top-N and fixed L

Require: Text input, list of top-INV values Ny, fixed L = 1024

Ensure: Averaged distance statistics across layers and heads
1: Encode text using GPT-2 and extract attention matrices for all heads and layers
2: for N in Nyues do
3: for each (head, layer) in GPT-2 do

4: for each token index tin 1,..., L do
5: Compute true distance d via Eq. (7)
6: Compute upper bound dpax via Eq. (9)
7: Compute expectation F via Eq. (10)
8: Store (d, dmax, E)
9: end for
10: Average distances across tokens
11: Store result for (head, layer)
12: end for
13: Store all results for current N
14: end for

15: return All distance statistics

Algorithm 3 Distance Analysis. Critical Top-N detection.

Require: Text input, L, top-N values Ny,ues, significance level o = 0.05
Ensure: First IV for which expected and true distances are statistically close
1: Encode text using GPT-2 and extract attention matrices
2: for NV in Nyyyes do

3 Initialize list of relative errors

4: for each (head, layer) in GPT-2 do

5: for eachtokent¢in1,..., L do

6: Compute true distance d via Eq. (7)

7: Compute expected distance E via Eq. (10)

8: end for ~

9: Compute mean true distance d
10: Compute mean expected distance
11: Store the d and
12: end for o
13: if Kolmogorov-Smirnov(d, E, significance level «) is true then
14: return NV
15: end if
16: end for
17: return —1 > No N meets the condition

15



Geometrical analysis

Algorithm 4 Geometrical analysis. Separation Ratio and Bounds for Top-N Attention Tokens.

Require: Text input, sequence length L, top-/N values Nyapyes
Ensure: Box plots of V;/N and its theoretical bounds

1: Encode text using GPT-2 and extract attention matrices

2. Extract and normalize token embeddings

3: for N in N,aues do

4 for each (head, layer) in GPT-2 do

5: for cach tokentin 1,..., L do

6: Compute N, /N via direct counting

7 Compute lower and upper bounds from Theorem 2

8 end for

9: Average N, /N, upper bound, and lower bound over all tokens
10: Store results for (head, layer)
11: end for
12: Store aggregated results for N

13: end for
14: Generate box plots comparing true and theoretical values

Gradient analysis

Algorithm 5 Gradient Sensitivity Analysis

Require: Text, temperature values T\,jyes, shift values eypyes
Ensure: Sensitivity statistics across temperatures and shifts
1: Convert text to logits matrices for all (head, layer) pairs
2: for T in Ty,pues do
3: for ¢ in ey, dO

4: for each (head, layer) do

5: for each tokent € {1,...,L} do

6: Sample unit vector v with ||v||2 = 1

7: Compute shifted logits I’ = | + ev

8: Compute softmax distributions o = softmax(l/T), o’ = softmax(l’/T)
9: Compute sensitivity: § = ||o’ — a|2/¢
10: end for
11: Average 0 over tokens
12: end for
13: Store maximum average § across (head, layer) for current €
14: end for
15: Store results for temperature 7'
16: end for

17: return Sensitivity statistics
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Time resources

Here, we provide the time execution for all algorithms:

Algorithm Time of execution Parallelization
Alg.1 24 min. No
Alg.2 37 min. No
Alg.3 17 h. 4min. Yes
Alg.4 7 min. No
Alg.5 1 min. No

Table 1: Comparison of algorithm execution times. The table references algorithms defined in Algo-
rithms 1-5, highlighting their respective performance durations and whether they used parallelization.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract reflects the general idea of the paper. All additional details are
provided in the paper itself.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We discuss the theoretical limitations for Theorem 2. While the other results
were provided without any additional assumptions.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

 The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: For all theoretical results, we provide the proper formulation. All objects of
interest are stated in the corresponding sections. All proofs are provided in Appendix A.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: For each experimental result in the section "Experiments", we demonstrate the
corresponding algorithm in the Appendix B. After the blind review process, we will share
the corresponding scripts.
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Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We use the open-source model (GPT-2) with proper reference to the model.
Also, we directly stated the dataset we used and provided more explanation in the Ap-
pendix B.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provided the algorithms and data parameters we used to replicate the
results.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We apply the statistical tests in several experiments and reflect them in the
corresponding algorithm. Also, we state the significance level and the test we use in the text
directly.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

 The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the given information in the Appendix B.
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10.

11.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We follow the Code of Ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There is no societal impact of the work performed. The paper is a theoretical
examination of the well-known model.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
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Answer: [NA]
Justification: We provide all the details about the data and the model we use.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We provide the references to the data and models we use.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We don’t provide new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
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15.

16.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This work doesn’t satisfy the given claim.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This work doesn’t satisfy the given claim.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The given paper was written by a group of authors. We followed the LLM
usage guidelines and didn’t violate them.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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