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ABSTRACT

A significant challenge in many fields of science and engineering is making sense
of time-dependent measurement data by recovering governing equations in the
form of differential equations. We focus on finding parsimonious ordinary differen-
tial equation (ODE) models for nonlinear, noisy, and non-autonomous dynamical
systems and propose a machine learning method for data-driven system identifica-
tion. While many methods tackle noisy and limited data, non-stationarity – where
differential equation parameters change over time – has received less attention.
Our method, dynamic SINDy, combines variational inference with SINDy (sparse
identification of nonlinear dynamics) to model time-varying coefficients of sparse
ODEs. This framework allows for uncertainty quantification of ODE coefficients,
expanding on previous methods for autonomous systems. These coefficients are
then interpreted as latent variables and added to the system to obtain an autonomous
dynamical model. We validate our approach using synthetic data, including nonlin-
ear oscillators and the Lorenz system, and apply it to neuronal activity data from
C. elegans. Dynamic SINDy uncovers a global nonlinear model, showing it can
handle real, noisy, and chaotic datasets. We aim to apply our method to a variety of
problems, specifically dynamic systems with complex time-dependent parameters.

1 INTRODUCTION

Many fields of science and engineering now benefit from unprecedented amounts of data due to
increased efforts and technological breakthroughs in data collection. The challenge is to use these
measurements to expand our understanding of dynamical systems in areas like climate science,
neuroscience, ecology, finance, and epidemiology. Machine learning methods, such as neural
networks, are widely used for data-driven modeling, offering high prediction accuracy but limited
interpretability. In contrast, traditional techniques that identify ordinary and partial differential
equations (ODEs and PDEs) provide interpretable and generalizable insights into the system’s
underlying physics. While neural networks may lose accuracy as conditions change, in many systems
the governing differential equations remain reliable. The key question is whether we can combine the
strengths of deep learning with the clarity and simplicity of data-driven differential equation models.

A key challenge in data-driven system identification is that many systems exhibit nonlinear
behavior, such as switching between dynamical regimes (30; 17; 21; 34). These "hybrid systems"
(33), where continuous dynamics shift at discrete events, are more challenging to define and simulate
than classical systems with smooth vector fields (1; 5). Standard methods often assume that the
data comes from a system governed by a fixed set of equations and terms, but time-varying hidden
variables can further hinder identification of the system’s underlying dynamics. This motivates our
focus on non-autonomous (or non-stationary) systems, where sudden shifts or hidden continuous
dynamics complicate accurate modeling and prediction.

We introduce dynamic SINDy, a data-driven method for finding non-autonomous dynamic
systems with switching or continuously-varying latent variables. These systems are described by:

ẋ = f(x(t), t) (1)

where x is vector-valued. A simple such example is ẋ = A(t)x. Importantly, we focus on systems
where the time-varying component and the main variables of interest x are separable (e.g., ẋ =
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f(x, t) = sin(t)x, but not ẋ = f(x, t) = sin(tx). Another assumption is that if multiple trajectories
of the system are available, these all display the same underlying switching or hidden variable
dynamics.

Dynamic SINDy combines the interpretability of differential equations with the power of deep
learning. It uses a deep generative model to uncover sparse governing equations directly from
data, employing a variational autoencoder (VAE) to generate time series for differential equation
coefficients. This enables data-driven discovery of equations for noisy and non-autonomous systems.
The paper is organized as follows: Section 2 introduces key concepts, including SINDy, variational
autoencoders, and dynamic VAEs. Section 3 describes the methodology, covering the datasets and
the dynamic SINDy framework. Section 4 demonstrates dynamic SINDy’s performance on various
systems, including non-autonomous oscillators, Lorenz, Lotka-Volterra, and neural activity data from
C. elegans. It also compares dynamic SINDy to switching linear dynamical systems (41) and group
sparse regression methods (19). Section 5 concludes the paper.

2 BACKGROUND AND PREVIOUS WORK

2.1 SYSTEM IDENTIFICATION OF NON-LINEAR DYNAMICAL SYSTEMS (SINDY)

SINDy (Sparse Identification of Nonlinear Dynamics) (43) is a data-driven method that uses
sparse regression on a library of nonlinear candidate functions to match data snapshots with their
derivatives, revealing the governing equations. The method assumes that only a few key terms
explain the system’s dynamics. More specifically, consider x(t) ∈ Rd governed by the ODE:
ẋ(t) = f(x(t)). Given m snapshots of the system X = [x(t1), x(t2), ..., x(tm)]T and the esti-
mated time derivatives Ẋ = [ẋ(t1), ẋ(t2), ..., ẋ(tm)]T , we construct a library of candidate func-
tions Θ(X) = [1,X,X2, ...,Xp, sin(X), cos(X), ...]. We then solve a sparse regression problem,
Ẋ = Θ(X)Ξ, to identify the optimal coefficients Ξ and to reduce the number of terms, enforcing
parsimony. A sparsity-promoting regularization function R is added to the final loss to yield:

Ξ̂ = argminΞ(Ẋ −Θ(X)Ξ)2 +R(Ξ) (2)

Several innovations have followed the original formulation of SINDy (42; 18; 32; 14). For instance,
integral and weak formulations (47; 20) have enhanced the algorithm’s robustness to noise. Of
relevance to our study, SINDy’s generalization to non-autonomous dynamical systems has been
previously explored using group sparsity norms (42) or clustering algorithms (33).

2.2 (DYNAMIC) VARIATIONAL AUTOENCODERS FOR SYSTEM IDENTIFICATION

The Variational Autoencoder (VAE) (35; 11) combines neural network-based autoencoders with
variational inference for probabilistic modeling and data generation. Unlike standard autoencoders,
VAEs stand out due to two key features: (i) VAEs encode input data X as a distribution in the
latent space, allowing the decoder to generate new data by sampling from this distribution; and
(ii) a regularization term ensures the latent space resembles a standard (e.g., normal) distribution,
making it continuous (nearby points generate similar outputs) and complete (all points produce
meaningful data). Further mathematical details can be found in Supplementary Material (SM)
Section 1.1. A related method of interest is HyperSINDy (28). It combines VAEs with SINDy to
discover differential equations from data. The VAE approximates the probability distribution of
equation coefficients, so that once trained, HyperSINDy generates accurate stochastic dynamics and
quantifies uncertainty, making it a powerful tool for model discovery.

In order to adapt the VAE/SINDy framework to non-autonomous systems, we would like
to implement generative architectures that capture the temporal dependencies in sequential data.
Dynamic VAEs (DVAEs) is an approach that extends VAEs to handle time series data (24). A number
of DVAE architectures are described that use recurrent neural networks or state-space models to
address both latent and temporal relationships (36; 37; 13; 22; 23; 2; 26; 39; 46). We specifically use
timeVAE (10), which has shown strong performance in generating time series data by processing
entire sequences with dense and convolutional layers to capture correlations. Our approach is flexible,
allowing the VAE architecture to be swapped for other models better suited to the data or system
under study (SM Sec. 1.2).
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2.3 OTHER MACHINE LEARNING METHODS FOR NON-AUTONOMOUS DYNAMICAL SYSTEMS

Traditionally, methods for handling hybrid or switching systems often involve dividing time or
space into segments (16). For instance, reduced-order models for nonlinear systems segment
time intervals into smaller windows, then build a local, reduced approximation space for each
segment (25; 6; 27). Clustering methods are also employed for modeling, particularly in complex
fluid flows, where clusters represent states that can transition via a Markov model (12; 3) or via
dynamic mode decomposition with control (31; 4). Through data-informed geometry learning,
authors in (48) reconstruct the relevant “normal forms", which are prototypical realizations of the
dynamics, providing bifurcation diagram and insights about the parameters even for non-autonomous
systems. Yet another method (49) applies Koopman operator theory using DMD algorithms to find
time-dependent eigenvalues, eigenfunctions, and modes in linear non-autonomous systems.

We compare dynamic SINDy with two existing methods (Section 4.6). First, we look at a
method (recurrent SLDS) (41) that extends switching linear dynamical systems (SLDS) (15; 9) by
generating transitions through changes in a continuous latent state and external inputs, rather than
relying on a discrete Markov model for switching states. This model breaks the data into simpler
segments and is interpretable, generative, and efficiently fitted using modular Bayesian inference.
Second, we examine a method from (15; 9) that uses group-sparse penalization for model selection
and parameter estimation. This method assumes shared sparsity across parameters by applying
group-sparsity regularization to smaller time windows in the data, identifying the system for each
segment, and then combining the results.

3 METHODS

3.1 DATASETS

We use a synthetic dataset capturing dynamics of a non-autonomous harmonic oscillator:

ẋ = A(t)y

ẏ = B(t)x (3)

where A(t) and B(t) are the time-varying coefficients of the ODE. The time dependence of these
coefficients renders the system non-autonomous and difficult to discover using classical methods.
We test our approach to see if it can handle switching coefficients, as well as explore continuously
varying coefficients, such as sinusoidal functions at different frequencies or finite Fourier series
(Figure 1A, Suppl. Fig. 2). To ensure robustness against randomness, we add Gaussian noise with
varying levels of variance to the time series.

We replace a set of constant coefficients with a set of time series (sigmoidal, switching,
sinusoidal, finite Fourier series) for more complex systems, such as the chaotic Lorenz system:

ẋ = σ(t)(y − x)

ẏ = x(ρ(t)− z)− y (4)
ż = xy − β(t)z

We use large-scale neural recordings from whole-brain imaging to model neuronal population dynam-
ics. C. elegans, with its 302 precisely mapped neurons, offers an ideal balance of simple behavior and
complex neuronal activity. We analyze calcium imaging data from Kato et al., which includes neural
recordings from the head ganglia and manual annotations of seven behaviors: forward movement,
reversal, two types of reversal-to-forward turns, and two forward-to-reversal turns (38). Previous
studies show that high-dimensional neuronal activity simplifies into low-dimensional patterns, with
clear clusters in principal component space representing forward and backward movements. This
provides a valuable opportunity to study the link between neural activity and behavior.

3.2 SYSTEM IDENTIFICATION FOR NON-AUTONOMOUS DYNAMICAL SYSTEMS

We explore various VAE architectures designed for inference and generation of time series data. The
input is the original time series X , and the output are time series of ODE coefficients:

Ξ1:t = V (X1:t) (5)

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2025

where V is the (VAE) architecture, and Ξ1:t is the output time series. ‘Autoencoder" is a misnomer
because the input is not designed to match the output in this VAE architecture. The ODE coefficients

are linearly combined with a pre-determined SINDy library of basis functions to yield ˆ̇X:
ˆ̇X(t) = Θ(X(t), t) · Ξ(t) (6)

where Θ(X(t), t) is a row vector comprising of a polynomial basis up to cubic monomials:
Θ(X(t), t) = [1 X1(t) ... Xn(t) X2

1 (t) ... X3
n(t)], where Xi are features of X. Although

we choose a polynomial basis for all of our experiments, the basis can change depending on the
problem at hand or any prior information (43).
Our goal is to match ˜̇X, the derivative we estimate from data using numerical methods, to the output
ˆ̇X of our model (Eq. (5-6)). The loss function takes the following form:

loss =
∑
t

|| ˜̇X(t)− ˆ̇X(t)||+ λ1Rkld + λ2R(Ξ) (7)

where λ1,2 are hyperparameters of the optimization and R,Rkld are regularization terms. Rkld is
the Kullback-Leibler divergence (KLD) loss, part of the ELBO (evidence lower bound) loss in
VAEs (see SM Section 1.1). Regularization terms impose that Ξ(t) is sparse (in coefficients) to
encourage parsimony and that Ξ(t) has minimal total variation. More details about the loss function
and training, specifically the inference and generation models, can be found in the SM, Sec. 1.3.

We focus on two neural network architectures in our experiments. First, timeVAE (SM Sec.
1.2.1, Suppl. Fig. 1A) is simple for proof-of-concept testing (10); however, its major drawback is that
it requires the entire time series as input, which can be impractical for long sequences, especially
in high-dimensional systems due to memory constraints. To address this, we introduce a new
architecture called dynamic HyperSINDy (SM Sec. 1.2.2, Suppl. Fig. 1B). Alternatively, we can use
DVAE architectures, which allow sequential data input, overcoming timeVAE’s limitations (24).

4 RESULTS

4.1 SYSTEM IDENTIFICATION OF NON-AUTONOMOUS HARMONIC OSCILLATORS

We begin by identifying noisy, non-autonomous dynamical systems using a simple toy model – a
non-autonomous harmonic oscillator with time-varying ODE coefficients (Eq. 3, Figure 1). First, we
vary the coefficient A(t) in a switch-like fashion (Figure 2(a)-(c)). The system behaves like a classic
harmonic oscillator, but with a frequency switch. The inferred coefficients (Figure 2, Suppl. Fig. 4)
and the reconstructed trajectories (Suppl. Fig. 6) align well with the true values. These trajectories
are generated during testing, with z sampled from a standard normal distribution.

When varying both A(t) and B(t) as sinusoids with different frequencies, the resulting tra-
jectories generally capture their oscillations, though some higher error and a large outlier appear
toward the end (Figure 2(d), Suppl. Fig. 3). We also successfully reproduce coefficients composed of
multiple frequencies (a finite Fourier series) in Figures 2(e)-(f). In (f), some error occurs in the first
half because the system approaches a fixed point where the derivative is nearly zero. In such cases,
system identification becomes difficult, as multiple solutions can produce the same dynamics.

4.2 UNCERTAINTY QUANTIFICATION IN NON-AUTONOMOUS HARMONIC OSCILLATORS

We use VAEs to quantify uncertainty by estimating the standard deviation of the coefficients over time.
Therefore we generate multiple trajectories by sampling z from a standard normal distribution during
testing. Figures 3(a)-(c) show examples of trajectories from networks trained on noisy data with two
noise levels: low (0.01) and high (0.5) standard deviations. As expected, trajectories vary more under
high noise than low noise. Our results show that the estimated standard deviation generally follows
the true coefficient variations. First, we compute the standard deviation across generated samples at
each time point and average these deviations (Figure 3 B(a)). Second, we subtract a smooth mean
from the trajectory samples and calculate the standard deviation over time (Figure 3 B(b)). Both
methods demonstrate that standard deviation aligns with the ground truth, particularly for switch
signal coefficients, but is less clear for Fourier series coefficients. Further work is needed to improve
standard deviation estimation, considering the VAE architecture and hyperparameters.

4
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(a) sigmoid (b) switch signal (c) Fourier series

Set of synthetic datasets used to test dynamic SINDy
 (coe�cient time series and trajectory)

A

Framework to train and test dynamic SINDy
input datasets

X, X
output

X
.

Encoder Decoderz(t) X(t)Ξ(t)

dynamic VAE
.

different VAEs

timeVAE

{
X(t) = Θ(X) Ξ(t) 
.

dynamic 
HyperSINDy zEncoder Decoder XX

hyper
network loss = ||X(t) - Θ(X) Ξ(t) ||2 + KL loss + ||Ξ||1

              
KL loss = 1 + log(σz) - √μz - σz

sparsity lossMSE loss

B

Figure 1: (A). Synthetic dataset to test dynamic SINDy with non-autonomous harmonic oscillators
(Eq. (3)). Top: Example (SINDy) coefficient time series A(t); Bottom: corresponding trajectories in
phase space (B). Dynamic SINDy general architecture schematic; two DVAEs shown as example.

4.3 SYSTEM IDENTIFICATION IN A NON-AUTONOMOUS, CHAOTIC TOY DATASET

We next modified the Lorenz system by allowing one of its key parameters (σ, ρ, β) to vary over time,
similar to the non-autonomous harmonic oscillator examples. The modified Lorenz equations are:

ẋ = σ(t)(y − x)

ẏ = x(ρ− z)− y

ż = xy − βz (8)

Here, σ(t) varies over time as a sigmoid, switch function, sinusoid, or as a Fourier series with 7
overlapping frequencies. Despite these changes, the system still converges to a global attractor.

For system identification, we used two dynamic SINDy architectures: the timeVAE, effec-
tive for shorter time series (1000–2000 points), and dynamic HyperSINDy (SM Sec. 1.2.2), suitable
for longer time series. Training occurs in two stages: first, we apply a sparsity penalty to set small
coefficients to zero; second, we fine-tune the remaining coefficients. After training, we remove the
encoder and generate time series from the decoder, closely matching the ground truth across different
parameters and functions (Figure 4, Suppl. Fig. 5). Hyperparameters are listed in SM, Sec. 1.3.

5
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 Generated time series of SINDy coe�cients (nonlinear oscillator)
after training the dynamic SINDy architecture 

(a) sigmoid (b) switch signal 1 (c) switch signal 2

(d) A(t), B(t) sinusoids (e) �nite Fourier series 1 (f ) �nite Fourier series 2

Figure 2: Dynamic SINDy generates coefficient time series that match ground truth for non-
autonomous harmonic oscillators (Eq. (3)). (a)-(f) different examples of time-varying A(t), B(t).

Generated coe�cients for low 

(σ = 0.01) and high (σ  = 0.5) noise

Approximate standard deviation
 scales with true noise level

(a) std over samples �rst (b) std over time �rst

A B

Figure 3: (A) Dynamic SINDy generates coefficient time series for different levels of Gaussian noise
in the coefficient. (B) Inferred noise (standard deviation, or std) scales with ground truth Gaussian
noise for different time-varying coefficients. (a) std computed over many generated samples, then
averaged (b) std computed over time, then averaged over samples (see Sec. 4.2)

4.4 DYNAMIC SINDY USED FOR IDENTIFYING LATENT VARIABLES AND THEIR DYNAMICS

Dynamic SINDy is particularly useful for discovering hidden (latent) variables from incomplete
datasets. We demonstrate this using a toy model from ecology: the Lotka-Volterra equations, which
describe predator-prey dynamics between two species:

ẋ = αx− βxy

ẏ = −γy + δxy (9)

In our example, we only observe the prey population, x, and aim to use dynamic SINDy to uncover
the hidden predator population, y, and reconstruct a full 2D autonomous system in x and y.

6
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(b) sigmoid for ρ

 Generated time series of SINDy coe�cients (Lorenz) after training 
          the dynamic SINDy architecture 

(a) sigmoid for σ (c) sigmoid for β (d) constant coe�cient

(e) switch signal 1 (f ) switch signal 2 (g) sinusoid (h) �nite Fourier series 1

Figure 4: Dynamic SINDy generates coefficient time series that match ground truth for Lorenz
dynamics (Eq. (8)). (a)-(h) different examples of time-varying σ(t), ρ(t), β(t).

We apply dynamic SINDy to x, using a library with just three terms: x, x2, x3. As ex-
pected, ẋ is expressed solely in terms of x, with the x2 and x3 terms vanishing. We derive a time
series for the coefficient ỹ, where ẋ = xỹ(t). This inferred ỹ correlates with the hidden y, where
ỹ = q · (α− βy), with q being a scaling factor applied to x before using dynamic SINDy. From ỹ(t),
we can infer y and compare it to the true population. In noiseless data, we accurately reconstruct the
predator dynamics 6A, but with more noise, recovery becomes harder 6B. Using ỹ, we form a new
2D system of equations:

ẋ = a · xỹ
˙̃y = b+ c · x+ d · ỹ + e · xỹ (10)

where a, b, c, d, e are new model parameters. Comparing the inferred coefficients to the original
Lotka-Volterra system by changing variables from y to ỹ and using standard SINDy and the pysindy
package, we find a close match (Figure 6C). We applied this same approach to the non-autonomous
harmonic oscillator (Eq. 3, SM Sec. 2.1), further confirming that dynamic SINDy can successfully
identify hidden variables and form complete autonomous systems.

4.5 DYNAMICS IN THE NEMATODE C. ELEGANS DURING LOCOMOTION BEHAVIOR

Modern neuroscientific data is noisy, nonlinear, and incomplete, with recordings from hundreds or
thousands of neurons, yet many network features and neurons remain unmeasured. This makes it a
challenging test for dynamic SINDy’s ability to model such complex systems. To demonstrate our
method’s potential, we use a dataset of C. elegans neural activity (Sec. 3.1, (38)). Unlike previous
approaches that rely on probabilistic state space models (40) or hidden Markov models (44; 45; 7),
our method uncovers a global nonlinear switching model (8; 29). This model captures key features
of the neural data: two stable fixed points representing forward and reversal behaviors, transitions
between them, and variability in those transitions, reflecting real neural dynamics.

We first apply PCA to the data from one animal to obtain low-dimensional dynamics that
cluster according to behavioral states (Figure 6A,B). Notably, only two dimensions are necessary to
differentiate between forward, backward, and turning behaviors, although differentiating between
various types of turns requires more dimensions. For a minimally complex model, we focus on the
neural trajectory described by the dominant PC mode and its derivative. Our goal is to identify a

7
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A B

C
Latent variable discovery
Lotka Volterra, no noise

System identi�cation for new 
autonomous system with SINDy

0.996 1

1.921.88 1.87 1.92

4.86 5.065 5

parameter 
a

parameter 
b

parameter 
c

parameter 
d

parameter 
e

Latent variable discovery
Lotka Volterra, σ = 0.1, 1.0

C

Figure 5: Dynamic SINDy can be used for latent variable discovery. (A). Inferred (blue) versus true
(orange) y time series, from noiseless Lotka-Volterra. (B). Same as in (A), when noise of different
standard deviations σ is added to the Lotka-Volterra trajectory. (C). Inferred versus true coefficients
in the Lotka-Volterra 2D ODE system, using SINDy for system identification.

nonlinear, parsimonious, and global model of the form:

ẋ = y (11)
ẏ = f(x, β) + u(t) (12)

where x is the data projected onto the first principal component, f is an unknown function, u(t) is a
potential switching or control signal, and β is a vector of parameters we would like to fit to our data.

We apply dynamic SINDy to minimize the error between the model’s derivatives (ẋ(t), ẏ(t)) and
the dominant PC derivatives from the data. Following sections 4.1 and 4.3, we identify the sparsity
pattern of the SINDy coefficients, enforcing ẋ = y. The method highlights the terms 1, x, y, x2, x3

for describing ẏ and calculates their time-varying coefficients (SM Sec. 3.1, 3.2). To further simplify
the model, we set coefficients for all variables to be constant, except the flexible term u which we
can also reduce to a time series of switches (Figure 6D, see SM Sec. 3.2.1) without meaningfully
affecting global dynamics. Converting u into a switching signal simplifies this term, helping to
regularize the model and improve interpretability. This approach aligns with previous studies
showing bistability and sudden transitions in behavior.

Our approach identifies a cubic function for the differential equation model: ẍ = f(x, β) + u(t) =
0.002 · x3 + 0.0087x2 − 0.22 · y + 0.05 · x + ui, where ui alternates between u0 = −0.266 and
u1 = 0.044 (see SM Sec. 3.1 for details). Each time u switches, the cubic function shifts, altering the
fixed point that the trajectory converges to. This switching signal u enables the transitions between
the two fixed points, which correspond to forward and reversal behaviors. Overall, the reconstructed
data captures key features like fixed points and transitions (Figures 6E-F, 6G). By labeling the
trajectory based on behaviors, we align the inferred dynamics with the training data (Figure 6H).

The reconstructions are accurate regardless of whether we use the processed switching term
u (Figure 6 D) or the original time series u (Figure 6 C). However, u alone does not adequately
explain the data; removing other terms leads to poor fits or instability. By systematically eliminating
different terms, we find that all are essential for capturing the dynamics. When we initialize the
inferred ODE system from different starting points and use u from training, the resulting dynamics
qualitatively match the data. This suggests that our method effectively avoids overfitting. Unlike
Morrison et. al., which relies on selecting a model based on human-labeled behavioral states,
dynamic SINDy is fully data-driven and does not require labeled data to partition the phase space
(29). Additionally, unlike Fieseler et. al., our model accommodates nonlinear dynamics with
two stable fixed points (8). A key advantage of our ODE model is the potential for biologically
interpretable parameters (see (29). SM Sec. 3.3 offers a more comprehensive discussion of the
benefits of our framework, comparing our global nonlinear switching model to previous studies. In
summary, we have demonstrated that dynamic SINDy can do automatic data-driven model discovery,
generating a nonlinear model with minimal input from the data scientist.

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

A B C D

E F G H

True trajectory in 
principal component space

True trajectory using
 one principal component

Dynamic SINDy 
�nds control signal

Control signal post-
processed as switch

Model reconstruction
(�rst coordinate)

Model reconstruction
(second coordinate)

Model reconstruction
(true trajectory in inset)

Model reconstruction
with behavior groups

Figure 6: (A). C. elegans neuronal activity is low-dimensional and clusters according to behavior;
(B). Neuronal activity in phase space given by the first principal coordinate and its derivative; (C).
Dynamic SINDy inferred constant term; (D). Processing coefficient in (C) as switch; (E) and (F)
ODE model’s match to ground truth trajectories; (G) (and (H)) 2D model trajectory (with labeled
behavior).

4.6 DYNAMIC SINDY AND OTHER METHODS FOR SYSTEM IDENTIFICATION

We begin by comparing dynamic SINDy with switching linear dynamic systems (SLDS) (15; 9)
and its extension, rSLDS (41). SLDS uses a discrete latent variable, zt, to partition the state space
between switches (see SM Sec. 4.1), simplifying complex nonlinear dynamics into more manageable
linear segments. The rLDS extension allows switches to depend on continuous latent states and
external inputs using logistic regression (41). We evaluate how well SLDS/rSLDS identifies
switching signals in the dynamical systems studied so far, specifically inferring where the latent
variable z changes for switching to occur. We use coefficients based on sigmoids and two types
of switching signals (refer to the "ground truth" in Figure 7A). Running SLDS or rLDS generates
samples of the latent variable z that segment the training trajectory, enabling us to compare this
segmentation with the actual ground truth switches.

We find that for a sigmoidally varying coefficient, SLDS identifies the switch fairly well
(Figure 7A (a), (b)), as shown by the colored trajectories and the insets comparing the zt time series
to the ground truth; although for Lorenz dynamics, the predicted change in the latent state zt is
slightly delayed relative to the actual switch (Figure 7A (b)). However, SLDS struggles when there
are multiple state switches in the time series (Figures 7A (c) and (d)). For the harmonic oscillator,
rSLDS produces a model with too many switches and is more complex than the ground truth. For
Lorenz dynamics, both SLDS and rSLDS switch periodically whenever the dynamics change between
attractors, but this periodicity does not match the true switches defined by the coefficients. To address
these challenges, we added time as a new dimension to the dataset, represented as a simple feature
vector [1, 2, . . . , T ], where T is the total number of time steps. The goal was for SLDS/rSLDS to
recognize that the switches are time-dependent rather than state-dependent. However, this addition
did not improve the performance of SLDS or rSLDS.

Another method for identifying non-autonomous systems, discussed in references (42; 19)
and SM Sec. 4.2, involves dividing the trajectory into smaller time windows and applying SINDy
to each segment while enforcing a consistent sparsity pattern across all windows. We tested this
approach on two toy datasets, using SINDy coefficients modeled as sigmoids, sinusoidal functions,
and a Fourier series with seven frequencies. Without the group sparsity regularization, the sparsity
patterns varied across the windows, highlighting the importance of group sparsity for achieving a
coherent solution. The group sparsity approach worked well when the coefficients were sigmoid

9
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functions with varying smoothness (Figure 7 B (a) and (c)). However, it struggled with sinusoidal
and Fourier series coefficients, particularly in the Lorenz system (7 B(b) and (d)). In cases of
misidentified coefficients, the algorithm also generated incorrect sparsity patterns. We conclude that
neither SLDS or rSLDS, nor the group sparsity method are as effective as our method in identifying
non-autonomous dynamical systems from data.

rSLDS
ground truth -  harmonic 
oscillatior(switch signal)

ground truth -
Lorenz (sigmoid)

ground truth -
harmonic oscillatior

(sigmoid)
SLDS/rSLDS

SLDS SLDS

true z

true z

inferred z

inferred z inferred z

true z

true z

inferred z

SLDS/rSLDS to recontruct trajectories/states

Group sparsity method to discover SINDy coe�cient time series

harmonic oscillator
sigmoid

harmonic oscillator
�nite Fourier series

Lorenz dynamics
sigmoid

Lorenz dynamics
�nite Fourier series

A

B

(a)

(b)

(c)

(d)

(a) (b) (c) (d)

ground truth -
Lorenz (switch signal)

1

6

             Legend:
state 1:  z = 0
state 2:  z = 1

1

6

Figure 7: (A) SLDS/rSLDS infers switching behavior for non-autonomous harmonic oscillators and
Lorenz dynamics as coefficients vary. (a)-(d) left: ground truth dynamics, labeled switch values
colored blue and orange. Inset shows true coefficient. (a)-(d) right: dynamics labeled by inferred
switch. Inset: ground truth z and samples of discrete latent values z labeled by switch. (B) Inferred
SINDy coefficients versus ground truth using group sparsity method.

5 CONCLUSION

We have developed dynamic SINDy, an extension of SINDy designed for data-driven identification of
noisy, nonlinear, and non-autonomous dynamical systems, as well as for discovering latent variables.
We demonstrated the effectiveness of dynamic SINDy on both benchmark synthetic datasets and a
real, noisy, chaotic dataset of neuronal activity from C. elegans.

However, our method has some limitations. First, the DVAE architecture has many hyper-
parameters to tune, and results may not be robust to these settings, especially in noisy datasets.
A systematic approach for hyperparameter tuning and addressing multiple solutions is necessary.
To prevent overfitting, we should encourage simpler time series through regularization. Although
we included a simple approximation of total variation term in our loss function, realistic datasets
might require more sophisticated regularization. Future research should explore different DVAE
architectures to evaluate their accuracy in reproducing dynamics and their ability to quantify
uncertainty. It would also be valuable to apply our method to experiments with different trial
dynamics and types of noise than those studied here (e.g., varying switching points across trials).
Lastly, we aim to apply dynamic SINDy to realistic data from fields like biology, physics, and
engineering to uncover hidden dynamics and fully utilize its potential for discovering latent variables.
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6 REPRODUCIBILITY STATEMENT

A detailed list of models, neural network architectures, algorithms, parameters, hyperparameters, etc.
can be found in the Supplementary Material. The methods section in the main text contains important
information about the synthetic datasets we have created to test our model, as well as a description of
the C. elegans dataset from (38). A set of useful Python scripts is provided. While the code is still
messy, the authors commit to improve it and make it quite accessible. The hope is that it will soon
become an important reference to accompany the manuscript.

REFERENCES

[1] Back A, Guckenheimer J, and Myers M. A dynamical simulation facility for hybrid systems.
Hybrid systems (eds RL Grossman, A Nerode, AP Ravn, H Rischel), pp. 255–267. Berlin,
Germany: Springer., 1993.

[2] Goyal A, Ke NR Sordoni A, Côté MA, and Bengio Y. Z-forcing: Training stochastic recurrent
networks. dvances in Neural Information Processing Systems (NeurIPS). Long Beach, CA,
2017.

[3] Narasingam A, Siddhamshetty P, and Kwon JS-I. Temporal clustering for order reduction of
nonlinear parabolic pde systems with time-dependent spatial domains: application to a hydraulic
fracturing. AlChE J. 63, 3818–3831., 2017.

[4] Narasingam A, Siddhamshetty P, and Kwon JSI. Handling spatial heterogeneity in reservoir
parameters using proper orthogonal decomposition based ensemble kalman filter for model-
based feedback control of hydraulic fracturing. Ind. Eng. Chem. Res. 57, 3977–3989, 2018.

[5] Van Der Schaft AJ and Schumacher JM. An introduction to hybrid dynamical systems, vol. 251.
London, UK: Springer., 2000.

[6] Farhat C. Amsallem D, Zahr MJ. Nonlinear model order reduction based on local reduced-order
bases. Int. J. Numer. Methods Eng. 27, 148–153., 2012.

[7] Arous BJ, Laffont S, and Chatenay D. Molecular and sensory basis of a food related two-state
behavior in c. elegans. PLoS One, 4(10):e7584, 2009.

[8] Fieseler C, Kunert-Graf J, and Kutz JN. The control structure of the nematode caenorhabditis
elegans: Neuro-sensory integration and proprioceptive feedback. J. Biomech., 74:1–8, 2018.

[9] Chang CB and Athans M. State esti- mation for discrete systems with switching parameters.
IEEE Transactions on Automatic Control, 15(1):10–17, 1978.

[10] Abhyuday Desai, Cynthia Freeman, Zuhui Wang, and Ian Beaver. Timevae: A variational
auto-encoder for multivariate time series generation, 2021.

[11] Rezende DJ, Mohamed S, and Wierstra D. Stochastic backpropagation and approximate
inference in deep generative models. International Conference on Machine Learning, 2014.

[12] Kaiser E et al. Cluster-based reduced-order modelling of a mixing layer. J. Fluid Mech. 754,
365–414., 2014.

[13] Paquet U Fraccaro M, Kamronn S and Winther O. A disentangled recognition and nonlinear
dynamics model for unsupervised learning. Advances in Neural Information Processing Systems
(NeurIPS). Long Beach, CA, 2017.

[14] Tran G and Ward R. Exact recovery of chaotic systems from highly corrupted data. Multiscale
Model. Simul. 15, 1108–1129., 2017.

[15] Ackerson GA and Fu KS. On state estima- tion in switching environments. IEEE Transactions
on Automatic Control, 15(1):10–17, 1970.

[16] Box GE, Jenkins GM, Reinsel GC, and Ljung GM. Time series analysis: forecasting and
control. 2015 New York, NY: Wiley, 2017.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

[17] Li H, Dimitrovski AD, Song JB, Han Z, and Qian L. Communication infrastructure design in
cyber physical systems with applications in smart grids: a hybrid system framework. IEEE
Commun. Surv. Tutor. 16, 1689–1708., 2014.

[18] Schaeffer H. Learning partial differential equations via data discovery and sparse optimization.
Proc. R. Soc. A 473, 20160446, 2017.

[19] Schaeffer H, Tran G, and Ward R. Learning dynamical systems and bifurcation via group
sparsity, 2013.

[20] Schaeffer H and McCalla SG. Sparse model selection via integral terms. Phys. Rev. E 96,
023302, 2017.

[21] Dobson I, Carreras BA, Lynch VE, and Newman DE. Complex systems analysis of series of
blackouts: cascading failure, critical points, and self-organization. Chaos 17, 026103, 2007.

[22] Bayer J and Osendorfer C. Learning stochastic recurrent networks. 2014.

[23] Chung J, Kastner K, Goel K Dinh L, Courville A, and Bengio Y. A recurrent latent variable
model for sequential data. Advances in Neural Information Processing Systems (NeurIPS).
Montréal, Canada, 2015.

[24] Girin L, Leglaive S, Bie X, Diard J, Hueber T, and Alameda-Pineda X. Dynamical Variational
Autoencoders: A Comprehensive Review. 2021.

[25] Dihlmann M. Model reduction of parametrized evolution problems using the reduced basis
method with adaptive time partitioning. In Proc. of ADMOS, Paris, France, p. 64., 2011.

[26] Fraccaro M, Sønderby SK, Paquet U, and Winther. Sequential neural models with stochastic
layers. Advances in Neural Information Processing Systems (NeurIPS). Barcelona, Spain, 2016.

[27] Ghommem M, Presho M, Calo VM, and Efendiev Y. Mode decomposition methods for flows in
high-contrast porous media. local-global approach. J. Comput. Phys. 253, 226–238., 2013.

[28] Jacobs M, Brunton BW, Brunton SL, Kutz JN, and Raut RV. Hypersindy: Deep generative
modeling of nonlinear stochastic governing equations, 2023.

[29] Morrison M, Fieseler C, and Kutz JN. Nonlinear control in the nematode c. elegans. Frontiers
in Computational Neuroscience, 14, 2021.

[30] Keeling MJ, Rohani P, and Grenfell BT. Seasonally forced disease dynamics explored as
switching between attractors. Physica D 148, 317–335, 2001.

[31] Kwon NA. Development of local dynamic mode decomposition with control: application to
model predictive control of hydraulic fracturing. Comput. Chem. Eng. 106, 501–511., 2017.

[32] Mangan NM, Brunton SL, Proctor JL, and Kutz JN. Inferring biological networks by sparse
identification of nonlinear dynamics. IEEE Trans. Mol. Biol. Multi-Scale Commun. 2, 52–63,
2016.

[33] Mangan NM, Askham T, Brunton SL, Kutz JN, and Proctor J. L. Model selection for hybrid
dynamical systems via sparse regression. Proc. R. Soc. A., 2019.

[34] Holmes P, Full RJ, Koditschek D, and Guckenheimer J. The dynamics of legged locomotion:
models, analyses, and challenges. SIAM Rev. 48, 207–304, 2006.

[35] Kingma PD and Welling M. Auto-encoding variational bayes, 2013.

[36] Krishnan R, Shalit U, and Sontag D. Deep kalman filters. 2015.

[37] Krishnan R, Shalit U, and Sontag D. AAAI Conference on Artificial Intelligence, San Francisco,
CA, 2017.

[38] Kato S, Kaplan H. S., Schrödel T, Skora S, Lindsay TH, Yemini E, Lockery S, and Zimmer M.
Global brain dynamics embed the motor command sequence of caenorhabditis elegans. Cell,
163(3):656–669, 2015.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

[39] Leglaive S, Girin L, and Horaud R. “a variance modeling framework based on variational
autoencoders for speech enhancement. IEEE International Workshop on Machine Learning for
Signal Processing (MLSP), Aalborg, Denmark, 2018.

[40] Linderman S., Nichols A., Blei D., Zimmer M, and Paninski L. Hierarchical recurrent state
space models reveal discrete and continuous dynamics of neural activity in c. elegans, 2019.

[41] Linderman S, Johnson M, Miller A, Adams R, Blei D, and Paninski L. Bayesian learning and
inference in recurrent switching linear dynamical systems. In Proc. of the 20th Int. Conf. on
Artificial Intelligence and Statistics, vol. 54 (eds A Singh, J Zhu), Proc. of Machine Learning
Research, pp. 914–922. Fort Lauderdale, FL: JLMR: WCP., 2017.

[42] Rudy SH, Brunton SL, Proctor JL, and Kutz JN. Data-driven discovery of partial differential
equations. Sci. Adv. 3, e1602614., 2017.

[43] Brunton SL, Proctor JL, and Kutz JN. Discovering governing equations from data by sparse
identification of nonlinear dynamical systems. Proceedings of the National Academy of Sciences
(PNAS), 2016.

[44] Gallagher T, Bjorness T, Greene R, You Y-J, and Avery L. The geometry of locomotive
behavioral states in c. elegans. PLoS ONE, 8:e59865, 2013.

[45] Roberts WM, Augustine SB, Lawton KJ, Lindsay TH, Thiele TR, Izquierdo EJ, Faumont S,
Lindsay RA, Britton MC, Pokala N, Bargmann CI, and Lockery SR. A stochastic neuronal
model predicts random search behaviors at multiple spatial scales in c. elegans. eLife, 5:e12572,
2016.

[46] Li Y and Mandt S. Disentangled sequential autoencoder. International Conference on Machine
Learning (ICML). Stockholm, Sweden, 2018.

[47] Pantazis Y and Tsamardinos I. A unified approach for sparse dynamical system inference from
temporal measurements, 2017.

[48] Coifman RR Kevrekidis IG Yair O, Talmon R. Reconstruction of normal forms by learning
informed observation geometries from data. Proc. Natl Acad. Sci. USA 114, E7865–E7874.,
2018.

[49] Mac ešic S. Koopman operator family spectrum for nonautonomous systems-part 1., 2017.

13


	Introduction
	Background and previous work
	System identification of non-linear dynamical systems (SINDy)
	(Dynamic) Variational autoencoders for system identification
	Other machine learning methods for non-autonomous dynamical systems

	Methods
	Datasets
	System identification for non-autonomous dynamical systems

	Results
	System identification of non-autonomous harmonic oscillators
	Uncertainty quantification in non-autonomous harmonic oscillators
	System identification in a non-autonomous, chaotic toy dataset
	Dynamic SINDy used for identifying latent variables and their dynamics
	Dynamics in the nematode C. elegans during locomotion behavior
	Dynamic SINDy and other methods for system identification

	Conclusion
	Reproducibility statement

