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Abstract

We introduce LLM-AS-AN-INTERVIEWER,001
a novel paradigm for evaluating large lan-002
guage models (LLMs). This approach lever-003
ages multi-turn interactions where the LLM004
interviewer actively provides feedback on re-005
sponses and poses follow-up questions to the006
evaluated LLM. At the start of the inter-007
view, the LLM interviewer dynamically mod-008
ifies datasets to generate initial questions,009
mitigating data contamination. We apply the010
LLM-as-an-Interviewer framework to eval-011
uate six models on the reasoning, factual-012
ity and instruction-following tasks. Our re-013
sults show that the framework effectively pro-014
vides insights into LLM performance, includ-015
ing the quality of initial responses, adaptability016
to feedback, and ability to address follow-up017
queries like clarification or additional knowl-018
edge requests. The framework also addresses019
key limitations of conventional methods like020
LLM-as-a-Judge, including verbosity bias and021
inconsistency across runs. Finally, we propose022
the Interview Report, which aggregates in-023
sights from the interview process, providing024
examples and a comprehensive analysis of the025
LLM’s strengths and weaknesses. This report026
offers a detailed snapshot of the model’s real-027
world applicability1.028

1 Introduction029

With large language models (LLMs) becoming in-030

creasingly proficient in generating fluent free-form031

responses, it has become crucial to properly as-032

sess their capabilities and limitations (Liang et al.,033

2022; Chang et al., 2024). Recently, LLM-as-a-034

judge has emerged as a promising framework for035

automatic free-form response evaluation. Com-036

pared to traditional lexical matching-based met-037

rics (e.g., ROUGE (Lin, 2004), BLEU (Papineni038

et al., 2002)) or embedding-based metrics (e.g.,039

1The code for our framework is publicly available at
https://anonymous.4open.science/r/interview-eval-46C6/

BERTScore (Zhang et al., 2019)), previous works 040

on LLM-as-a-Judge have reported higher corre- 041

lations with human judgments (Chiang and Lee, 042

2023; Zheng et al., 2023a; Dubois et al., 2024b). 043

Despite its potential, the LLM-as-a-Judge 044

framework faces several practical limitations that 045

hinder its widespread adoption, primarily due to 046

its static nature (Li et al., 2024a; Gu et al., 2024). 047

First, using a fixed set of test inputs raises concerns 048

about data contamination (Sainz et al., 2023; Zhou 049

et al., 2023a; Oren et al., 2023b), where the evalu- 050

ated models may achieve high scores on instances 051

encountered during training. Second, single-turn 052

interactions fail to thoroughly probe a model’s 053

true comprehension (Li et al., 2019; Wang et al., 054

2023; Kwan et al., 2024). For instance, the judge 055

model may assess the confined performance of 056

LLMs distant from the use case, be influenced 057

by superficial factors (e.g., favoring longer re- 058

sponses), and exhibit high variance across runs. 059

In this study, we propose LLM-AS-AN- 060

INTERVIEWER, a new paradigm for evaluating 061

LLMs. Inspired by human interviews, this ap- 062

proach starts with general questions but dynami- 063

cally adapts by posing different types of questions 064

based on the model’s responses. As shown in Fig- 065

ure 1, the LLM interviewer plays three key roles: 066

(1) Question Modification, adapting benchmark 067

datasets to generate diverse and challenging ini- 068

tial interview questions; (2) Providing Feedback, 069

guiding the model to refine its responses; and 070

(3) Generating Follow-up Questions, exploring re- 071

lated concepts through clarification requests or 072

additional explanations. This dynamic evaluation 073

reveals behaviors that static benchmarks cannot 074

capture, such as the model’s ability to improve 075

through feedback and provide more detailed ex- 076

planations. 077

We demonstrate the efficacy of our framework 078

through experiments on three tasks: Reasoning, 079

Factuality, and Instruction Following. In §5, we 080
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LLM-as-an-Interviewer

Seed 
Question

Problem 
Solving

Feedback & 
Revising

Follow-Up 
Question

If a recipe for a two-pound cake requires  how many cups are 
needed for 2 five-pound cakes?

y cups of flour,

Clarifying 
Question

To solve this problem, you need the  of flour for 
a two-pound cake.

exact value of y, which is 1.5 cups

It appears there was a misinterpretation of the question. The problem asks for ...

We first find that … cups of flour will make a ten pounds cake. We can 
rearrange our equation to solve for  and find that 

 ...

$5y$ 
$y$ $y=\frac{5}{5}\times\frac{2}

{2}=2$

... two-pound cake requires  cups of flour, then a two five-pound cakes will 
require  cups of flour. Thus, and  cups of flour.

$y$
$5y$ $5y=2*2$ $y=1.5$

Thank you for your feedback. To revise, ...

Great you got a correct answer!  the 
total amount of flour needed if a recipe calls for a specific amount of flour for a 
given weight of cake, and you need to scale this for a larger total weight.

Could you explain how you would determine

Interviewer 

Student

LLM-as-a-Judge

If a recipe for a two-pound cake requires 1.5 cups of flour, 
how many cups are needed for 2 five-pound cakes?

Then the answer is (1+2)*2+3 = 3

Student

Judge

The correct amount of required flour is 7.5 cups. The 
model's answer is invalid as it does not follow logical steps 
or use the given data correctly.

Examples

Error Types & ExamplesPerformance (%)

Summary   The model is good at ... but bad at ... 

Accuracy : 80%

Most frequent error type 

-> Calculation Error

Accuracy                80

Follow-up QA         4

Adaptivity              70

 Clarification           6
 Elaboration            30


Interview Report

Figure 1: Overview of LLM-as-an-Interviewer. LLM-as-an-Interviewer aims to assess LLMs by 1) constructing
seed questions of interviews based on existing benchmark datasets, and 2) providing feedback or asking additional
follow-up questions. Unlike evaluation being limited to a single score with LLM-as-a-Judge, the Interview Report
provided by our framework offers a snapshot of what the model excels at and where it falls short, along with scores
for various abilities and examples.

evaluate six different models using GPT-4o as the081

interviewer. We demonstrate the impact of provid-082

ing feedback on the model’s performance and sug-083

gest that follow-up questions can offer deeper in-084

sights into its behavior. These follow-ups can help085

uncover failure reasons or assess performance on086

additional requests. Furthermore, in § 6 and § 7,087

we show that our interactive and dynamic frame-088

work addresses key limitations of static evalua-089

tions, such as data contamination, verbosity bias090

in LLM evaluators, and high variance across mul-091

tiple runs.092

Moreover, we find that the extended interac-093

tion between the LLM interviewer and interviewee094

contains rich information that reveals the LLM095

interviewee’s strengths and limitations. Based on096

this, we introduce a new evaluation protocol, In-097

terview Report, which summarizes the interac-098

tion into a structured format.099

Our contributions are as follows:100

• Introduce LLM-as-an-Interviewer, a novel101

evaluation paradigm that mimics the dynamic102

nature of how humans evaluate humans.103

• Demonstrate that LLM-as-an-Interviewer104

mitigates several limitations of traditional105

evaluation approaches, such as verbosity106

bias, data contamination, and high variance.107

• Propose the Interview Report, offering a de-108

tailed snapshot of an LLM’s capabilities, in-109

cluding examples and its common errors.110

2 Related Works 111

2.1 LLM-based Evaluation 112

LLM-as-a-Judge is widely used for text evalua- 113

tion, providing more human-aligned assessments 114

than traditional methods like BLEU and ROUGE, 115

while addressing scalability and consistency is- 116

sues in human-based approaches (Gu et al., 2024). 117

However, LLM-as-a-Judge faces reliability issues, 118

including self-enhancement bias, sensitivity to re- 119

sponse length and order, and low self-consistency. 120

To enhance reliability, Li et al. (2023b) and Dubois 121

et al. (2024b) mitigate biases related to ordering 122

and length by adjusting positions or win rates. 123

Additionally, works such as Wang et al. (2024b); 124

Kim et al. (2024) train open-sourced critique mod- 125

els to tackle the inherent inconsistencies of closed 126

LLMs, ensuring reproducibility. 127

LLM-based evaluation is also used to simu- 128

late multi-turn interactions between evaluators and 129

models in certain tasks. For instance, Wang et al. 130

(2023) evaluate LLMs by simulating user-model 131

interactions in contexts where users provide feed- 132

back during tool usage. Similarly, Yu et al. (2024) 133

simulate knowledge-focused dialogues in multi- 134

ple interactions to mitigate data contamination is- 135

sues. Li et al. (2023a) share a motivation similar 136

to ours, as they are also inspired by human inter- 137

views. However, their approach is tailored to Con- 138

versational Question Answering tasks and empha- 139

sizes generating new questions during evaluation. 140

LLM-as-an-Interviewer is a generalized bench- 141
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mark that mimics a multiple interview process to142

better assess a model’s capabilities. Our frame-143

work enables the simulation of diverse interac-144

tions, such as giving feedback and asking follow-145

up questions, which align much more closely with146

how humans use models in real scenarios.147

2.2 Data contamination in LLMs148

LLMs are trained on large corpora that can be149

contaminated with benchmark data (Dodge et al.,150

2021; Soldaini et al., 2024), undermining bench-151

mark reliability (Zhou et al., 2023b). This has152

sparked interest in contamination detection (Ma-153

gar and Schwartz, 2022). Shi et al. (2024) and154

Oren et al. (2023a) propose methods to estimate155

the likelihood of text in LLM pretraining data us-156

ing only API access, as is common for frontier157

models(OpenAI et al., 2024). This has led to fur-158

ther research on contamination (Yax et al., 2024;159

Deng et al., 2024; Jiang et al., 2024; Dekoninck160

et al., 2024b; Xu et al., 2024), including methods161

to evade detection by training on rephrased bench-162

mark data (Dekoninck et al., 2024a).163

Overall, efforts to prevent contamination164

through detection have had limited success,165

prompting researchers to focus on contamina-166

tion mitigation in benchmarks. This typically167

involves dynamic evaluation in two ways: (1) The168

evaluation data is dynamic, such as crawling new169

instances live (White et al., 2024; Jain et al., 2024)170

or generating new instances on the fly (Wang171

et al., 2024a; Li et al., 2024b); (2) The evaluator172

is dynamic, as in AlpacaEval (Li et al., 2023b)173

and MT-Bench (Zheng et al., 2023b), where the174

same samples are reused but evaluation depends175

on a dynamic LLM rating completions instead of176

ground-truth solutions. Some benchmarks, like177

Chatbot Arena (Chiang et al., 2024), combine178

dynamic data and evaluators, with users creating179

and rating responses on the fly.180

LLM-as-an-Interviewer is a benchmark that181

mitigates contamination through both dynamic182

evaluation data and a dynamic evaluator. The183

LLM interviewer rephrases questions and pro-184

poses novel follow-ups while also evaluating the185

model’s responses and problem-solving process.186

This setup makes cheating via contamination dif-187

ficult. Additionally, it enables fast, low-cost evalu-188

ation in minutes, unlike Chatbot Arena, which re-189

quires human access and takes days to yield statis-190

tically significant results at a higher cost.191

3 LLM-AS-AN-INTERVIEWER 192

We introduce the LLM-AS-AN-INTERVIEWER2, 193

which simulates an interview where one LLM dy- 194

namically evaluates another. The LLM being eval- 195

uated is referred to as the Interviewee, while the 196

LLM conducting the evaluation is referred to as 197

the Interviewer. In this section, we describe (1) 198

the overall interview framework (§ 3.1) and (2) the 199

Interview Report, which summarizes and presents 200

the results of the interview (§ 3.2). 201

3.1 Interview Framework 202

Preparing Seed Question

Interview Process

Interviewer Interviewee

Modified

QueryQuery

Problem Set Up
Feedback &

Follow-Up QA
Revising

Figure 2: Workflow of LLM-as-an-Interviewer

We design an interview framework for LLMs 203

as illustrated in Figure 2. The Interviewer plays 204

three main roles throughout the interview process: 205

(1) Question Modification, (2) Providing Feed- 206

back, and (3) Generating Follow-up Questions. 207

This structure ensures a comprehensive evaluation 208

of the Interviewee’s capabilities. These roles are 209

modular and pluggable, allowing users to enable 210

or disable specific roles based on their evaluation 211

needs. Algorithm 1 provides the implementation 212

of the interview process. 213

3.1.1 Question Modification 214

Before conducting the interview, the Interviewer 215

prepares seed questions by modifying queries 216

from existing benchmark datasets. This ensures 217

diverse scenarios that align with established eval- 218

uation standards while preventing data contami- 219

nation. This approach mirrors human interview- 220

ers, who often tweak existing questions or intro- 221

duce new challenges. In our experiment, we em- 222

ploy two query modification strategies, prompting 223

the model to modify queries. Each strategy is de- 224

signed to enhance question diversity while main- 225

2We provide a general Python library applicable to vari-
ous tasks. We delete the link due to an anonymous policy.
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taining ease of real-time adjustments and compa-226

rable complexity. We provide a detailed descrip-227

tion of these methods in Appendix C.1.228

3.1.2 Providing Feedback229

During the interview process, the Interviewer230

evaluates the response from the Interviewee and231

provides constructive feedback. Providing feed-232

back aims to guide the Interviewee in identi-233

fying errors, refining the response, and improv-234

ing solutions. This phase closely resembles real-235

world LLM interaction scenarios, where LLMs236

iteratively refine their responses based on user-237

generated feedback (Wang et al., 2023).238

3.1.3 Generating Follow-up Questions239

After assessing the response to the initial ques-240

tion, the Interviewer poses follow-up ques-241

tions to further evaluate the Interviewee’s abil-242

ity. These questions help gauge additional abili-243

ties that may not have been covered in the ini-244

tial response. Follow-up questioning is crucial in245

many interview processes (e.g., Google coding in-246

terviews) and real-world LLM applications (Bai247

et al., 2024). Table 1 provides follow-up type ex-248

amples for Reasoning, Knowledge, and Instruc-249

tion Following task.250

3.2 Interview Report251

The Interview Report, generated as a result of252

the interview process, includes (1) Performance253

Scores, (2) Error Analysis and Examples, and (3)254

Comprehensive Summary. The real examples of255

Interview Report are in Appendix C.1.256

(1) Performance Scores We obtain two main257

performance metrics through the interview pro-258

cess:259

• Problem Solving Ability – Measures how260

effectively the model solves a given problem261

at its n-th interaction with the Interviewer.262

We define Scoreseed@n as the model’s per-263

formance at the n-th interaction, where an264

interaction involves receiving feedback and265

making revisions. Thus, Scoreseed@1 corre-266

sponds to the LLM-as-a-Judge setting with-267

out feedback, while Scoreseed@n represents268

performance after n−1 iterations of feedback269

and revision.270
• Follow-up Question Handling – Evalu-271

ates how well the model responds to follow-272

up questions. To ensure fairness across mod-273

els with varying performance levels, we cate-274

gorize follow-up question accuracy into three 275

types: accuracy within correctly answered 276

questions, accuracy within incorrectly an- 277

swered questions, and overall accuracy. 278

These metrics reflect abilities crucial in real- 279

world interactions with LLMs, where responding 280

effectively to feedback and follow-up questions 281

significantly influences user satisfaction beyond 282

just answering the initial query. 283

(2) Error Analysis and Examples A detailed 284

breakdown of error types across multiple inter- 285

actions, along with illustrative examples. These 286

highlight common failure reasons and examples in 287

the models, offering insights into their limitations 288

and areas for improvement. 289

(3) Comprehensive Summary A summary of 290

the model’s behavior throughout the interview 291

process across all samples. It highlights the 292

model’s strengths and weaknesses in perform- 293

ing the task. (e.g. GPT-4o in DepthQA: “The 294

model struggles with conciseness, often 295

providing overly detailed responses...”) 296

4 Experimental Setup 297

In this section, we describe the overall experimen- 298

tal setup used in § 5- 6, as well as the design of the 299

LLM-as-an-Interviewer framework. In our ex- 300

periment, we use three tasks: Reasoning, Knowl- 301

edge, and Instruction Following. For Reasoning, 302

we use MATH (Hendrycks et al., 2021) and the 303

reasoning subset of MINT (Wang et al., 2023). For 304

Knowledge, we use DepthQA (Ko et al., 2024), 305

a dataset of real-world STEM-related questions 306

assessing factuality, rebuilt from the TutorEval 307

dataset. For Instruction Following, we leverage 308

MT-Bench (Chiang et al., 2024), which evaluates 309

an ability to follow multi-turn instructions. 310

4.1 Models 311

We list all the models34 used throughout our ex- 312

periments in Section 5-6. 313

Interviewer Models We adopt GPT-4o as the 314

default Interviewer, as it demonstrates the best per- 315

formance (about 90% accuracy as an Interviewer) 316

in our analyses (Table 10 in Appendix C.4). 317

3We use the Azure API for GPT models, leveraging the
GPT-4o-0514 and GPT-3.5-turbo-0125 versions.

4We use the Together API to access Llama models.
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Follow-Up Question TYPE and Example

Knowledge/Factuality ADDITIONAL FACTS Can you provide an example of determining the 6th roots of
unity and specifying their arguments in radians?

Reasoning CLARIFICATION What does it mean for a and b to be consecutive integers?

RATIONALE How did you determine Jasmine’s rate of water consumption per mile?

Instruction Following MODIFICATION OF CONDITIONS If we change the previous question and assume
that each sister of David has two brothers, how many brothers would David have?

ADDITIONAL EXPLANATION Can you provide a specific example of how you
would address a potential objection your friend might have about public speaking in
your persuasive email?

CORRECTION Can you now reformulate your earlier reply, outputting it in JSON
format and only including books published after 1980?

Table 1: Examples of Follow-Up Questions posed by the interviewer (GPT-4o) along with the tasks and types.

Interviewee Models We use a total of 8318

models for the Interviewee, including 2 propri-319

etary models (GPT-4o (OpenAI, 2024), GPT-320

3.5) and 6 open-source models (Llama-3.1-321

{8,70}b (Grattafiori et al., 2024), deepseek-Math-322

7b (Shao et al., 2024), Qwen2.5-Math-7b (Yang323

et al., 2024), OLMoE (Muennighoff et al., 2024)324

and Zephyr-7b (Tunstall et al., 2023)).325

4.2 Interview Process Design326

LLM-as-an-Interviewer framework adapts to each327

task type’s characteristics while maintaining rig-328

orous evaluation standards. This section describes329

the interview process design used in the experi-330

ments. Additional details regarding the prompts331

used are provided in the Appendix C-D. An ex-332

ample of the full interview log is attached in the333

Appendix F.334

Feedback Criteria The Interviewer provides335

feedback when there is an error in the model’s336

response or final answer (if the task involves ab-337

solute answers). We prompt the Interviewer to338

guide the model to recognize its mistakes and re-339

vise accordingly, but not to provide the correct an-340

swer directly. We provide feedback examples in341

Table 8 of the Appendix, where the Interviewer342

gives feedback on incorrect responses or missing343

aspects based on the evaluation criteria.344

Follow-Up question Type For each task, we345

categorize follow-up question types as shown in346

Table 1. For Knowledge/Factuality tasks, follow-347

ups probe for additional facts, partially covering348

the role of a recall metric by identifying missing349

information from the model’s previous response- 350

a common limitation in factuality evaluation (Min 351

et al., 2023). For reasoning tasks, follow-ups aim 352

to uncover the underlying rationale or failure rea- 353

sons. For instruction following, we define three 354

follow-up types based on the type of second- 355

turn questions by users summarized in MT-Bench- 356

101 (Bai et al., 2024). 357

5 Evaluating LLMs with 358

LLM-AS-AN-INTERVIEWER 359

We simulate the interview process with various 360

Interviewee models. We present insights from 361

interviews, focusing on the seed question-solving 362

phase in § 5.1, and discuss the follow-up questions 363

phase in § 5.2. 364

Test set We sample 500 queries5 from both 365

MATH and DepthQA, ensuring an equal distri- 366

bution across the difficulty levels specified in the 367

datasets. We use all 316 samples from the MINT 368

reasoning set and 80 samples from MT-Bench. 369

Interviewee Models We use 6 models for 370

the Interviewee, GPT-4o, GPT-3.5, Llama-3.1- 371

{8,70}b, DeepSeek-Math-7b, Qwen2.5-Math-7b. 372

5.1 Seed Question Solving Phase 373

Table 2 presents the scores of seed questions in 374

MATH and DepthQA for both the LLM-as-a- 375

Judge and LLM-as-an-Interviewer settings. In this 376

experiment, query modification is applied at the 377

5We provide a statistical analysis of the sampling in Ap-
pendix C.2.
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Reasoning (MATH) Factuality (DepthQA)

Model Judge @1 @2 @3 ∆ Judge @1 @2 @3 ∆

GPT-4o 0.553 0.444 0.566 0.636 0.192 0.989 0.987 0.997 0.999 0.012
GPT-3.5-turbo 0.162 0.082 0.236 0.346 0.264 0.986 0.916 0.975 0.984 0.068
Llama3.1-70b 0.398 0.254 0.436 0.552 0.298 0.990 0.959 0.985 0.989 0.030
Llama3.1-8B 0.222 0.128 0.217 0.300 0.172 0.984 0.906 0.970 0.977 0.071
DeepSeek-math 0.140 0.088 0.222 0.348 0.260 0.977 0.875 0.938 0.958 0.083
Qwen-math 0.454 0.303 0.429 0.483 0.180 0.814 0.878 0.898 0.907 0.029

std. 0.143 0.161 0.123 0.126 - 0.0597 0.0485 0.0482 0.0481 -

Table 2: MATH Problem Solving Accuracy and DepthQA Precision along with Delta (∆) for six models. @k
indicates the performance of the k-th interaction. Judge indicate scores of LLM-as-a-judge.

beginning of the interview, and the same ques-378

tions are used for the interviewee models. We379

present the results from MINT in Table 11 of Ap-380

pendix E.1.381

Comparison with LLM-as-a-Judge Score382

There is a clear performance drop in the LLM-383

as-an-Interviewer setting, with most models384

struggling more when handling modified queries.385

In MATH, most models achieve performance386

comparable to the Judge during the second inter-387

action. For DepthQA, all models except GPT-4o388

experience a significant performance decline,389

while GPT-4o shows only a minimal decrease390

of 0.2%. In addition, the evaluation criteria that391

assess both the reasoning process and the final392

answers can contribute to this performance drop.393

For example, GPT-3.5 correctly answers the394

questions but introduces errors in the solving395

process in 3% of the MATH test set.396

Model’s Capability to Revise Through Feed-397

back Across all models, performance improves398

when feedback is provided for incorrect answers399

(@2,@3), compared to the initial accuracy (@1).400

Interestingly, as the models receive feedback and401

iteratively revise their answers, the standard devi-402

ation (std) of scores across models generally de-403

creases compared to that in the LLM-as-a-Judge404

setting and @1 score. This is mainly because mod-405

els that initially perform poorly show substantial406

improvement through interaction.407

5.2 Follow-UP Question Solving Phase408

Table 3 presents follow-up question accuracy in409

Reasoning and Factuality tasks. Overall, models410

exhibit higher accuracy on follow-up questions for411

correctly answered seed questions than for failed412

ones. In § 5.2.1, we provide a discussion based on413

the MT-Bench evaluation.414

5.2.1 Comparing with Static Multi-turn 415

Benchmark 416

We compare follow-up questions in LLM-as-an- 417

Interviewer with MT-Bench (Chiang et al., 2024), 418

a 2-turn static benchmark with 80 samples across 419

various tasks (e.g., writing, math, coding, role- 420

play). 421

MT-Bench primarily uses general second-turn 422

questions that are independent of previous re- 423

sponses (e.g., "Explain like I’m five," "Change 424

format"), limiting diversity, and realism. In con- 425

trast, LLM-as-an-Interviewer generates context- 426

aware follow-ups (e.g., "You mentioned Thomas 427

might be in a clinical trial. Can you explain what 428

a clinical trial is and why it requires daily hospi- 429

tal visits?"). Some MT-Bench tasks reference pre- 430

vious responses (e.g., "Explain the N-th example 431

from your previous response."), which can cause 432

contradictions if the model fails to follow instruc- 433

tions in turn 1, as seen in the following example. 434

MT-bench Failure Example of Deepseek

Question-Turn-1:
Help me construct a catchy, yet scientifically accurate,
headline for an article on the (...). Propose 4 options.
Model Response (Deepseek): (Irrelevant Response)
from sympy import symbols, simplify, solve
def solve_equation():
x = symbols(’x’)
equation = x**2 - 16 (...)

Question-Turn-2:
Alter your previous response. Make the following adjust-
ments to the 2nd option: 1. Make the tone sound casual (...)

435

Table 4 shows the number of dependent and 436

independent follow-up questions for each setting. 437

For the Interviewer setting, we compare GPT-4o, 438

the best-performing model at turn-1, and Qwen, 439

the worst-performing model with low instruction- 440

following ability6. Aligned with MT-Bench fail- 441

6See Table 13 in Appendix E for the results in MT-bench
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Reasoning (MATH) Reasoning (MINT) Factuality (DepthQA)

Model Success Fail Overall Success Fail Overall Success Fail Overall

GPT-4o 0.99 0.17 0.93 0.96 0.82 0.94 0.93 0.50 0.92
GPT-3.5 0.90 0.56 0.82 0.85 0.70 0.80 0.73 0.64 0.73
Llama3.1-70b 0.91 0.22 0.84 0.91 0.74 0.87 0.85 0.63 0.83
Llama3.1-8B 0.89 0.07 0.76 0.75 0.65 0.72 0.80 1.00 0.80
DeepSeek-math 0.82 0.38 0.69 0.42 0.41 0.42 0.68 0.50 0.65
Qwen-2.5-math 0.90 0.08 0.78 0.55 0.34 0.50 0.61 0.32 0.52

Table 3: Follow-up accuracy of six models on MATH, MINT, and Depth-QA datasets.

MT-bench Interviewer
GPT-4o Qwen

Dependent 27 54 44
Independent 53 26 36

Table 4: Dependent and Independent question Counts
in 2-turn questions. GPT-4o and Qwen denote the
Interviewee.

ure examples, Qwen receives more independent442

follow-ups (e.g., topic shifts), while GPT-4o re-443

ceives more dependent ones. As such, considering444

previous responses dynamically during multi-turn445

evaluations is crucial for assessing the model in a446

more diverse and natural context.447

6 Can LLM-AS-AN-INTERVIEWER448

Mitigate Data Contamination Issue?449

This section demonstrates the efficiency of the450

modification strategy in generating questions451

based on established benchmarks.452

6.1 Experimental Setting453

We establish various settings depending on the454

model’s training dataset. Specifically, we use455

two open-source models, OLMoE and Zephyr-7b,456

whose training datasets are disclosed, and fine-457

tune them on different training sets. These set-458

tings allow us to evaluate both Uncontaminated459

Models—which do not access the test set during460

training, and Contaminated Models—which are461

trained with exposure to the test set.462

Uncontaminated Model Training As shown in463

the setting column of Table 5, we train uncontam-464

inated models using three distinct configurations:465

1 Models trained exclusively on the train set of466

the target dataset (In-Distribution, TrainID).467

2 Models trained on both the TrainID and ad-468

ditional datasets from the same domain (Out-469

Of-Distribution, TrainOOD).470

3 Models trained solely on TrainOOD.471

Contaminated Model Training For contami- 472

nated models, we employ four different configu- 473

rations: 474

4 Models trained exclusively on the test set of 475

the target dataset (In-Distribution, TestID). 476

5 Models trained on both the TestID and 477

TrainID sets. 478

6 Models trained on the TestID combined with 479

an instruction-tuning (Instruct) dataset. 480

7 Models trained on both TestID and 481

TrainOOD. 482

Dataset We use the in-distribution test 483

set(TestID) when testing the model, and 484

MATH and DepthQA are used as in-distribution 485

datasets. Since DepthQA is not pre-divided into 486

train and test sets, we manually split it into 487

851 instances for the DepthQAtrain set and 848 488

instances for the DepthQAtest set. For other 489

datasets, we randomly select 2000 samples each. 490

For the out-of-distribution dataset of MATH, 491

we use GSM8K. For MATH, we experiment 492

with all seven settings, while for DepthQA, we 493

include only the four settings that do not involve 494

out-of-distribution (OOD) data. 495

Details about model training, including training 496

configurations, parameters, and datasets used, are 497

provided in Appendix G.1. 498

6.2 Result 499

Table 5 presents the effectiveness of the modifying 500

strategy in mitigating data contamination, which is 501

applied while the Interviewer prepares the seed 502

queries. The tables compare accuracy for both the 503

original queries just as LLM-as-an-Judge setting 504

(Judge) and modified queries (Interview). Settings 505

[1, 2, 3] represent uncontaminated models, serv- 506

ing as a proxy for the model’s true ability on the 507

task. The goal of the strategy is to bring the per- 508

formance of contaminated models closer to these 509

uncontaminated models. 510

In MATH, contaminated models often outper- 511
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OLMoE Zephyr

Model. Judge. Interv. Judge. Interv.

Uncontam.
Train setID [1] 0.10 0.05 0.10 0.01
+Train setOOD [2] 0.07 0.05 0.08 0.04
Train setOOD [3] 0.07 0.06 0.06 0.02

Avg. 0.08 0.05 0.08 0.02

Contam.
Test setID [4] 0.84 0.08 0.61 0.10
+Train setID [5] 0.77 0.15 0.64 0.17
+Instruct [6] 0.56 0.12 0.19 0.09
+Train setOOD [7] 0.75 0.10 0.42 0.08

Avg. 0.69 0.12 0.42 0.11

Table 5: Performance of uncontaminated and con-
taminated models on MATH dataset. "Judge" refers
to the LLM-as-a-Judge setting, and "Interv" refers to
the LLM-as-an-Interver setting.

form uncontaminated ones under the Judge set-512

ting. These contaminated models achieve signif-513

icantly higher accuracy, averaging 0.7 for OL-514

MoE and 0.4 for Zephyr. However, applying the515

modification strategy leads to a substantial perfor-516

mance drop, making their performance compara-517

ble to the uncontaminated model. A similar trend518

is observed in the DepthQA results (Table 14 in519

Appendix G). The results show that our frame-520

work mitigates the contamination issue by having521

the model solve similar yet modified questions.522

7 Discussion523

We assess whether LLM-as-an-Interviewer ex-524

hibits verbosity bias and maintains robustness525

across multiple runs, a common consideration in526

model-based evaluation (Zheng et al., 2023b).7527

Verbosity Bias To assess whether the frame-528

work favors longer answers, we examine the cor-529

relation between answer length and score using the530

Depth-QA task. GPT-4o acts as the Interviewer,531

with six models as Interviewee.8532

Figures 3 in the Appendix H.1 reveal that the533

linear correlation (r) between length and score534

weakens as interactions increase. In the LLM-as-535

a-Judge setting , a significant positive correlation536

is found (r = .371, p < .05); however, as in-537

teractions progress, the p-value rises and r-value538

declines. This indicates that our interview pro-539

7We also provide an analysis of self-enhancement bias in
the appendix H.2.

8Interviewee: GPT-4o, GPT-3.5-turbo, Llama-3.1-70b,
Llama-3.1-8b, DeepSeek-Math, Qwen2-Math.

Interact. @1 @2 @3 @4 @5

DepthQA 0.0244 0.0151 0.0116 0.0090 0.0082

MATH 0.0358 0.0480 0.0583 0.0642 0.0704
easy 0.1115 0.1127 0.0839 0.0797 0.0890
hard 0.0531 0.1032 0.1281 0.1372 0.1332

Table 6: Standard Deviation of Multiple Runs Across
Interactions.

cess could reduce verbosity bias and length de- 540

pendency, alongside the length control mechanism 541

for adjusting win rates or scores (Dubois et al., 542

2024a). 543

Does LLM-AS-AN-INTERVIEWER Function 544

Robust? We assess the robustness of our frame- 545

work across multiple interactions by repeating the 546

experiment five times for each setting. Specif- 547

ically, We calculate the standard deviation of 548

these five runs for each combination of differ- 549

ent Interviewer temperatures (0 or 1) and dif- 550

ferent Interviewee models. The Interviewee’s 551

temperature remains fixed at 1. We use GPT-4o 552

as the Interviewer and GPT-3.5 and Llama-3.1- 553

{8/70}b as the Interviewee. 554

As shown in Table 6, the standard deviation 555

for DepthQA decreases with more interactions. 556

In contrast, for MATH, it increases over time. 557

Breaking MATH down by difficulty, we find that 558

for easier problems (levels ≤2, MATH-easy), the 559

standard deviation remains stable or decreases, 560

whereas for harder problems (levels ≥3, MATH- 561

hard), it rises due to initially low accuracy and oc- 562

casional correct answers from feedback. Exclud- 563

ing MATH-hard, the standard deviation remains 564

stable, demonstrating the framework’s robustness 565

in most cases. 566

8 Conclusion 567

In this paper, we introduce LLM-as-an- 568

Interviewer, a novel approach for evaluating 569

LLMs through interviews. Our multi-turn evalua- 570

tion framework with Interview Report reveals the 571

abilities of LLMs, such as revising answers based 572

on feedback or handling follow-up questions, 573

while providing comprehensive insights into 574

the task. Our analysis demonstrates that our 575

framework mitigates common issues in static 576

evaluation methods, including verbosity bias and 577

data contamination. We hope our framework is 578

widely adopted and brings a paradigm shift in 579

LLM evaluation. 580
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9 Limitation and Future Work581

While our framework addresses several biases and582

limitations of the LLM-as-a-judge approach, it583

still inherits some of the inherent limitations of584

large language models, such as inconsistency and585

the potential to introduce additional biases, simi-586

lar to the issues raised in the LLM-as-a-judge ap-587

proach.588

As part of future work, we plan to develop a589

dataset specifically designed to evaluate the ca-590

pabilities of interviewer models. Additionally, we591

aim to assess our framework not only on bench-592

mark datasets but also in user-defined scenarios to593

better capture real-world applications.594
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A AI Writing Assistance1123

We used ChatGPT for grammar and language re-1124

finement of the manuscript.1125

B LLM-as-an-Interviewer1126

B.1 Implementation Details1127

Building upon the interview framework described1128

in § 3.1, this section explains our interview sys-1129

tem implementation. The system operates as a1130

two-agent dialogue with additional complexity in1131

controlling the interviewer to conduct evaluations1132

accurately and efficiently. Controlling interviewer1133

is done in two stages: (1) keeping the interview1134

state in track, and (2) using pre-written prompts1135

for each state. While we implemented the inter-1136

view process specifically for MATH and STEM1137

domains, the framework can be easily adapted to1138

other domains with minor modifications.1139

B.2 Adapting to New Tasks1140

To adapt a new task, one can modify the Main1141

Interview process, specifically the response eval-1142

uation criteria and follow-up question generation1143

strategy. This can be done by rewriting the pre-1144

written prompts. Here are examples of adaptations1145

for different domains:1146

Programming Interviews:1147

• Response Evaluation: Code correctness, ef-1148

ficiency, and style1149

• Follow-up Generation: Edge cases, opti-1150

mization opportunities, or alternative imple-1151

mentations1152

Language Proficiency:1153

• Response Evaluation: Grammar accuracy,1154

vocabulary usage, and fluency1155

• Follow-up Generation: Complex linguistic1156

scenarios or cultural context questions1157

Customer Service Evaluation1158

• Response Evaluation: Empathy in customer1159

interactions, response tone and professional-1160

ism, policy adherence1161

Follow-up Generation:1162

• For acceptable responses: Escalate scenario1163

complexity (e.g., adding multiple complaints1164

or time pressure), Rationale of responses1165

• For problematic responses: Probe under- 1166

standing of customer service principles or 1167

store policies 1168

B.3 Algorithmic Implementation 1169

Algorithm 1 presents the algorithmic implementa- 1170

tion of the interview process. 1171
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Algorithm 1 Interview Process
Require: Qinit: Initial question
Require: Modify(·): Function to modify the initial question
Require: I: Interviewer
Require: i: Interviewee
Require: G: Grader
Require: AskFollowup(·): Function to ask a follow-up question
Require: MAX_QUESTIONS: Maximum number of questions
Require: MAX_RETRIES: Maximum number of retries for each question

Constants:
1: MAX_QUESTIONS← N ▷ Maximum number of questions
2: MAX_RETRIES←M ▷ Maximum retries per question

Variables:
3: Qmodified ← Modify(Qinit) ▷ Modified list of seed questions
4: feedbacks← []
5: questions_count← 0
6: termination← False

Execution:
7: for each question qseed ∈ Qmodified do
8: questions_count← questions_count + 1
9: q ← qseed ▷ Start with the seed question

10: while not termination do
11: response← i(q) ▷ Interviewee answers the question
12: feedback, is_correct← G(q, response) ▷ Grader evaluates response
13: feedbacks.append(feedback)
14: if is_correct then
15: break ▷ Move to the next question if correct
16: end if

Retries for Incorrect Answers:
17: retries← 0
18: while not is_correct and retries < MAX_RETRIES do
19: hint← GetHint(q, response, feedback) ▷ Generate hint
20: response← i(hint) ▷ Interviewee retries the question
21: feedback, is_correct← G(q, response)
22: feedbacks.append(feedback)
23: retries← retries + 1
24: end while

Follow-up Question:
25: if questions_count > MAX_QUESTIONS then
26: termination← True ▷ Terminate interview after max questions
27: end if
28: q ← AskFollowup(q) ▷ Switch to a follow-up question
29: end while
30: end for
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C Experimental Setup1172

C.1 Experimental Details1173

Preparing Seed Question: Interviewer model1174

generates modified versions of seed questions1175

through unclarification or paraphrasing1176

For Arithmetic Reasoning tasks (MATH), LLM1177

Interviewer replaces numerical values in a query1178

with unknown variables (e.g., x) or omits specific1179

details. For example, "If there were 5 chocolates1180

and you ate 1, how many are left?" becomes "If1181

there were 5 chocolates and you ate x, how many1182

are left?". This maintains the same reasoning level1183

while preventing the direct application of memo-1184

rized solutions, as seen in methods like those of1185

Mirzadeh et al. (2024). For factuality-based long-1186

form tasks (depth-QA), new problems are created1187

by referencing ground truth solutions and ques-1188

tions from the original dataset to ensure relevance1189

and diversity. Examples of these strategies are in1190

Table 9.1191

Interview Process: Consists of two primary1192

components:1193

1. Response Evaluation: Interviewer assesses1194

interviewee responses using domain-specific1195

criteria (mathematical correctness for1196

MATH; factual accuracy and completeness1197

for STEM) and identifies error sources.1198

2. Follow-up Question Generation: Based on1199

evaluation results, interviewer either probes1200

deeper concepts (for correct responses) or1201

provides targeted feedback to reveal miscon-1202

ceptions (for incorrect responses).1203

Evaluation Metric: For MATH, our evaluation1204

framework implements binary correctness assess-1205

ment for both final answers and solution pro-1206

cesses, along with error categorization that distin-1207

guishes between conceptual understanding, mis-1208

interpretation, and calculation errors. The frame-1209

work also incorporates step-by-step verification1210

of mathematical reasoning and generates targeted1211

follow-up questions when errors are detected.1212

For DepthQA (Ko et al., 2024), our evalua-1213

tion framework uses FActScore (Min et al., 2023)1214

as a metric to calculate factual precision in the1215

model’s long-form generation. These follow-up1216

questions partially address a limitation of previ-1217

ous fact-based evaluations by enabling a some-1218

what broader assessment that includes aspects1219

of recall in addition to precision. employs a 1220

more nuanced approach, decomposing responses 1221

into atomic facts for systematic assessment. The 1222

framework also evaluates quality across multiple 1223

dimensions, including completeness, redundancy, 1224

readability, and depth, while generating follow-up 1225

questions to probe understanding of missing con- 1226

cepts. 1227

Interview Report: The interview report, based 1228

on the detailed interaction logs from the Main In- 1229

terview stage, is shown to the user at the end of the 1230

interview. This content for the report is explained 1231

in § 3.2. Followings are the example of Interview 1232

Report. 1233

C.2 Statistical analysis of the Sampling 1234

We compare the sampling variability of our frame- 1235

work using bootstrapping (sampling with replace- 1236

ment). From the 500 samples, we randomly sam- 1237

ple n samples, repeated the process 10,000 times, 1238

and calculated the p-value. The results showed no 1239

significant statistical difference between n ≥ 100 1240

samples and 500 samples, with results comparable 1241

to those of LLM-as-a-Judge. 1242

Number of Samples 100 300 500
Interviewer p = 0.809 p = 0.832 p = 0.766

Judge p = 0.464 p = 0.740 p = 0.714

Table 7: Statistical Comparison of Sampling Variability
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MATH, Interviewee: GPT-4o
(Interviewer: GPT-4o)

1. Performance Scores(%)

• Accuracy(@ # of interaction):
72(@1), 82(@2), 84(@3)

• Follow-up Accuracy:

– Total 93
– Rationale Questions 99
– Clarification 17

2. Error Types & Examples
* Frequent Rate for Each Type
* Examples are omitted

• Misinterpret.: 0.17

• Calculation: 0.26

• Conceptual: 0.16

3. Summary
The model demonstrates strong mathemat-
ical problem-solving abilities, particularly
in algebra, calculus, and logical reasoning.
It excels in providing detailed, step-by-step
explanations and is effective in handling
follow-up questions and user feedback.
However, it struggles with interpreting
geometric properties, maintaining accu-
racy in complex calculations, and integrat-
ing specific user-provided details with-
out explicit prompts. The model often re-
quires user intervention to correct initial
assumptions and may provide overly ver-
bose explanations. Improvements in han-
dling ambiguous or incomplete informa-
tion and better error-checking mechanisms
could enhance its effectiveness.

1243

MATH, Interviewee: Llama-3.1-8b
(Interviewer: GPT-4o)

1. Performance Scores(%)

• Accuracy(@ # of interaction):
58(@1), 68(@2), 75(@3)

• Follow-up Accuracy:

– Total 76
– Rationale Questions 89
– Clarification 7

2. Error Types & Examples
* Frequent Rate for Each Type
* Examples are omitted

• Misinterpret.: 0.45

• Calculation: 0.26

• Conceptual: 0.27

3. Summary
The model demonstrates strong mathemat-
ical problem-solving skills, particularly in
algebra, quadratic equations, and logical
reasoning. It excels in providing clear, step-
by-step explanations, making it useful for
educational purposes. The model is respon-
sive to follow-up questions and user feed-
back, showing adaptability and a willing-
ness to improve its responses. However, it
struggles with maintaining accuracy in
complex calculations, avoiding unneces-
sary complexity, and handling more ab-
stract or less structured problems. It may
also require user intervention to correct
its approach and simplify its methods.
Overall, the model is effective in structured
mathematical tasks but needs improvement
in dealing with more complex, ambiguous,
or creative problems.

1244
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DepthQA, Interviewee: GPT-4o
(Interviewer: GPT-4o)

1. Performance Scores(%)

• Precision(@ # of interaction):
96.8(@1), 98.8(@2), 99.2(@3)

• Follow-up Accuracy (Additional
Facts):

– Total 92

2. Response Quality & Examples
* Score for Each Type
* Examples are omitted

• completeness.: 83.5

• redundancy: 64.9

• readability: 96.9

• depth: 64.9

3. Summary
The model excels in providing detailed,
structured, and accurate explanations, par-
ticularly in technical, scientific, and math-
ematical domains. It effectively breaks
down complex concepts into understand-
able parts and maintains coherence and
continuity in responses, making it suit-
able for educational purposes. The model
handles follow-up questions well and pos-
itively acknowledges user feedback, al-
though it may not dynamically adapt based
on feedback within a single session. How-
ever, the model struggles with concise-
ness, often providing overly detailed re-
sponses that can overwhelm users seek-
ing brief answers. It may also have dif-
ficulty with highly specialized or nuanced
queries, maintaining context over mul-
tiple interactions, and handling ambigu-
ous or poorly defined questions. Addition-
ally, the model may not always incorpo-
rate the latest information or trends be-
yond its training data. Overall, the model
demonstrates strong capabilities in deliver-
ing comprehensive and accurate informa-
tion but could improve in providing con-
cise answers, handling more abstract or
context-specific queries, and better incor-
porating user feedback.

1245

DepthQA, Interviewee: Llama-3.1-8b
(Interviewer: GPT-4o)

1. Performance Scores(%)

• Precision(@ # of interaction):
89.8(@1), 98.1(@2), 99.6(@3)

• Follow-up Accuracy (Additional
Facts):

– Total 80

2. Response Quality & Examples
* Score for Each Type
* Examples are omitted

• completeness.: 86.3

• redundancy: 59.1

• readability: 90.9

• depth: 81.8

3. Summary
The model excels in providing detailed,
structured, and comprehensive explana-
tions, particularly in scientific, techni-
cal, and mathematical fields. It effec-
tively breaks down complex topics into
understandable segments and uses exam-
ples to enhance clarity. The model han-
dles follow-up questions well, maintaining
coherence and continuity, and incorporates
user feedback constructively to refine its
responses. However, the model struggles
with highly specialized or niche topics,
ambiguous queries, and may initially pro-
vide overly detailed or redundant informa-
tion. It sometimes requires user prompts
to provide deeper insights, maintain con-
ciseness, and ensure technical accuracy.
Additionally, it may face challenges with
real-time data, subjective questions, and
practical complexities without further user
guidance.

1246

C.3 Feedback Example 1247

See Table 8. 1248
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C.4 Human Evaluation of1249

LLM-as-an-Interviewer1250

This section details the evaluation process and cri-1251

teria for validating the three roles of Interviewer1252

models. Four authors conducted the human evalu-1253

ation to systematically assess the effectiveness of1254

each model in three key dimensions: (1) Query1255

Modification, (2) Feedback Generation, and (3)1256

Follow-up Question Generation.1257

In this study, we evaluate GPT-4o, Llama-3.1-1258

70B, and Llama-3.1-8B as interviewers, while us-1259

ing GPT-4o, GPT-3.5, Llama-3.1-70B and Llama-1260

3.1-8B as interviewees to simulate the interview1261

with models of varying capabilities. We validate1262

at least 100 samples per dimension, resulting in1263

over 300 samples per model. This sample size is1264

comparable to or larger than the human-annotated1265

datasets used in prior studies (Wang et al., 2023;1266

Yu et al., 2024).1267

Table 10 presents the evaluation results, show-1268

ing the accuracy of each model’s responses along1269

with the number of evaluated samples in parenthe-1270

ses.1271

C.4.1 Evaluation Criteria1272

Each model’s responses were evaluated to deter-1273

mine whether they correctly followed the intended1274

prompts and adhered to the reference solution. An-1275

notators referenced both the problem statement1276

and the reference solution throughout the evalua-1277

tion process. The following criteria outline the as-1278

sessment methodology:1279

Query Modification For MATH tasks, we as-1280

sessed whether the query retained only the key1281

information necessary for solving the problem,1282

avoiding unnecessary modifications that might al-1283

ter the problem’s complexity. For DepthQA, we1284

evaluated whether the query was reformulated into1285

a well-structured and solvable question aligned1286

with the reference solution.1287

Feedback Generation We evaluated whether1288

the feedback was contextually appropriate to the1289

interviewee’s prior response. The feedback had1290

to avoid contradictions with the reference solu-1291

tion while also refraining from directly reveal-1292

ing the correct answer. Annotators additionally re-1293

viewed the model’s intermediate reasoning (chain-1294

of-thought) to ensure logical coherence.1295

Follow-up Question Generation Follow-up1296

questions were assessed based on their alignment1297

with the problem type and intent. They needed to 1298

be relevant to the previous discussion, logically 1299

structured, and free from redundancy. For STEM- 1300

related questions, we ensured that follow-up 1301

queries were grounded in the reference solution 1302

and contributed meaningfully to the progression 1303

of the interview. 1304

By adopting this structured evaluation frame- 1305

work, we ensure a comprehensive and transparent 1306

assessment of Interviewer models, allowing for 1307

a clear comparison of their capabilities across dif- 1308

ferent interview phases. 1309

19



Feedback Example

Knowledge/Factuality Your response effectively outlines the purpose and communication methods of the AQI
and is clearly articulated. To improve further, ensure that the AQI scale range examples
are accurate and align with commonly accepted values. Additionally, providing a more
detailed explanation of the AQI calculation and data collection process would enhance
the depth and completeness of your answer.

Reasoning Your initial steps show some understanding of the order of operations, but you incorrectly
simplified the expression inside the brackets. Remember to first evaluate the power,
then apply the subtraction, and follow through with the multiplication and division
before finally adding the constant outside the brackets.

Table 8: Examples of Feedback posed by the interviewer (GPT-4o).

Original Modified

MATH
If a recipe for a two-pound cake requires

1.5 cups of flour, how many cups are
needed for 2 five-pound cakes?

If a recipe for a two-pound cake requires
y cups of flour, how many cups are

needed for 2 five-pound cakes?

DepthQA

Question
What are the properties of straight lines
in geometry?

Question
What are parallel and perpendicular lines
in geometry?

Reference Solution
1. A straight line is the shortest distance (...)
8. Parallel lines are always the same
distance apart and never meet.(...)
10. Two lines on a plane that never
meet are called parallel lines.
11. Two lines that intersect at a right angle
(90 degrees) are called perpendicular lines.

Reference Solution
1. A straight line is the shortest distance (...)
8. Parallel lines are always the same
distance apart and never meet.(...)
10. Two lines on a plane that never
meet are called parallel lines.
11. Two lines that intersect at a right angle
(90 degrees) are called perpendicular lines.

Table 9: Example of Query Modification. Changed parts are colored blue in the original and purple in the modi-
fied question.

Interviewer Model

Interview Phase GPT-4o Llama-3.1-70B Llama-3.1-8B

Query Modification 89.5% (105) 84% (100) 73% (100)

Feedback Generation 85.8% (162) 73.5% (102) 58.1% (105)

Follow-up Question Generation 93.8% (145) 85% (100) 62% (100)

Table 10: Each Interviewer’s Performance Across Different Phases (%)
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D Prompt91310

D.1 Preparing Seed Questions1311

MATH

You are given a mathematical expression
where key information must be removed,
but the remaining structure and operations
should not change. Only remove critical
data that makes the problem unsolvable
without that information.
Guidelines:
1. Remove only key information required
for the solution (e.g., constants, values)
without changing the operations and con-
vert to unknown variables or ambiguous
words.
2. Ensure the revised question retains the
same structure and other information.
3. Avoid removing trivial or subtle details.
4. Do not modify the mathematical opera-
tions or alter the structure of the equation.
5. In the explanation, detail exactly how
and where deleted information fits into
the equation or text. For example, ex-
plain which unknown variable or ambigu-
ous words denote what value.
Response format must be in JSON as
shown below:
Example 1: {Example}
Example 2: {Example}
Input Question: {Question}
Output:

1312

DepthQA

You are provided with a question and its so-
lution. Your task is to create a unique ques-
tion based on these.
Instructions:
1. Create one new question that is distinct
from the original question:
- The new question should be directly an-
swerable using the provided solution.
- It should avoid focusing on overly minor
or trivial details.
2. Ensure the new question aligns well with
the given solution and maintains relevance
to the original context.

1313

9Not all prompts are included here. Refer to our GitHub
repository for additional prompts.

Output Format: {Format Example}
Input:
Question: {Question}
Solution: {Solution}

1314

D.2 Interview Process 1315

D.2.1 Feedback Generation 1316

The feedback generation follows two steps ap- 1317

proach. First, the response is graded (using the 1318

Grader Prompt below), and then feedback for the 1319

interviewee is generated based on that grading (us- 1320

ing the Feedback Generator Prompt below). 1321

MATH Grader

Task: You are provided with a model’s out-
put, a reference solution, and a correct an-
swer. Your goal is to determine the correct-
ness of the model’s output by comparing
it with the reference solution and the cor-
rect answer. Note that the reference solu-
tion is just a guide—there could be other
valid methods to solve the problem.
Possible Error Types:
1. Concept: This error type indicates the
model lacks the concept used to solve the
problem. In this case, the feedback should
contain a question that can check the un-
derstanding of the concept. (e.g., What is
the Pythagorean theorem?)
2. Misinterpret: The model misunder-
stood or misinterpreted the question. In this
case, the feedback should include a follow-
up question or clarification that helps the
model reassess and correctly interpret the
original question. This ensures the model
understands the context and requirements
before proceeding.
3. Calculation: The model made a mistake
in calculation.
4. N/A: None of the above.
Response Format: {Format Example}
Input:
Initial question: {Question}
Correct answer: {answer}
Reference solution: {Solution}
Model’s Output: history

1322
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MATH Feedback Generator

Refer to the pre-generated evaluation on
the given question below and generate
feedback for the model.
Your response must include: 1. Feedback:
Provide the model with concise, construc-
tive guidance based on the evaluation and
reference solution.
2. Feedback Type: Choose one of the fol-
lowing:
- Conceptual Guidance: Focus on under-
standing key concepts.
- Error Identification and Correction: Ad-
dress specific mistakes and guide correc-
tions.
- Process and Strategy Guidance: Improve
the model’s approach or strategy.
- Precision and Accuracy Emphasis: Stress
precision in calculations or answer format.
- Encouragement and Affirmation: Moti-
vate and reinforce correct actions.
Guidelines: 1. Do not reveal the solution.
Guide the assistant toward understanding
the correct approach.
2. Ensure feedback is unique, avoiding rep-
etition.
3. Provide progressively more specific
hints without focusing on trivial issues.
4. If the model does not seem to understand
the question, explain what the question is.
Response format must be in JSON as
shown below: {example}
Input:
Question: {Question}
Reference Solution (DO NOT disclose):
{Solution}
Correct Answer (DO NOT disclose): {an-
swer}
Pre-generated Evaluation: evaluation
Previous Feedback: model history
Model Output (to evaluate): model output
Output:

1323

STEM Grader

Task:
You are given a question, a reference so-
lution, and the model’s output, which is
broken down into atomic fact units, along
with their correctness and justification. The

1324

model has revised the incorrect parts of its
original output, and these revisions are pro-
vided in the model’s correction statement.
Your task is to update the model’s original
output by replacing the corresponding re-
vised facts with those found in the model’s
correction statement. Ensure that updated
facts are from the model’s correction state-
ment, not the reference solution. For facts
that were not revised, maintain the same
content and correctness as before, so that
your output contains the same number of
atomic facts as the model’s original output.
Output Format: {Format Example}
Input:
Question: {question}
Solution: {solution}
Previous Feedback: {feedback}
Model’s original output with correctness:
{history}
Model’s correction statement: {correction}

Output:
1325

STEM Feedback Generator

You are an expert tasked with evaluating
and providing feedback on an assistant’s
performance. Your response should contain
the following elements:
1. "status": Indicate whether the an-
swer is "complete" (fully correct), "par-
tially_correct" (some elements are correct
but not all), or "incorrect" (entirely wrong).
2. "feedback": Provide specific, construc-
tive feedback based on the differences be-
tween the correct solution and the model’s
output. Your feedback should:
- Highlight what aspects of the answer are
correct (if any).
- Identify specific areas where the model’s
output differs from the correct solution,
without revealing the entire solution.
- Offer guidance or hints that can help the
model improve its answer, focusing on the
concepts or steps that need correction.
- If the process is incorrect but the final
answer is right, explain that the reasoning
needs improvement.
- Encourage the model to think step-by-

1326
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step and retry if necessary.
Remember: - Do not give away the com-
plete solution or tell exactly which step is
incorrect.
- If it’s not the first attempt, provide more
detailed hints, such as mentioning a rele-
vant equation or concept, without repeating
previous feedback.
- Tailor your feedback to the specific errors
or misconceptions evident in the model’s
output.
- If there is a lack in at least one aspect
among completeness, redundancy, read-
ability, or depth, consider it incomplete and
provide feedback on the identified short-
comings.
Examples of the expected format and
style of feedback: {Examples}
Input:
Question: question
Reference Answer (DO NOT disclose this
to the assistant): answer
Correct Solution (DO NOT disclose this to
the assistant): solution
Previous Feedbacks: model_history
Model Output (This is the part to be evalu-
ated): model_output
Ensure your feedback is unique and does
not repeat previous feedback.
Expert Feedback:

1327

D.2.2 Follow-Up Question Generation1328

MATH Fail:1329

If the seed question is answered incorrectly, gen-1330

erate a clarification question based on the model’s1331

error type. The question should focus on the con-1332

cept or interpretation of the seed question to help1333

identify the source of the misunderstanding.1334

MATH Success:1335

If the seed question is answered correctly, gen-1336

erate a follow-up rationale question to assess the1337

model’s understanding of the reasoning behind its1338

solution.1339

DepthQA: Regardless of whether the seed ques-1340

tion is answered correctly or not, generate a1341

follow-up question based on the reference mate-1342

rial. The question should inquire about additional1343

facts or details that the model did not address in its1344

response.1345

MATH Fail

Task:
You are a question generator for assess-
ing the model. Below are the list of the
answer history of an Evaluatee model that
keeps getting the question wrong, its error
type, the corresponding problem, and the
solution. Your role is to generate a proper
follow-up question based on the model’s
error type.
Instructions: 1. Model’s Error Type is
{error_type}. Do not disclose the error
type to the model.
2. Based on the error type, generate appro-
priate feedback as described below.
Possible Error Types:
1. Concept: This error type indicates the
model lacks the concept used to solve the
problem. The feedback should contain a
question to assess the understanding of the
concept. (e.g., What is the Pythagorean the-
orem?)
2. Misinterpret: The model misunder-
stood or misinterpreted the question. The
feedback should include a follow-up ques-
tion or clarification to help the model re-
assess and correctly interpret the original
question. This ensures the model under-
stands the context and requirements before
proceeding.
3. Calculation: The model made a mistake
in calculation. Feedback should focus on
identifying the part that requires recalcula-
tion.
4. N/A: None of the above. Provide a cus-
tom description.
Response Format (JSON): {Format Ex-
ample}
Input Data:
Question: {question}
Correct Answer (DO NOT disclose):
{answer}
Reference Solution (DO NOT disclose):
{solution}
Previous Feedback: {Dialogue_History}
Model’s Error Type: {error_type}

Output:
1346
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MATH Success

Task:
You are an evaluator assessing the Evalua-
tee model. The Evaluatee has successfully
answered the problem, and the following
is the Evaluatee’s solution. Your role is to
determine whether the Evaluatee truly un-
derstands their solution or if they arrived
at the answer through memorization with-
out proper understanding. To do this, you
should ask questions that can assess the
model’s understanding of its own solution.
Guidelines: 1. If there are errors or missing
steps in the Evaluatee’s solution, ask ques-
tions to clarify or correct these issues.
2. If there are no errors in the solution, ask
questions to confirm the Evaluatee’s under-
standing of the solution steps.
3. Generate one question and provide the
answer in JSON format. Be sure not to ask
questions that are already present in the
previous history below.
4. Create the question solely based on the
model’s solution.
Response Format (JSON): {Format Ex-
ample}
Input Data:
Initial Question: {initial_question}
Correct Answer (DO NOT disclose):
{answer}
Reference Solution (DO NOT disclose):
{solution}
Model’s Solution: {model_solution}
Output:

1347

DepthQA

Task:
You are given three inputs: 1. Question:
The original question that was asked.
2. Reference Answer: A list of atomic
facts with labels indicating whether each
fact is supported or unsupported by a
model’s output.
3. Model’s Output: The model’s output
and the corresponding correctness for the
given question.
Instruction:
1. Your task is to generate follow-up ques-
tions based on the atomic facts from the

1348

Reference Answer that were labeled as un-
supported by the model’s output.
2. The follow-up questions should be de-
signed to test whether the model under-
stands the unsupported facts.
3. Never include any facts from the refer-
ence solution to the question. Instead, ask
questions to verify knowledge.
4. The questions should indirectly refer-
ence the concepts in a way that allows us
to assess the model’s understanding.
5. Your follow-up questions should not
simply ask the fact directly but should
guide the model to demonstrate whether it
knows the fact.
Output Format (JSON): {Format Exam-
ple}
Input Data:
Question: question
Reference Answer: solution

Output:
1349

D.3 Summarizing Interview 1350

Session Summarize Prompt

Task:
The following is a conversation between
user and system. Summarize the conver-
sation.
Instructions:
1. Instead of focusing on the specific de-
tails of the questions and answers, provide
a summary that highlights:
- The overall flow of the conversation.
- system’s problem-solving abilities.
Input:
Session History: {session_history}
Output:
Summary:

1351
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Summarize Prompt for Interview Report

Summarize the following problem sum-
maries of the system’s problem-solving
abilities. In your summary, try to provide
general insights into the capabilities of the
model, such as:
Strength and weakness of the model
Does the model respond well to the user’s

follow-up questions?
Does the model handle the user’s feedback
effectively?
What types of information or tasks does

the model handle well?
What types of problems or details does the
model struggle with?
Answer the following questions one by
one. Do not focus on specific examples,
but rather offer a general overview of the
model’s strengths and weaknesses.
Here are the system’s problem-solving
abilities to summarize. Don’t generate too
long: {chunk_dict}

1352

E Evaluating LLMs with1353

LLM-as-an-Interviewer1354

E.1 Evaluation Result of MINT1355

As highlighted in the Related Work section, prior1356

studies of multi-turn dynamic evaluation are de-1357

signed with distinct objectives and methodologies,1358

making direct comparisons difficult. Among the1359

available benchmarks, we select MINT (Wang1360

et al., 2023), which evaluates Multi-turn Inter-1361

action with Tool usage, as it aligns closely with1362

our focus. Specifically, we choose the Reason-1363

ing subset of MINT, which excludes external tools1364

or code execution and consists of 316 samples1365

sourced from GSM8K, MATH, HotpotQA, Theo-1366

remQA, and MMLU.1367

For this evaluation, we leverage our LLM-as-1368

an-Interviewer framework, implemented as a1369

PyPI module, showcasing its applicability beyond1370

datasets like MATH and DepthQA.1371

E.1.1 Evaluation1372

We assess six models and compare three1373

models—Llama-{8B/70B} and GPT-3.5-1374

Turbo—that have prior results reported in MINT.1375

To maintain consistency in measuring accuracy1376

without feedback or interaction—comparing1377

Acc_seed(1) from our framework with k=1 1378

from MINT—we do not apply any query 1379

modifications. 1380

Table 11 presents the performance assessed by 1381

the LLM-as-an-Interviewer framework, while Ta- 1382

ble 12 shows the results from the MINT frame- 1383

work. Discrepancies between Acc_seed(1) and 1384

k=1 may arise due to differences in tool usage and 1385

prompt structures. MINT employs longer initial 1386

prompts that explicitly guide tool usage and define 1387

output formats, potentially influencing accuracy at 1388

k=1. 1389

E.2 Evaluation Result of MT-bench 1390

We compare performance on MT-Bench (Chiang 1391

et al., 2024), a 2-turn static benchmark with 80 1392

samples across various tasks (e.g., writing, rea- 1393

soning, math, coding, roleplay). For the baseline, 1394

model responses are evaluated sequentially using 1395

turn = 1 and turn = 2 queries from the dataset. In 1396

the Interviewer setting, turn = 1 queries serve 1397

as seed questions without modification, followed 1398

by follow-up questions posed by the Interviewer 1399

(turn = 2). The scores range from 1 to 10 (refer to 1400

the method in (Chiang et al., 2024)). 1401

E.3 Follow-Up Question Example of 1402

DepthQA 1403

In the following example, the follow-up question 1404

targets the n-th roots mentioned in the reference 1405

solution but missing from the model’s previous re- 1406

sponse. This type of follow-up question is central 1407

to DepthQA. It partially address a key limitation 1408

of traditional factuality scoring, which only evalu- 1409

ates the facts the model provides (i.e., precision). 1410

By probing further with additional questions, we 1411

can assess the model’s broader factuality, captur- 1412

ing missing or incomplete information. 1413
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Model Judge Acc_seed(1) Acc_seed(2) Acc_seed(3) ∆

GPT-4o 0.753 0.753 0.832 0.858 0.105
GPT-3.5-turbo 0.467 0.467 0.644 0.717 0.250
Llama-3.1-70b 0.648 0.648 0.759 0.794 0.146
Llama-3.1-8b 0.537 0.537 0.673 0.733 0.196
DeepSeek-math 0.155 0.155 0.389 0.509 0.354
Qwen-math 0.215 0.215 0.304 0.342 0.127

Table 11: Performance of different models using LLM-as-an-Interviewer Framework in MINT reasoning
dataset. ∆ represents the difference between Acc_seed(3) and Acc_seed(1).

Model k = 1 k = 2 k = 3 k = 5 ∆

GPT-3.5-turbo 0.0316 0.117 0.323 0.535 0.2914
Llama-3.1-70b 0.370 0.411 0.484 0.658 0.114
Llama-3.1-8b 0.282 0.358 0.364 0.377 0.082

Table 12: Performance of different models using MINT Framework in MINT reasoning dataset. K denotes
the number of interactions. ∆ represents the difference between k = 3 and k = 1.

Model Baseline Interviewer
1 2 1 2

GPT4o 9.08 8.30 9.03 8.52
GPT-3.5-turbo 8.40 7.54 8.38 8.18
Llama-3.1-70B 8.70 8.08 8.70 8.36
Llama-3.1-8B 8.52 7.58 8.48 7.75
Deepseek-Math-7B 5.68 5.56 5.51 5.71
Qwen-Math-7B 4.91 2.73 4.6 4.9

Table 13: Performance comparison of models on MT-
Bench and the Interviewer setting.

DepthQA Follow-up Question Example

User: What is the significance of the roots
of unity in mathematics and physics?
System: The roots of unity are important
in mathematics and physics because they
have connections to many different areas
of study. In mathematics, they are used in
algebra, number theory, and complex anal-
ysis. In physics, they appear in wave func-
tions, quantum mechanics, and signal pro-
cessing. The roots of unity also have appli-
cations in computer science, cryptography,
and engineering. Overall, they play a key
role in understanding the behavior of pe-
riodic functions and symmetries in various
mathematical and physical systems.

# Follow-up Question
User: Can you provide an example of
determining the 6th roots of unity and
specifying their arguments in radians?
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Reference Solution
The roots of unity refer to the complex so-
lutions of the equation zn = 1, where n is
a positive integer. These roots are regularly
spaced around the circumference of the
unit circle in the complex plane and hence,
are of significant importance in many areas
of mathematics and physics.
The term "unity" signifies the number 1,
and "roots" refer to the solutions of an
equation. So, the roots of unity are es-
sentially the solutions to the equation that
equal 1 when raised to the power n.
Each n-th root of unity is given by the
formula: z = cos

(
2πk
n

)
+ i sin

(
2πk
n

)
for k = 0, 1, . . . , n − 1. Here, cos and sin
are the standard trigonometric functions, i
refers to the imaginary unit, and π is the
mathematical constant Pi (approximately
equal to 3.14).
Let’s say if you wanted to determine the 4th
roots of unity, (omitted)
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F Full Interview Log1416

MATH Full Log

Interviewee : Llama-3.1-70b, Inter-
viewer : GPT-4o

User: Question: The number√
x
√
6 + y

√
10 + z

√
15 + w

can be written as a
√
2 + b

√
3 + c

√
5,

where a, b, and c
are positive integers. Find a · b · c.

The given expression can be written as
a
√
2 + b

√
3 + c

√
5,

where a, b, and c are positive integers.
We are given the expression:√

x
√
6 + y

√
10 + z

√
15 + w

Squaring the expression to get rid of the
outer square root:
(x
√
6 + y

√
10 + z

√
15 + w) =

(a
√
2 + b

√
3 + c

√
5)2

Expanding the right side:
(x
√
6 + y

√
10 + z

√
15 + w) =

2a2 + 3b2 + 5c2 + 2ab
√
6 + 2ac

√
10 +

2bc
√
15 + 2abc

√
30

Comparing the coefficients of
√
6,
√
10,

and
√
15:

x = 2ab, y = 2ac, z = 2bc
Also, the constant term w is:
w = 2a2 + 3b2 + 5c2

We know that a, b, and c are positive
integers.
From the coefficients of

√
6,
√
10, and√

15:
x = 2ab, y = 2ac, z = 2bc
We can see that x, y, and z can be ex-
pressed as multiples of 2.
Also, the constant term w is:
w = 2a2 + 3b2 + 5c2

Since x, y, and z are multiples of 2, w
must be a multiple of 2 as well.
The least possible values for a, b, and c
that satisfy the conditions are:
a = 1, b = 1, c = 1
Substituting these values in:
x = 2ab = 2(1)(1) = 2
y = 2ac = 2(1)(1) = 2
z = 2bc = 2(1)(1) = 2
w = 2a2 + 3b2 + 5c2 = 2(1)2 + 3(1)2 +
5(1)2 = 10
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However, w = 10 is not a multiple of 2
that satisfies the conditions.

User: You got a correct answer! Good Job.

I’m glad I was able to solve the problem
correctly in the end.
It was a bit of a journey,
but using the exact values of 104, 468, 144,
and 2006 for x, y, z, and w respectively,
helped to simplify the problem and arrive
at the correct solution.
If you have any more problems you’d like
help with, feel free to ask!

User: How do you determine the values of
’a’, ’b’, and ’c’
from the equations ab = 52, ac = 234,
and bc = 72?

To determine the values of ’a’, ’b’, and ’c’
from the equations
ab = 52, ac = 234, and bc = 72, we can
use the following steps:
1. Divide the equation ac = 234 by the
equation ab = 52:
ac
ab = 234

52
c
b = 9

4
2. Multiply both sides by b to get:
c = 9

4b
3. Now, substitute this expression for c into
the equation bc = 72:
b ·

(
9
4b
)
= 72

9
4b

2 = 72
4. Multiply both sides by 4

9 to get:
b2 = 72 · 49
b2 = 32
5. Take the square root of both sides:
b =
√
32

b = 4 (since b is a positive integer)
6. Now that we have the value of b, we
can find the value of a using the equation
ab = 52:
a = 52

b
a = 52

4
a = 13
7. Next, find the value of c using the
equation ac = 234:
c = 234

a
c = 234

13
1418
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c = 18
These values satisfy the original equations
ab = 52, ac = 234, and bc = 72.

User: Your explanation is generally cor-
rect, but there are some inconsistencies in
your steps.
Specifically, your calculation of b and the
adjustment for c requires clarification.
You initially found b = 4, which is correct,
but then multiplied b by 2 without clear
reasoning.
Finally, you identified the correct values,
but the intermediate explanations
need to be streamlined for consistency.
Could you revisit
and clarify these steps to arrive at a consis-
tent conclusion?

You are correct, my initial explanation had
some inconsistencies.
Here’s a revised explanation for determin-
ing the values of ’a’, ’b’, and ’c’
from the equations ab = 52, ac = 234,
and bc = 72:
1. Divide the equation ac = 234 by the
equation ab = 52:
ac
ab = 234

52
c
b = 9

4
2. Multiply both sides by b to get:
c = 9

4b
3. Now, substitute this expression for c into
the equation bc = 72:
b ·

(
9
4b
)
= 72

9
4b

2 = 72
4. Multiply both sides by 4

9 to get:
b2 = 72 · 49
b2 = 32
5. Take the square root of both sides:
b =
√
32

b = 4 (since b is a positive integer)
6. Now that we have the value of b, we
can find the value of a using the equation
ab = 52:
a = 52

b
a = 52

4
a = 13
7. Next, find the value of c using the
equation ac = 234:
c = 234

a
1419

c = 234
13

c = 18
This way, we arrive at the correct values
for a, b, and c in a consistent and straight-
forward manner:
a = 13, b = 4, c = 18.
Thank you for pointing out the inconsis-
tencies in my initial explanation.
I hope this revised explanation helps
clarify the steps.
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DepthQA Full Log

Interviewee : Llama-3.1-70b, Inter-
viewer : GPT-4o

User: Question: What are some sce-
narios where the forward or backward
difference approximations are preferred
over the central difference approximation?

System: There are several scenarios where
the forward or backward difference ap-
proximations are preferred over the central
difference approximation:
1. **Boundary conditions**: When ap-
proximating the derivative at a boundary
point, the central difference approximation
is not feasible because it requires points on
both sides of the boundary. In such cases,
the forward or backward difference ap-
proximation is used, depending on whether
the boundary point is at the beginning or
end of the interval.
2. **Non-uniform grids**: When the grid
points are not uniformly spaced, the cen-
tral difference approximation may not be
the most accurate choice. In such cases, the
forward or backward difference approxi-
mation can be used, taking into account the
non-uniform spacing of the grid points.
3. **Noise or irregular data**: When the
data is noisy or irregular, the central differ-
ence approximation may amplify the noise
or irregularities. In such cases, the forward
or backward difference approximation can
be used to reduce the effect of noise or ir-
regularities.
4. **Stability and convergence**: In some
numerical methods, such as finite differ-
ence methods for solving partial differen-
tial equations, the forward or backward dif-
ference approximation may be preferred
over the central difference approximation
for stability and convergence reasons.
5. **Computational efficiency**: In some
cases, the forward or backward differ-
ence approximation may be computation-
ally more efficient than the central differ-
ence approximation, especially when the
number of grid points is large.

1421

6. **Advection-dominated problems**: In
problems where advection dominates dif-
fusion, the backward difference approxi-
mation may be preferred over the central
difference approximation to reduce numer-
ical diffusion.
7. **Time-dependent problems**: In time-
dependent problems, the backward differ-
ence approximation may be preferred over
the central difference approximation to en-
sure stability and convergence.
In summary, the choice of difference
approximation depends on the specific
problem, the nature of the data, and the
requirements of the numerical method.
User: Your explanation covers several
important scenarios where forward or
backward difference approximations might
be preferred, but some areas need more
detailed context and justification. For
instance, could you explain when grid
points are not uniformly spaced and why
central difference may not be accurate
there? Also, clarify how the central dif-
ference method might amplify noise or
irregularities compared to other methods.
Additionally, elaborating on why the
backward difference might be used in
advection-dominated problems and the
suitability of backward difference for time-
dependent problems would strengthen
your response. Overall, consider div-
ing deeper into these points to improve
the completeness and depth of your answer.

System: I’d be happy to provide more de-
tailed explanations for the scenarios where
the forward or backward difference ap-
proximations are preferred over the central
difference approximation.
**Non-uniform grids:**
When the grid points are not uniformly
spaced, the central difference approxima-
tion may not be the most accurate choice.
This is because the central difference for-
mula assumes that the grid points are
evenly spaced, and it uses the average
of the function values at the neighboring
points to approximate the derivative. How-
ever, when the grid points are not uni-
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formly spaced, this assumption is no longer
valid.
For example, consider a scenario where the
grid points are spaced more closely near
the boundary of the domain than in the inte-
rior. In this case, the central difference for-
mula would use the same weighting for the
function values at the neighboring points,
even though the points near the boundary
are more closely spaced. This can lead to
inaccurate results, especially if the function
is rapidly changing near the boundary.
In contrast, the forward or backward dif-
ference approximations can be adapted to
handle non-uniform grids by taking into ac-
count the spacing between the grid points.
For example, the forward difference for-
mula can be modified to use the distance
between the current point and the next
point, rather than assuming a uniform spac-
ing.
**Noise or irregular data:**
When the data is noisy or irregular, the cen-
tral difference approximation may amplify
the noise or irregularities. This is because
the central difference formula uses the dif-
ference between the function values at the
neighboring points, which can accentuate
any noise or irregularities in the data.
For example, consider a scenario where the
data has a high-frequency noise compo-
nent. The central difference formula would
use the difference between the function val-
ues at the neighboring points, which would
amplify the noise component. In contrast,
the forward or backward difference ap-
proximations would use the difference be-
tween the current point and the next or pre-
vious point, respectively, which can help to
reduce the effect of the noise.
Additionally, the central difference formula
can also be sensitive to outliers or irregu-
larities in the data. For example, if there is
a single outlier in the data, the central dif-
ference formula would use this outlier in
the calculation of the derivative, which can
lead to inaccurate results. In contrast, the
forward or backward difference approxi-
mations can be more robust to outliers, as
they only use the current point and the next
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or previous point, respectively.
**Advection-dominated problems:**
In problems where advection dominates
diffusion, the backward difference approx-
imation may be preferred over the central
difference approximation to reduce numer-
ical diffusion. Advection-dominated prob-
lems are characterized by a strong convec-
tive flow, which can lead to numerical dif-
fusion when using the central difference
approximation.
Numerical diffusion is a phenomenon
where the numerical solution of the prob-
lem becomes smeared or diffused, even
though the underlying physics of the prob-
lem does not involve diffusion. This can
happen when the central difference approx-
imation is used, as it can introduce artificial
diffusion into the solution.
The backward difference approximation,
on the other hand, can help to reduce nu-
merical diffusion by using the upwind di-
rection to calculate the derivative. The up-
wind direction is the direction in which the
flow is moving, and using this direction can
help to reduce the artificial diffusion intro-
duced by the numerical method.
For example, consider a problem where a
pollutant is being transported by a fluid
flow. The central difference approximation
would use the average of the pollutant con-
centrations at the neighboring points to cal-
culate the derivative, which can lead to
numerical diffusion. In contrast, the back-
ward difference approximation would use
the pollutant concentration at the upwind
point to calculate the derivative, which can
help to reduce numerical diffusion.
**Time-dependent problems:**
In time-dependent problems, the backward
difference approximation may be preferred
over the central difference approximation
to ensure stability and convergence. Time-
dependent problems involve solving a par-
tial differential equation that changes over
time, and the numerical method must be
able to capture the time-dependent behav-
ior of the solution.
The backward difference approximation is
often preferred in time-dependent prob-
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lems because it is unconditionally stable,
meaning that it will converge to the correct
solution regardless of the time step size.
The central difference approximation, on
the other hand, can be conditionally stable,
meaning that it will only converge to the
correct solution if the time step size is small
enough.
For example, consider a problem where
a wave is propagating through a medium
over time. The central difference approxi-
mation would use the average of the wave
amplitude at the neighboring points to cal-
culate the derivative, which can lead to in-
stability if the time step size is too large.
In contrast, the backward difference ap-
proximation would use the wave amplitude
at the previous time step to calculate the
derivative, which can help to ensure stabil-
ity and convergence.
In summary, the choice of difference
approximation depends on the specific
problem, the nature of the data, and the
requirements of the numerical method. The
forward or backward difference approxi-
mations can be preferred over the central
difference approximation in scenarios such
as non-uniform grids, noisy or irregular
data, advection-dominated problems, and
time-dependent problems."

User: Your output provides a comprehen-
sive and detailed explanation of various
scenarios where forward or backward dif-
ference approximations may be preferred
over central difference. However, consider
if the preference for specific difference
approximations might depend on factors
beyond stability and convergence, and re-
flect on whether computational efficiency
is a significant deciding factor. Addition-
ally, some redundancy in the discussion
of non-uniform grids and noisy data could
be consolidated to improve conciseness.
Overall, the depth and readability of your
explanation are strong, but ensure all
points are necessary to the question.

System: I’d be happy to refine my expla-
nation to address your points and provide a
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more concise response.
**Non-uniform grids and noisy data:**
In scenarios where the grid points are not
uniformly spaced or the data is noisy or
irregular, the forward or backward differ-
ence approximations may be preferred over
the central difference approximation. The
central difference formula assumes uni-
form spacing and can be sensitive to noise
or irregularities, which can lead to inac-
curate results. In contrast, the forward or
backward difference approximations can
be adapted to handle non-uniform grids and
reduce the effect of noise or irregularities.
For example, in problems with high-
frequency noise or outliers, the forward
or backward difference approximations can
provide a more robust estimate of the
derivative by using the difference between
the current point and the next or previ-
ous point, respectively. Similarly, in non-
uniform grids, the forward or backward dif-
ference approximations can take into ac-
count the varying spacing between grid
points to provide a more accurate estimate
of the derivative.
**Advection-dominated problems:**
In problems where advection dominates
diffusion, the backward difference approx-
imation may be preferred over the central
difference approximation to reduce numer-
ical diffusion. The central difference ap-
proximation can introduce artificial diffu-
sion into the solution, which can be miti-
gated by using the backward difference ap-
proximation and the upwind direction to
calculate the derivative.
**Time-dependent problems:**
In time-dependent problems, the backward
difference approximation may be preferred
over the central difference approximation
to ensure stability and convergence. The
backward difference approximation is un-
conditionally stable, whereas the central
difference approximation can be condition-
ally stable, requiring a small enough time
step size to converge.
**Computational efficiency:**
While computational efficiency can be a
consideration in choosing a difference ap-
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proximation, it is often secondary to sta-
bility and convergence. In some cases, the
forward or backward difference approxi-
mations may be computationally more ef-
ficient than the central difference approxi-
mation, especially when the number of grid
points is large. However, this advantage
may be outweighed by the need for stabil-
ity and convergence in many applications.
**Additional considerations:**
Beyond stability and convergence, the
choice of difference approximation may
depend on factors such as:
* **Boundary conditions:** The forward
or backward difference approximations
may be preferred at boundary points, where
the central difference approximation is
not feasible. * **Problem physics:** The
choice of difference approximation may
depend on the specific physics of the prob-
lem, such as the dominance of advection or
diffusion. * **Numerical method:** The
choice of difference approximation may be
influenced by the overall numerical method
being used, such as finite difference or fi-
nite element methods.
In summary, the choice of difference
approximation depends on a range of
factors, including stability, convergence,
computational efficiency, and problem-
specific considerations. While the central
difference approximation is often a good
choice, the forward or backward differ-
ence approximations may be preferred in
scenarios with non-uniform grids, noisy
data, advection-dominated problems, or
time-dependent problems.

User: You got a correct explanation! Good
Job.

User: In the context of boundary con-
ditions, how would you choose between
forward and backward difference approx-
imations at the start and end of the domain?

System: When choosing between forward
and backward difference approximations at
the start and end of the domain, it ulti-
mately depends on the specific boundary
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conditions and the direction of information
flow. Here’s a general guideline:
**Start of the domain:**
* If the boundary condition at the start
of the domain is a **Dirichlet boundary
condition** (i.e., the value of the func-
tion is specified at the boundary), a **for-
ward difference approximation** is often
used. This is because the forward differ-
ence approximation looks ahead to the next
point, which is inside the domain, to esti-
mate the derivative. This approach is con-
sistent with the direction of information
flow, where the boundary condition is im-
posed from the outside and influences the
behavior of the solution inside the domain.
* If the boundary condition at the start
of the domain is a **Neumann bound-
ary condition** (i.e., the derivative of the
function is specified at the boundary), a
**backward difference approximation** is
not suitable, as it would look backwards
outside the domain. In this case, a forward
difference approximation or a ghost point
method (where a fictional point is intro-
duced outside the domain to apply the Neu-
mann boundary condition) can be used.
**End of the domain:**
* If the boundary condition at the end of
the domain is a **Dirichlet boundary con-
dition**, a **backward difference approx-
imation** is often used. This is because the
backward difference approximation looks
backwards to the previous point, which is
inside the domain, to estimate the deriva-
tive. This approach is consistent with the
direction of information flow, where the
boundary condition is imposed from the
outside and influences the behavior of the
solution inside the domain. * If the bound-
ary condition at the end of the domain
is a **Neumann boundary condition**, a
**forward difference approximation** is
not suitable, as it would look forward out-
side the domain. In this case, a backward
difference approximation or a ghost point
method can be used.
**Additional considerations:**
* When using forward or backward differ-
ence approximations at the boundaries, it’s
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essential to ensure that the chosen method
is consistent with the overall numerical
method being used (e.g., finite difference or
finite element methods). * In some cases, a
**ghost point method** or a **one-sided
finite difference** can be used to apply
boundary conditions. These methods intro-
duce fictional points outside the domain
to apply the boundary conditions, which
can be useful when dealing with complex
boundary conditions or non-uniform grids.
In summary, the choice between forward
and backward difference approximations at
the start and end of the domain depends on
the specific boundary conditions and the di-
rection of information flow. A forward dif-
ference approximation is often used at the
start of the domain with Dirichlet bound-
ary conditions, while a backward differ-
ence approximation is often used at the end
of the domain with Dirichlet boundary con-
ditions."
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G Mitigating Contamination Issue with1430

LLM-as-an-Interviewer1431

G.1 Training Details and Configurations1432

For training, we utilized four 80GB NVIDIA1433

A100 GPUs. We trained Zephyr models using the1434

implementation from the Alignment Handbook1435

repository. 10 We trained OLMoE models using1436

the instructions provided on its GitHub repository.1437
111438

Training hyperparameters are detailed in Table1439

15 and 16.1440

G.2 Experimental Results in DepthQA1441

OLMoE Zephyr

Model. Judge. Interv. Judge. Interv.

Uncontam.
Train setID [1] 0.70 0.71 0.84 0.80

Avg. 0.70 0.71 0.84 0.80

Contam.
Test setID [4] 1.00 0.80 0.86 0.85
+Train setID [5] 0.95 0.73 0.87 0.88
+Instruct [6] 0.91 0.70 0.86 0.83

Avg. 0.93 0.76 0.87 0.85

Table 14: Performance of uncontaminated and con-
taminated models on DepthQA dataset. "Judge"
refers to the LLM-as-a-Judge setting, and "Interv"
refers to the LLM-as-an-Interver setting.

Table 14 shows the contamination experiment1442

results in DepthQA.1443

10Alignment Handbook Repository
11OLMoE GitHub Repository

Base Model alignment-handbook/zephyr-7b-sft-full
Torch dtype bfloat16

Epoch 10
Max Seq Length 4096
Learning Rate 1e-5

Train Batch Size 32
Random Seed 42

Training Method Supervised Fine-tuning

Table 15: Hyperparameters used to train Zephyr 7B.

Base Model allenai/OLMoE-1B-7B-0924-Instruct
Torch dtype bfloat16

Epoch 10
Max Seq Length 4096
Learning Rate 2e-5

Train Batch Size 16
Training Method Supervised Fine-tuning

Table 16: Hyperparameters used to train OLMoE-1B-7B
model.
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H Reliability of LLM-as-an-Interviewer1444

H.1 Verbosity Bias1445

Table 3 presents the correlation between scores1446

and interaction lengths across different stages of1447

the interaction.1448

H.2 Self-Enhancement Bias1449

Existing papers primarily analyze the self-1450

enhancement bias of LLM-as-a-Judge through rel-1451

ative rating—comparing the responses of two1452

models and selecting the preferred one (Chi-1453

ang et al., 2024). However, since LLM-as-an-1454

Interviewer uses absolute rating—evaluating only1455

a single model’s response—it is difficult to di-1456

rectly analyze self-enhancement bias. Therefore,1457

we only check whether an apparently observable1458

self-enhancement bias exists.1459

We analyze self-enhancement bias using GPT-1460

4o, Llama-3.1-70B, and Llama-3.1-8B as both1461

Interviewers and Interviewee. Figures 4-5 in-1462

dicate that self-enhancement bias, defined as as-1463

signing higher scores to oneself, is observed1464

only in Llama-3.1-70B among the models. In the1465

MATH dataset, GPT-4o and Llama-3.1-8B tend1466

to assign themselves slightly lower scores com-1467

pared to other Interviewers, whereas Llama-3.1-1468

70B assigns itself marginally higher scores. De-1469

spite this, the behavior has negligible impact on1470

the overall rankings. As interactions progress, this1471

bias diminishes further, and the score gap be-1472

tween GPT-4o and Llama-3.1-70B increases sig-1473

nificantly. A similar pattern of diminishing bias1474

and widening score differences is observed in the1475

DepthQA dataset.1476

Figure 4 and 5 show the trend of self-1477

enhancement bias in MATH and DepthQA. Sim-1478

ilar to MATH (Figure 4), no significant self-1479

enhancement bias is observed except for Llama-1480

3.1-70b. Figure 6 illustrates the trends in MATH1481

and DepthQA for follow-up questions. In MATH,1482

as in previous results, Llama-3.1-70b consistently1483

gives itself higher scores when grading its own1484

responses compared to other models. However,1485

Llama-3.1-70b also tends to give higher scores1486

when grading other models, making it difficult to1487

determine whether this is due to self-enhancement1488

bias or because it generates easier follow-up ques-1489

tions compared to other models. In DepthQA,1490

GPT-4 shows a similar pattern, giving itself higher1491

scores when grading its own responses, but also1492

assigning higher scores to other models when act- 1493

ing as the interviewer. 1494
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(a) Interaction 1 (b) Interaction 2 (c) Interaction 3

Figure 3: Distribution of Response Lengths (measured in tokens) Across Scores in DepthQA. The regression
correlation coefficient (r) decreases with the number of Interaction, suggesting a reduction in Verbosity Bias as
Interactions progress.
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(a) Interaction 1 (b) Interaction 2 (c) Interaction 3

Figure 4: Accuracy of Models as Interviewees by Number of Interactions in MATH. The red-highlighted boxes
indicate self-evaluated cases. Llama-70B consistently gives itself higher scores compared to other interviewers, but
this does not result in a significant Self-Enhancement Bias that alters its ranking. No such bias is observed in the
other models.

(a) Interaction 1 (b) Interaction 2 (c) Interaction 3

Figure 5: Performance Score(Precision) by Number of Interactions in DepthQA. The red-highlighted boxes indi-
cate self-evaluated cases.

(a) MATH (b) DepthQA

Figure 6: Follow-Up Accuracy in MATH and DepthQA. The red-highlighted boxes indicate self-evaluated cases.
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