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Design requirements are often uncertain in the early stages
of product development. Set-based design is a paradigm for
exploring, and keeping under consideration, several alterna-
tives so that commitment to a single design can be delayed
until requirements are settled. In addition, requirements may
change over the lifetime of a component or a system. Novel
manufacturing technologies may enable designs to be re-
manufactured to meet changed requirements. By considering
this capability during the set-based design optimization pro-
cess, solutions can be scaled to meet evolving requirements
and customer specifications even after commitment. Such
an ability can also support a circular economy paradigm
based on the return of used or discarded components and
systems to working condition. We propose a set-based de-
sign methodology to obtain scalable optimal solutions that
can satisfy changing requirements through remanufacturing.
We first use design optimization and surrogate modeling to
obtain parametric optimal designs. This set of parametric
optimal designs is then reduced to scalable optimal designs
by observing a set of transition rules for the manufacturing
process used (additive or subtractive). The methodology is

∗Address all correspondence to this author.

demonstrated by means of a structural aeroengine compo-
nent that is remanufactured by direct energy deposition of a
stiffener to meet higher loading requirements.

1 Introduction
The increasing environmental impact of industrial activ-

ities is changing the perception of legislators and business
enterprises towards the importance of a circular economy
(CE) for achieving both economic growth and environmental
protection. Since resources are limited, legislation has been
put forth so that business enterprises bear responsibility for
the environmental, social and economic impacts their prod-
ucts have on society [1]. This caused business enterprises
to adopt sustainable development practices when designing
their products.

A closed-loop supply chain (CLSC) can return used or
discarded products to working condition. This enables sus-
tainable development by reducing the environmental impact
of products [2]. A CLSC includes a forward supply chain
where products are used normally until the end of their life
and a reverse supply chain that returns the discarded prod-
ucts to a previous stage in its lifecycle. Examples of recovery
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activities in a reverse supply chain include remanufacturing,
reuse and recycling [3, 4]. Since CE encompasses products
as well as their forward and reverse supply chains, businesses
must design their products for closed-loop product recovery
activities [3]. This includes design for remanufacturing, re-
cycling and reuse. There is a number of studies that consider
product design for remanufacturing [5, 6]. However, the ma-
jority focus on closed-loop supply chain logistics of reman-
ufacturing [7–11].

Design requirements are subject to change during a
product’s lifecycle [12–15]. Variable parameters such as cus-
tomer requirements and loading conditions influence design
requirements such as cost and product life requirements [16]
and can be unpredictable despite the best efforts of forecast-
ers and analysts [17]. Product development methods must
thus incorporate design changeability, whose aspects can in-
clude flexibility, agility, robustness, and adaptability. A num-
ber of basic and extended principles have been identified as
enablers of design changeability [16].

Arguably, a set of flexible solutions is required to lever-
age the added design changeability in order to provide pos-
sible alternative designs. Set-based design (SBD) is a design
paradigm that places emphasis on a varied solution set as
a means for accommodating uncertain requirements. Feasi-
bility of the solutions with respect to the requirements and
changeability must be checked and maintained throughout
the solution set.

In this paper, we propose a design optimization method-
ology that provides a set of solutions to accommodate chang-
ing requirements through remanufacturing. We focus on re-
manufacturing since it is more sustainable than recycling and
recovers more value across the supply chain due to increased
virgin material substitution and retention of the embodied en-
ergy used to manufacture the original product from the raw
materials [4, 12].

The paper is organized as follows. The next section re-
views theoretical background and the literature. Section 3
outlines the proposed methodology, which is then applied
to a structural aeroengine component to be remanufactured
by additive manufacturing (AM) deposition to meet higher
loading requirements. Section 4 introduces the case study,
formulates the corresponding design problem, and discusses
results. Section 5 provides concluding remarks and identifies
possible future research directions.

2 Background
In this section, we review the literature in the following

areas to contextualize our contribution to design for remanu-
facturing:

• Product design for remanufacturing.
• Design changeability and flexibility assessment.
• Set-based design (SBD) approaches.

2.1 Product design for remanufacturing

Additive manufacturing (AM) presents potential eco-
nomic and environmental benefits. While this work consid-
ers component remanufacturing in general, we focus on the
use of AM to realize its potential benefits. Remanufactur-
ing by AM has been characterized as an enabler of a circular
economy due to its ability to repair damaged components and
thus avoid the production of new components [18]. Lifecycle
cost savings up to 50% are reported for remanufacturing by
AM of a stamping tool as well as turbine blades [19]. How-
ever, to realize the environmental benefits of this new tech-
nology, the build process of the part must also be optimized
and embedded within the product design problem [20]. De-
sign for remanufacturing rules found in the literature specify
that a product’s components should allow room for modifi-
cations to meet design requirements [20]. Furthermore, it
is important to distinguish refurbishment from remanufac-
turing: the former is used to satisfy original specifications,
whereas the latter allows for considering changed require-
ments.

The effectiveness of AM for remanufacturing end-of-
life (EoL) components is reported in [21, 22]. They consider
replacement strategies and EoL decisions regarding reuse,
recycling or remanufacturing. However, there are some no-
table studies that have introduced remanufacturing consider-
ations into component design. Level set topology optimiza-
tion was used in [6] to optimize a structural component con-
sidering subtractive remanufacturing. A containment con-
straint is formulated and used to ensure that a remanufac-
tured design is contained within the material domain of the
parent design. This methodology yileds designs that can be
scaled down by remanufacturing. However, it does not con-
sider the reverse operation of remanufacturing by additive
methods. Furthermore, variable loading requirements are not
considered.

Environmental impact was considered an optimization
objective for a topology optimization problem of a structural
component in [23]. Additive manufacturing was accommo-
dated by incorporating life cycle analysis (LCA) considera-
tions into the design problem. Although this is not a remanu-
facturing study, the ability of AM to enable remanufacturing
is underlined.

An important feature of a product’s lifecycle is upgrade,
defined as an improvement at the specifications level [24].
The upgrade levels for remanufacturing of a product are usu-
ally predetermined and are not adjusted based on required
specifications at the end-of-life. Based on this, a strategy for
determining the optimal market position in terms of pricing
and remanufacturing costs can be developed [25]. This study
addresses the major activities of remanufacturing which in-
clude product takeback (the process of collecting end-of-life
products for the activity of remanufacturing, modelled us-
ing several scenarios where the remanufacturer either pas-
sively accepts all end-of-life products or selectively pur-
chases them), remanufacturing operations, and remarketing.
Decisions are then made regarding the reusability of the end-
of-life product’s components. The target specifications for
components in need of an upgrade is optimized to maximize
revenue from resale of the remanufactured product. The up-
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grade levels for remanufacturing are captured using genera-
tional differences defined as the amount of discrepancy be-
tween the current component’s specifications and those of
components in recent cutting edge products.

It can be thus argued that successful remanufacturing re-
quires a product’s components to be designed for such activi-
ties to maximize environmental benefits. The main principle
governing the ease of upgrading component specifications
involves design changeability defined as the property of a
system to undergo specified classes of changes with relative
ease and efficiency [26]. As a result, a review of flexible
design practices is warranted.

2.2 Quantifying changeability in product design
A product and its operating environment undergo

change during design and operation in order to stay rele-
vant in dynamic markets. Change events are characterized
by three elements: i) the agent of change, ii) the mechanism
of change, and iii) the effect of change.

The change agent is the instigator for change in the prod-
uct and is specified in the form of product requirements. The
nature of the change agent helps identify the type of change
the system must undergo. If the change is external to the
product system (e.g., environmental operational conditions)
then the change is of a flexible type. If the change agent is in-
ternal to the system (e.g., sizing and tolerance requirements)
then it is of an adaptable type.

The change effect is the difference between the states of
a product before and after the change. Based on the nature
of change effects, three more changeability aspects are de-
fined. Robustness is defined as the insensitivity of the design
to internal or external change (e.g., stability of a vehicle de-
spite changes in road conditions and grade). Scalability is
the ability of the design to change to meet a different level of
a specification (e.g., reinforce a structural member to carry
a larger load than originally intended). Modifiability is the
ability of the design to change in order to accommodate un-
foreseen requirements not native to the original design (e.g.,
ability of a cargo plane to be repurposed for reconnaissance
missions) [27]. This term is also referred to as evolvability in
the literature [28].

A system may undergo some or all types of change. Sev-
eral works in the literature have attempted to quantify and
capture the changeability of a product system for embedding
this principle in product design. Tackett et al. use the product
system’s capability of meeting design requirements to quan-
tify the available excess capacity for evolving [28] . Based
on the excess available in a product, an evolvability metric
based on the principle of stored elastic energy in a system is
computed. The evolvability metric is a relative metric that is
useful for comparative design studies.

Other studies focus on quantifying flexibility as a result
of predictable and unpredictable changes in the operating en-
vironment [29, 30]. In one study, the tradeoff between var-
ious requirements (referred to as design objectives and per-
formances) is captured by a Pareto set. Movement along the
shortest path from one end of the Pareto set to the other is

penalized by a change cost. Flexible designs are identified as
a ranged set between the extremes of the Pareto set such that
the overall change costs are minimized [29].

The notion of flexible ranged sets is also investigated by
other researchers [30]. Candidate target sets of solutions that
maximize a flexibility metric over the set are identified in the
design space by mapping flexible designs identified in the
requirements space. The design and requirements spaces are
defined as the set of possible values the design variables or
requirements can assume respectively. The process begins
by producing a number of design alternatives through prob-
ing the design space. The design alternatives are mapped on
the requirements space (referred to as the attribute space).
Design alternatives are partitioned into ranged sets in the re-
quirements space. A flexibility metric for each set is calcu-
lated by integration of an influence function over the set. Sets
that maximize flexibility are preferred as possible design so-
lutions.

Suh et al. considered modularity of product platforms
as a means for achieving changeability [26]. Requirement
bandwidths (referred to as product attributes) are computed
based on the market conditions for the product platform. Op-
timization is used to position product platforms in the mar-
ket (similar to [25]) and compute design bandwidths. Monte
Carlo simulation is used to evaluate effect of uncertainty in
the market on the net present value of the product platform.
The sensitivity of flexible and inflexible product platforms to
uncertainty is compared . In this study, only predetermined
product variants are considered as part of the product plat-
form. As explained earlier, in a remanufacturing context it is
important to adjust the upgrade levels of the product based
on changes in the requirements [25].

Flexibility can be considered in both the design space
and requirements space [31]. When reviewing the avail-
able literature, it appears that quantifying changeability is
performed largely in the requirements space rather than the
design space and a methodology for mapping between the
two spaces is required to identify the most flexible designs
[28–30, 32]. Furthermore, when considering changeability
due to changes in the operating environment and the product,
it is important to consider a set of solutions that are change-
able in order leverage the added flexibility of the design solu-
tions [26,29,30]. A single point design that is flexible would
not be justified if no alternatives are offered. Finally, among
the mentioned aspects of changeability, scalability appears
to be of most relevance to remanufacturing since it involves
upgrading the specifications of a product’s components to
achieve the required change. As a result, we will focus on
set-based design principles while considering a metric for
identifying scalable solution sets for remanufacturing pur-
poses.

2.3 Set-based design principles and applications
Due to the high level of uncertainty at the early phases

of the product development process, designers have adopted
iterative product design methods. Traditionally, the design
problem is solved by selecting an initial design based on ex-
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isting knowledge or expert opinion as an initial “seed” in the
design space. The initial seed design is improved iteratively
until a satisfactory design that meets the design requirements
is reached. This paradigm is known as point-based design
(PBD) [33–35]. PBD allows the design engineers to arrive
at a solution in a short time frame. However, once the de-
sign engineers commit to a solution in the design phase, it
becomes difficult to modify the design should the system re-
quirements change during the later stages of the product de-
velopment process [36, 37].

A possible remedy to the above shortcomings is to de-
lay commitment to a single design early in the design stage.
SBD is another design paradigm that addresses this by ex-
ploring alternative designs in the early stages of product de-
velopment and delay commitment to a single design. The
set of alternative designs is developed simultaneously until
the variable parameters driving the requirements have been
refined. Only the set of designs that has been refined by the
updated requirements is developed further. This results in
several designs rather than a single design that are gradually
refined over the course of the product development process.

Sobek et al. [35] identify three principles to be observed
during SBD. 1) The design space is explored to identify fea-
sible designs comprising the feasible design set (FDS) with
respect to each design requirement and quantify trade-offs
between possible design solutions. 2) The intersection of
the FDSs is identified in 1) while still maintaining flexibil-
ity in the offered design solutions. 3) The FDS is gradually
narrowed down by eliminating undesirable solutions as de-
sign requirements become more well-defined and constraints
are tightened. It can be concluded that a SBD methodology
should feature (i) design maps of the FDSs that are transfer-
able to ease communication between different engineering
teams, (ii) must capture arbitrarily shaped FDSs, (iii) assess
feasibility of design solutions efficiently to offset the longer
lead time associated with SBD and (iv) have the ability to
incorporate designer preferences as a means for eliminating
designs.

There are several works that address the SBD principles
introduced in [35] quantitatively. They can be classified into
works that focus on either design feasibility assessment or
design space reduction based on performance and designer
preferences.

Interval arithmetic has been used to map the FDS [33,
38]. Qureshi et al. [33] partition the design space into hyper-
rectangle domains in which feasibility is assessed. If feasi-
bility is not established throughout the hyper-rectangle, the
domain is further subdivided and feasibility is checked in
each subdivision until all feasible hyper-rectangles are iden-
tified. Noise variables associated with uncertain parameters
in the set-based context are quantified by means of intervals.
Hyper-rectangles that lie within noise variable intervals are
considered a subset of the robust design space. The method is
intuitive and effective at reducing the design space to a man-
ageable subspace. However, design spaces cannot always be
captured by hyper-rectangles due to their irregular shapes.
This is because uncertain parameters and design variables
may affect several requirements simultaneously. This often

causes the feasible regions that satisfy the requirements to
assume highly irregular shapes including disconnected re-
gions. Moreover, design requirements are often not given as
analytic expressions of the design variables and parameters,
but are obtained from simulation models. Fuzzy set theory
has been used to accommodate design variable uncertainties
in the context of SBD [39]. However, fuzzy sets describe
the membership of a quantity over an interval or a hyper-
rectangle just like classical sets which may be inadequate
for capturing arbitrarily shaped design spaces. The SBD ap-
proach is similar to the notion of ranged sets described ear-
lier [30].

Convex hulls have been used to identify the feasible sets
while design constraints have been used to treat design re-
quirements [40]. The constraints are perturbed to represent
variability of the design requirements, resampling in prox-
imity of the constraint is used to refine the convex hull and
redefine the FDS. The method can capture irregularly shaped
design spaces and is intuitive. However, this methodology is
computationally intensive due to the need for constant re-
sampling as the design problem evolves (especially if ex-
pensive engineering models are used to calculate the con-
straints).

Another feasibility assessment tool is formulated using
Bayesian network classifiers (BNCs) [41–43]. The moti-
vation of this work comes from using constraint program-
ming (CP) to identify feasible solution sets [32]. CP requires
analytical expressions of the system constraints to map the
feasible regions. As mentioned above, such analytical ex-
pressions are not always available in simulation-based de-
sign problems. In these cases, metamodels can be used as
surrogates of the constraint functions. BNCs use a set of
training data generated by engineering models to train a ker-
nel density estimate (KDE) for estimating a posterior prob-
ability distribution for feasible and infeasible design events.
The decision surface is computed from the intersection of
the two probability distributions and a threshold probabil-
ity (typically 0.5) is used to render feasibility decisions [41].
The method is systematic and can accommodate a constant
stream of data from the designer. Furthermore, the BNC ap-
proach can render decision boundaries for irregularly shaped
design spaces and produces a KDE that can be communi-
cated with other design teams for visualizing the feasible set
of each subsystem in question. Finally, Monte Carlo simual-
tion can be used to calculate the volume of the reduced de-
sign space for comparative studies [32].

SBD principles have also been extended to platform de-
velopment [26, 44] and conceptual design [45]. Platform as-
sessment processes have been used to ensure feasibility of
the narrowed-down set-based solutions in platform develop-
ment of product variants. The process blocks are integrated
in a product lifecycle management (PLM) architecture to fa-
cilitate information exchange between the platform assess-
ment blocks [44]. Wang and Terpenny [45] employ a de-
sign synthesis technique to generate concepts using an agent-
based modeling approach to conceptual design. The gener-
ated concepts embody the FDS for conceptual design.

So far, the studies reviewed provide means for identify-
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ing set-based solutions. SBD principles involve narrowing
down the FDS to a handful of acceptable designs for fur-
ther investigation and detailed design. Several works have
presented a design or concept elimination methodology for
narrowing down feasible sets by eliminating undesirable de-
signs in terms of performance or designer preferences.

A diversity metric can be used to develop a represen-
tative cost for configurations within the FDS of the design
space associated with the risk of violating feasibility [46].
Malak et al. [47] use utility theory to make set-based deci-
sions. Interval dominance criterion was used to eliminate
designs when there is no overlap in their uncertainty ranges.
The maximality criterion was used to make decisions involv-
ing design variables with overlapping uncertainty intervals.
Nahm and Ishikawa [38] accommodate designer preferences
in the form of of “preference numbers” and functions. The
designer’s preference structure spans design variables and
requirements which may be a product of multidisciplinary
analyses. However, as with fuzzy sets, the approach may not
span arbitrarily shaped design spaces.

In most design problems, a number of competing objec-
tives or attributes often arise. This is the case with SBD prob-
lems. Wang and Terpenny [45] used a genetic algorithm to
evaluate alternative design trade-offs in a component-based
system synthesis problem. A generalized weighted aggregate
of fuzzy-set preferences was used as an optimization objec-
tive. Avigad and Moshaiov [48] solved a trade-off problem
based on the optimality and variability (OAV) of each con-
ceptual design in the design space. The two metrics are ex-
tracted from the Pareto sets associated with each set-based
concept [48]. Trade-off rules are subjective to designer pref-
erences and are a good approach for accommodating de-
signer preferences during design elimination.

Miller et al. [49] investigated a multi-fidelity approach
to SBD, where increasing levels of fidelity are concurrently
met with increasing level of detail in the set-based solutions.
The refinement is carried out over a modelling sequence to
minimize the cost associated with modelling effort. Interval
dominance is used to gradually narrow down the solution set
for each model used.

Hannapel et al. [50] present a multidisciplinary design
optimization (MDO) approach to set-based design by treat-
ing the design space boundaries as design variables for the
system-level optimization problem. The discipline problems
are solved individually for a specific objective and are coor-
dinated by the system-level optimization problem. The ob-
jective of the system-level problem is an aggregate of de-
sign space hypervolume, weighted sum of individual disci-
pline objectives and relaxable constraint violation. By solv-
ing the MDO problem, the design space is narrowed down.
Design performance is accommodated in the discipline-level
optimization problems. The methodology assumed a design
space in the form of a hyper-rectangle as prescribed by the
design variable intervals. However, practical engineering de-
sign problems feature irregularly shaped design spaces [41].
Furthermore, the utilized weighted method assumes a con-
vex attainable set for the objectives considered in the system-
level optimization problem, which is not necessarily the case

[51].
We classify the SBD methods based on the set-based

representation of the obtained design solutions. The two dis-
tinct representations that emerge are ranged sets [26, 29, 30,
33, 38] and response surfaces [32, 40, 41, 52]. Response sur-
faces have the advantage of being able to capture irregularly
shaped design spaces and are more conservative in compar-
ison to hyper-rectangular sets. Shahan and Seepersad [41]
and Yannou et al. [32] accommodate nonlinear design re-
quirements through various metamodels such as BNCs and
polynomial response surfaces (PRSs) used as surrogates of
feasibility models.

SBD methods consider predominantly computational
design engineering problems. However, the surrogate mod-
els used by Shahan and Seepersad [41] and Yannou et al. [32]
can be used with experimental, testing, and operational data
from the component being remanufactured. This makes sur-
rogate models useful for a wide range of engineering design
problems.

Finally, a number of techniques for narrowing down the
set-based solution has been proposed. These techniques in-
clude Pareto set membership [29,49], optimality of a ranged
set with respect to an objective function (design performance
or flexibility) [26,30,50], and interval dominance for ranged
sets [47, 49].

2.4 Proposed approach
Our objective is to generate a set of changeable compo-

nent designs that can be upgraded as necessary through re-
manufacturing to meet changing requirements that may arise
at a product or system’s end-of-life.

We propose a systematic design space reduction
methodology using optimization and response surfaces. An
optimization problem is formulated to include parameters re-
flecting requirements. We then obtain a set of parametric
optimal solutions to maximize the performance of the re-
manufactured products. Since designers must commit to a
solution eventually, it is important to consider the change-
ability of a product throughout its lifecycle and not just at
the design stage to allow products to retain most of their
economic value [16]. We therefore incorporate a scalabil-
ity constraint in our SBD methodology to further reduce our
solutions set to readily changeable designs. The scalabil-
ity constraint is evaluated in the requirements space since
changeability and scalability by proxy are defined in the re-
quirements space. The set of possible parameter values re-
lated to performance requirements are used as a proxy of the
requirements space. We provide a mapping between the de-
sign space and the parameter space to map scalable designs
identified in the parameter space back to the design space.
The proposed methodology is based on

• surrogates of the computational models for rapid evalu-
ations during optimization,

• numerical optimization for identifying the best perform-
ing feasible designs as for different design parameter
values, i.e., a set of parametric optimal designs,
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• response surfaces of the parametric optimal design so-
lutions that provide a mapping of design solutions be-
tween the design and parameter spaces,

• sensitivity analysis of design variables with respect to
design parameters,

• a remanufacturing constraint based on the sensitivity of
design variables to design parameters and manufactur-
ing process capabilities that reduces the set of paramet-
ric optimal designs to a set of scalable optimal designs
in the parameter space.

The proposed methodology, presented as a flow diagram in
Figure 1, is presented in detail in the next section.

3 Methodology
Engineering design optimization problems involve deci-

sion variables x ∈ Rn and design parameters p ∈ Rm. Ob-
jective ( f (x;p)) and constraint (g(x;p)) functions are used
to reflect design requirements. Given bounded design op-
timization variables and parameters L ≤ x ≤ U and Lp ≤
p ≤ Up, respectively, we define the design space D and the
parameter space P. We also consider constraint sets Cu for
u = 1,2, . . . ,q where q is the number of constraints. In a
product design context, constraints are part of the design re-
quirements and are driven by the parameters p. Finally, the
feasible set F is defined as the intersection of all constraint
sets and contains designs that meet all design requirements.
The set F is the FDS and represents the outcome of SBD
before elimination of potential designs.

Design parameters may affect the optimal solution of
the optimization problem due to their influence on design
requirements. As a result, designs that are optimal through-
out the parameter space P and satisfy the design require-
ments comprise the set of parametric optimal designs which
is a reduction of the FDS. Since practical SBD methodolo-
gies require solutions sets that can be easily communicated
across design teams, response surfaces are used as a surro-
gate model to evaluate feasibility and performance and to
classify membership of each design to the feasible set and
the set of parametric optimal designs.

3.1 Surrogate modeling
The objective and constraint functions used to represent

design requirements are evaluated using computer-aided en-
gineering (CAE) tools that model the repair/remanufacturing
process. These computational models are computationally
expensive. Any SBD methodology requires a large number
of function evaluations to investigate not only the design but
also the parameter space. Therefore, we resort to building
less expensive response surfaces to be used as surrogate mod-
els.

Ge et al. [52] introduced a surrogate-based SBD
methodology to facilitate interactive negotiations in design
engineering groups who are responsible for design tasks at
different hierarchical levels, i.e., at the system, subsystem,
and component levels. Surrogate models are used to capture
the interactions and the dynamics of the engineering systems

and subsystems and are used to map feasible design regions
(FDRs) and effective design regions (EDRs) to satisfy design
requirements and performances respectively. Finally, robust-
ness is evaluated using the hypervolume of the EDRs as a
metric. The larger the hypervolume, the more robust is the
EDR [53].

We conduct designs of experiments to sample the ag-
gregate design and parameter spaces and then exercise the
computational models at these sample points to generate ad-
equate training data. An ensemble of surrogate models is
then constructed and denoted by f̂ (x;p) and ĝ(x;p). An
open source surrogate model library is used to build the sur-
rogates [54, 55].

An order-based metric is used to assess the predictive ca-
pability of the surrogates [56]. This metric ensures the con-
sistency between the computationally expensive and surro-
gate model predictions. The order-based metric is also used
for constructing response surfaces of the parametric optimal
solutions with respect to varying design parameters in sub-
sequent sections and is discussed using a numerical example
in Section 3.4.

3.2 Parametric optimal designs
We use numerical optimization to provide a set of design

solutions that can address a range of requirements. Specif-
ically, we solve the optimization problem for different pa-
rameter values. This can be seen as a form of post-optimality
analysis (POA) that provides the sensitivity of optimal design
variable values with respect to varying parameter values [57].

The surrogate optimization problem is formulated as

minimize
x

f̂ (x;p)

subject to ĝ(x;p)≤ 0
(1)

and solved to obtain the solution x∗(p). Given intervals for
the parameters p, sampling techniques can be used to obtain
a set of m combinations. Here, we use Latin hypercube (LH)
sampling which produces a uniform random distribution over
the parameter space [58]

P =


pT

1
pT

2
...

pT
w

=


p11 p12 · · · p1m
p21 p22 · · · p2m
...

...
. . .

...
pw1 pw2 · · · pwm

 . (2)

LH sampling is used since the number of samples
needed to fit an adequate response surface scales better with
dimensionality relative to uniform sampling techniques such
as full factorial sampling. Once we have obtained a solu-
tion x∗(p) for each of the w parameter vectors, a response
surface x̂∗(p) is built using the set of parametric optimal de-
signs X∗ = {x∗(p1),x∗(p2), . . . ,x∗(pw)}. A rule of thumb
indicates that the initial sample size should be about an order
of magnitude larger than the dimensionality of the problem,
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Fig. 1: Set-based design space reduction methodology

i.e., w ≈ 10m) [59]. To potentially save computational cost,
we also monitor the convergence rate of the order-based error
as more samples are added and accept the response surface
as adequate once it has reached an appropriate threshold. An
example of this procedure is provided in Section 3.4. The
response surface x̂∗(p) is used to predict parametric optimal
designs throughout the parameter space.

Sensitivity gradients of the design variables with respect
to the parameters allow designers to understand the effect
of requirement changes to optimal designs. The Jacobian of
x̂∗(p) is

J(p) = ∇x̂∗(p) =


∇x̂∗1

T
(p)

∇x̂∗2
T
(p)

...
∇x̂∗n

T
(p)

=


∂x̂∗1
∂p1

∂x̂∗1
∂p2
· · · ∂x̂∗1

∂pm
∂x̂∗2
∂p1

∂x̂∗2
∂p2
· · · ∂x̂∗2

∂pm
...

...
. . .

...
∂x̂∗n
∂p1

∂x̂∗n
∂p2
· · · ∂x̂∗n

∂pm

 . (3)

It can be estimated using the derivatives of the basis func-
tions used to construct the response surface. Differentiation
of the response surface is possible because it is based on
a linear combination of basis functions. We use a Kernel
Smoothing (KS) model to build x̂∗(p) and estimate the Ja-
cobian J(p) using the linear combination of the gradient of

the kernel functions. KS was used to construct the response
surface due to their immediate computation since it does not
require matrix inversions. Furthermore, KS models typically
respect the order of the output which reflects its ability to pre-
dict the correct order of values of any two evaluation points.
This is very important for this application since it relies on
differentiating the KS model [56].

For the remainder of this subsection, let us use the typi-
cal notation between an independent variable x and a depen-
dent variable y recalling however, that in our context x̂∗(p)
is corresponding to y (dependent variable) while p is corre-
sponding to x (independent variable). KS models consist of
a weighted sum of training points where the weight for each
training point decreases as the distance from the prediction
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point increases:

ŷ(x) =
∑

w
j=1 φ j(x)y j

∑
k
j=1 φ j(x)

=

φ1(x)y1 +φ2(x)y2 + · · ·+φw(x)yw

φ1(x)+φ2(x)+ · · ·+φw(x)
=

φ1(x)y1

φ1(x)+φ2(x)+ · · ·+φw(x)
+

φ2(x)y2

φ1(x)+φ2(x)+ · · ·+φw(x)
+

· · ·+ φw(x)yw

φ1(x)+φ2(x)+ · · ·+φw(x)
, (4)

where φ j is the kernel function for the jth training point, y j
is the output at the jth training point, and x is the prediction
point. To determine the gradient of ŷ(x), the quotient rule of
differentiation is applied to each term in Equation (4) and the
common terms are factored out to yield

∇ŷ(x) =
φ1(x)+φ2(x)+ · · ·+φw(x)
[φ1(x)+φ2(x)+ · · ·+φw(x)]2

×

[∇φ1(x)y1 +∇φ2(x)y2 + · · ·+∇φw(x)yw]−
∇φ1(x)+∇φ2(x)+ · · ·+∇φw(x)
[φ1(x)+φ2(x)+ · · ·+φw(x)]2

×

[φ1(x)y1 +φ2(x)y2 + · · ·+φw(x)yw] =

∑
w
j=1 φ j(x)∑w

j=1 ∇φ j(x)y j − ∑
w
j=1 ∇φ j(x)∑w

j=1 φ j(x)y j[
∑

w
j=1 φ j(x)

]2 .

(5)

We used the Gaussian kernel function (and its gradient )
defined as

φ j(x) = e−πλ‖x−x j‖2 (6)

∇φ j(x) =−
πλ(x−x j)∥∥x−x j

∥∥
2

e−πλ‖x−x j‖2 , (7)

where λ is the bandwidth of the kernel function. The band-
width parameter’s effect on the order-based error is also used
to determine the optimal bandwidth for adequately capturing
the Jacobian of the KS model. Equations (6) and (7) are
substituted into Equation (5) to provide the gradient of the
prediction function ŷ(x). This process is repeated for each
of the design variables x̂∗1(p), x̂

∗
2(p), · · · x̂∗n(p) to populate the

Jacobian in Equation (3).

3.3 Reduction to set of scalable optimal designs
We adopt the terminology used by Ross et al. [27] for

defining the aspects of design changeability. Varying design
parameters as proxies of requirements is a change agent that
provides motivation for changing the design. Scalability rep-
resents the ability of the design to adapt to changing require-
ments by means of scaling. For example, a design that is

in service must now sustain a higher static load than origi-
nally intended during the design phase. This change can be
accommodated by reinforcing the structure using AM tech-
niques. Transition rules may govern changes. For exam-
ple, the reinforcement can only add material to the design
and not subtract from it (analogous to the containment rule
formulated by Liu and Ma [6] for subtractive remanufactur-
ing). Furthermore, there is a cost and time associated with
the change. As a result, designs that minimize the transi-
tion costs while maximizing the offered alternatives should
be considered during SBD to add more value to the design.
We focus here on transition rules that consider the ability of
the manufacturing process to scale the design.

We derive transition rules pertaining to additive and sub-
tractive manufacturing. AM processes can only add material
to the substrate which results in an increase in the volume
of the deposit. The opposite applies to subtractive manufac-
turing. The volume of the deposited part must be described
in terms of the design variables pertaining to the geometry.
The monotonicity of the volume with respect to each design
variable is the basis for selecting designs that are scalable.
For example, a variable such as the thickness of a beam has a
positive monotonicity with respect to the beam volume. This
is because an increase in the beam thickness leads to an in-
crease in beam volume. Conversely, a variable such as hole
diameter through the thickness of the beam has a negative
monotonicity with respect to the beam volume. This is be-
cause a larger hole will subtract more material from the vol-
ume of the beam.

In this work we focus on variables where a strict mono-
tonic increase or decrease with respect to volume can be de-
termined. Variables that do not have a monotonic impact on
volume are excluded from the analysis. We consider a prob-
lem involving four design variables denoted as x1,x2,x3 and
x4. Equation (8)

V = f (x+2 ,x
+
3 ) (8)

reflects the fact that only variables x2 and x3 have a mono-
tonic impact on volume, where the superscripts + and −
denote increasing and decreasing monotonicity, respectively.
We define a monotonicity vector m of n components; ml = 1
if the monotonicity of the volume with respect to variable xl
is increasing and ml =−1 if the monotonicity is decreasing,
where l = 1,2, · · · ,n. Opposite signs for ml should be used
if subtractive manufacturing is considered. If the designer
wishes to neglect the effect of variable xl on the volume, then
ml = 0. For example, based on Equation (8), m = [0 1 1 0]T.
A diagonal matrix M is then constructed as

M =


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 . (9)

Similarly, a vector characterizing the change agent n can be
defined for the system parameters p to describe the sign of
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the change: ni = 1 if parameter pi is expected to increase
and ni = −1 if the parameter is expected to decrease, where
i = 1,2, · · · ,m. If, for example, the vector n is defined as
n = [1 −1 −1]T a diagonal matrix N

N =

1 0 0
0 −1 0
0 0 −1

 (10)

is constructed similar to above.
In order to select designs that are scalable, the required

change in the variable must result in either an increase or no
change in volume. This is expressed in Equation (11).

niml
∂x̂∗l
∂pi
≥ 0 (11)

The non-strict inequality includes zero-valued components
to accommodate nonsensitive variables where ml = 0. The
transition rule can be formulated in matrix form as

N JT(p)M≥ 0. (12)

Every element of the resulting matrix must be greater than or
equal to zero in order to satisfy the transition rule.

To illustrate Equation (12), a two-dimensional parame-
ter space example is shown in Figure 2.
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Fig. 2: Isocontours of the response surface x1
∗(p) and tran-

sition rule N JT(p)M ≥ 0 in a two-dimensional parameter
space

The change agent vector n describes a quadrant (or
hyper-octant in higher dimensions) in the parameter space
that should contain the gradient vector ∇x̂∗(p). The sign of
the gradient vector is modified by the monotonicity vector
m. Figure 2 shows an example when ml∇ ˆx1∗(p)≥ 0 and lies

within the quadrant defined by n. Designs within the change
agent quadrant and having gradients leading to an increase in
their value are considered scalable.

In order to map scalable designs from the parameter
space to the design space, the design space is resampled ran-
domly and the transition rule (Equation (12)) is checked for
every sample po. If N JT(po)M≥ 0 is satisfied then the cor-
responding design x̂∗(po) is retrieved and appended to a set
of scalable solutions Xs.

3.4 Numerical example for determining the scalable de-
sign set

We demonstrate the concepts related to constructing a
KS response surface to estimate the Jacobian using a numer-
ical example. We also show how the estimated Jacobian can
be used for identifying the scalable design set. Himmelblau’s
test function is used as it features multiple local minima. The
test function and its Jacobian are

x∗(p1, p2) = (p1
2 + p2−11)2 +(p1 + p2

2−7)2

and

J(p1, p2) =

[
4p1(p1

2 + p2−11)+2(p1 + p2
2−7)

2(p1
2 + p2−11)+4p2(p1 + p2

2−7)

]
,

respectively.
We approximate the response surface for this function

via KS to obtain x̂∗(p). For this example we set the change
agent vector as n = [1 −1] and the monotonicity vector as
m = [1]. The test function is sampled via Latin hypercubes
to create the training data for the KS model. We evaluate the
transition rule N JT(p)M≥ 0 defining the scalable set using
the analytical and estimated Jacobian. The estimated Jaco-
bian was obtained by differentiation of the KS basis func-
tions. A portion of the Latin hypercube samples are reserved
for use as a validation set and are not used to train the KS
model. The cross-validation error reflects the accurately of
the KS response surface at the validation points as part of the
true scalable set obtained from the analytical Jacobian.

In addition, we use the order-based error proposed in
[56] since it does not rely on comparisons with the true
scalable set (which is not available in real problems). It is
computed by checking how accurately the response surface
model orders the validation points. It is calculated as

εOE =
1

n2
cv

ncv

∑
i=1

ncv

∑
l=1

θ
(
x∗(pi)−x∗(pl), x̂∗(pi)− x̂∗(pl)

)
, (13)

where ncv is the number of validation points. The function θ

is defined as:

θ(a,b) = (a≤ 0) xor (b≤ 0) , (14)
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Fig. 3: Effect of number of training points and kernel bandwidth on order-based error
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Fig. 4: Approximation of scalable set using KS with non-scalable regions of the parameter space hatched

where xor is the logical exclusive or operator. Figure 3 shows
the effect of the number of training points (nsamples) and the
bandwidth (λ) on the cross validation and order-based errors.

It can be seen that there is a unique combination of
nsamples and λ that yield the best response surface for assess-
ing scalability in the parameter space. The true and estimated
scalable sets are shown in Figure 4. The KS model used for
the estimation is trained using 2305 training samples and a
bandwidth of λ = 0.054. Figure 4 shows that KS is capa-
ble of capturing the scalable set despite underestimating the
magnitude of the test function. Figure 3 shows that the order-
based error is a good indication of the prediction accuracy of
the KS model for the scalable set. As a result, the KS pa-
rameters and number of training points can be determined
by minimizing the order-based error.

In summary, the proposed methodology consists of two
design filters that determine a set of scalable optimal designs
to be considered for further development. The first filter re-
tains designs that dominate in terms of performance through-
out the parameter space (set of parametric optimal designs
X∗). The second filter retains designs that are scalable by

remanufacturing (scalable design set Xs). The number of
samples for the KS response surface is chosen such that the
order-based error is minimized with respect to a validation
set. The methods developed in this section are now applied
to an industrial case study.

4 Application example: aeroengine component reman-
ufacturing
A turbine rear structure (TRS) is a structural aeroengine

component at the turbine exhaust. It must sustain thermal
and structural loads during flight due to exhaust gases while
mounting the engine to the wing structure. Analysis of
the component in the industry involves multiple disciplines
(aerodynamic, structural, and thermal).

We consider the deposition of a stiffener on the TRS to
support higher loading requirements. The first step of the
analysis involves a thermomechanical model to compute the
residual stresses in the structure (σv1). Next, a pressure load
is applied on the outer casing resulting in a new stress state
(σv2). The mean and amplitude of the initial and final stress
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states are used to compute the safety factor against low-cycle
fatigue as a structural performance requirement.

The following section outlines the thermomechanical
models used to predict the residual stresses that result from
the AM deposition process.

4.1 Thermomechanical modeling
The directed energy deposition (DED) of the stiffener

increases the thickness of the outer casing as shown in Fig-
ure 5. Comprehensive thermomechanical models feature a

z

R


(a) TRS schematic

Stiffener width

Stiffener thickness

Axial position

1x

3x

2x

z

R

(b) Deposition variables

Fig. 5: TRS stiffener example

coupled transient heat transfer and fluid flow model to ac-
curately calculate the transient temperature field. The tem-
perature field is used for residual stress and distortion mod-
eling [60]. Complex physical processes govern the tempera-
ture field making its computation intensive. Computations of
the temperature field involve various simplifications and as-
sumptions to make the calculations tractable. Manvatkar et
al. [61] consider a finite element analysis (FEA) conduction
model for calculating the transient temperature field due to
a moving Gaussian heat source on the substrate. The prob-
lem of a moving heat source on an infinite plate was formu-
lated and solved analytically by Rosenthal [62]. The Rosen-
thal model is used for cases where there is limited heat con-
duction in the through thickness dimension typical of thin
plates [63]. The TRS outer casing where the stiffener is to
be deposited has a through thickness dimension considerably

smaller than its width and circumference allowing us to ap-
proximate the heat source by a Gaussian heat source as in the
Rosenthal model.

The melt pool dimensions are estimated from the tran-
sient thermal model to determine the deposit width and
depth. Figure 6 shows the details of the thermomechanical
simulations for determining deposit size. A Gaussian heat
source with a heat flux distribution given by Equation (15)
scans the surface at a constant speed V [62]

Q(r,θ, t) =
P

πrl
2D

e−2
(

r−Vt
rl

)2

, (15)

where rl is the laser beam radius, P is the laser power and D is
the depth of penetration of the laser source. The coordinates
r and θ are defined on the surface of the deposit as shown in
Figure 6a. The resulting deposit width Dw and depth Dd are

(Avg: 75%)
TEMP

+2.548e+01
+1.620e+02
+2.984e+02
+4.349e+02
+5.714e+02
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+1.117e+03
+1.254e+03
+1.390e+03
+1.527e+03
+1.663e+03
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Z
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direction
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radius

r ɗ

(a) Gaussian heat source

NT11

+2.500e+01
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+9.540e+02
+1.140e+03
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+1.883e+03
+2.069e+03
+2.254e+03

X

Y

Z

Scanning direction

Deposit width

Deposit depth

(b) Melt pool

Fig. 6: Heat conduction for a moving Gaussian heat source

used to partition the stiffener geometry into nl by nd deposits
in the axial and radial directions, respectively, where nl =
bx3/Dwe and nd = bx2/Dde.

For the deposition on the TRS outercasing, a further
simplification of the transient conduction model can be made
by applying the heat flux uniformly on the surface of the
deposit [64]. We use a static model with a uniformly dis-
tributed heat flux to compute residual stresses. This ideal-
ization (relative to using a transient heat transfer model) re-
duces the number of variables and parameters involved and
alleviates computational cost by exploiting TRS symmetry
without sacrificing accuracy excessively.
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Each deposit is heated uniformly by an equivalent heat
flux that supplies the same energy as a moving Gaussian heat
source scanning the entire deposit surface. The power at t =
0 is given by the surface integral of the heat flux over an
infinite plane

P(t = 0) =
P

πrl
2D

2π∫
0

∞∫
0

e−2
(

r
rl

)2

rdr dθ =
P

πrl
2D

πrl
2

2
=

P
2D

.

(16)
The power per unit depth P(t = 0) is multiplied by the time
t = L/V , where L = 2πRouter and Router = 0.5 m is the radius
of the outer casing of the TRS to obtain the heat energy in-
put to the deposit. The energy is divided by an equivalent
step time tstep used for static thermal analysis in lieu of a
transient thermal analysis to obtain the equivalent uniformly
distributed power per unit depth Peqv. Finally, Peqv is divided
by the area of the deposit (Adeposit = 2πRouterDw) to yield the
equivalent heat flux per unit depth Qeqv

Qeqv = P(t = 0)
2πRouter

V
1

tstep

1
2πRouterDw

=

P(t = 0)
1

VtstepDw
=

P
2VtstepDwD

. (17)

We assume here that the radius of the deposit is equal to the
radius of the outer casing Router since the thickness of the
deposit is small relative to the outer casing.

The application of Qeqv to the surface of a deposit layer
is shown in Figure 8a. After obtaining the thermal gradients
due to the application of the heat flux load, the corresponding
thermal stresses are computed. The stresses that persist after
removal of the heat flux load are the residual stresses. These
residual stresses are inherent in the structure and affect the
structural performance of the TRS during subsequent opera-
tional loads. The maximum and minimum residual principal
stresses along the circumference of the TRS outer casing are
shown in Figure 7 for both static and transient models. The
principal stresses provide an indication of the compressive
or tensile nature of the stress state and will be used in sub-
sequent failure analysis to determine the safety factor. There
is a general agreement in the value of the predicted stresses
with lower values recorded for the transient model due to the
time taken by the substrate to reach steady state temperatures
as the heat source scans its surface. Furthermore, the static
model overpredicts the maximum principal stress making it a
more conservative choice for thermomechanical modelling.

A pressurization/depressurization load case due to the
exhaust gas pressure (Pload) cycle is shown in Figure 8b. The
load case is cycled and is used to compute the expected fa-
tigue life of the TRS using low-cycle fatigue calculations.
The stress state at the foot of a strut (shown in Figure 8b) is
monitored before and after the load case to obtain the initial
and final Von mises stresses σv1 and σv2, respectively. Note
that σv1 6= 0 due to the residual stress state in the structure
from prior thermomechanical loads. The midrange stress

0 500 1000 1500 2000 2500 3000 3500

-300

-200

-100

0

100

200

300

400

500

Fig. 7: Spatial distribution of principle residual stresses
along the circumference of the TRS obtained using transient
and static models

(σm = −sign(σP)(σv1 +σv2)/2) and the amplitude stress
(σa = |σv1−σv2|/2) are calculated, where sign(σP) is the
sign of the pressure given by the sum of the principle stresses
(σP = −(1/3)(σ1 + σ2 + σ3)) and provides of measure of
the compressive or tensile state of the stress. A negative σP
implies tension while a positive value implies compression.
The failure locus is determined by the modified Goodman
criterion for high cycle fatigue as shown in Figure 8c. The
endurance limit (Se), yield stress (σy) and ultimate strength
(Sut ) are defined as parameters and are obtained from me-
chanical design handbooks [65]. The number of lifcycles to
failure is estimated from Wöhler relations (N f = (σrev/a)b),
where a and b are emperical constants. The safety factor is
calculated as nsafety = 1/

(
σa
Se

+ σm
Sut

)
for each load case.

The scanning speed is considered constant at a nominal
value of V = 5 mm/s. Exploiting symmetry, only one sector
of the TRS is analyzed, which reduces the computational do-
main and effort significantly.We compare the results obtained
by transient and static models for a sample case to obtain an
understanding of the prediction discrepancies. Table 1 sum-
marizes the utilized paramter values.

Table 1: Comparison of transient and static models: param-
eter values

Parameter Notation Units Value

Stiffener axial position x1 mm 80.0
Stiffener thickness x2 mm 4.0
Stiffener width x3 mm 23.5
Laser Power P W 3,889.13
Laser beam radius rl mm 13.63
Scanning speed V mm/s 5.0
Number of layers nl - 2
Number of deposits (transverse) nd - 1
Deposit depth Dd mm 2.01
Deposit width Dw mm 25.0
Deposit surface area Adeposit mm2 8.304×104

Equivalent heat flux per unit depth Qeqv W/mm3 0.8138
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Fig. 8: TRS thermomechanical loads

The remanufacturing model is summarized in Ta-
bles 2, 3, and 4 to facilitate the formulation of the optimiza-
tion problem for SBD in the following section.

Table 2: Design variables x

Design variable Notation Units Lower
bound

Upper
bound

Mono-
tonicity

Stiffener axial position x1 mm 37 145 0
Stiffener thickness x2 mm 2 10 1
Stiffener width x3 mm 10 40 1
Laser Power P W 3,500 4,000 0

Table 3: Design parameters p

Parameter Notation Units Range Change
agent

Internal pressure load Pload MPa 2±0.5 1
Deposit melting point Tm

oC 1,500±100 -1
Substrate base width Wtotal mm 137.5±17.5 -1

Table 4: Relevant model outputs

Output Notation Units
Number of layers nl -
Number of deposits (transverse) nd -
Deposit depth Dd mm
Deposit length Dl mm
Deposit width Dw mm
Deposit surface area Adeposit mm2

Equivalent heat flux Qeqv W/mm2

Safety factor at strut foot (IP load) n f -
Number of lifecycles to failure (Pload) N f -
Deposition temperature Tdeposit

oC

4.2 Problem formulation
The design optimization problem is formulated as

min
xT=[x1,x2,x3,P]

f (x;p) =−nsafety(Pload)

subject to g1(x;p) = x3 + x1−Wtotal ≤ 0
g2(x;p) = Tm−Tdeposit ≤ 0,

(18)

where nsafety is the safety factor against low cycle fatigue or
first cycle yielding for the load case. The constraints pertain
to the substrate width on the outer casing (the region where
deposition is permitted) and the melting temperature of the
deposit material needed to consolidate the material.

4.3 Parametric optimal design results
The design optimization problem in Equation (18) is

sovled using the mesh adaptive direct search (MADS) algo-
rithm. We use the OrthoMADS implementation provided
by the NOMAD algorithm [66]. The termination criterion for
MADS was the minimum mesh size (defined by Audet and
Dennis [67]) reached in the virtually discretized design vari-
able space. Non-opportunistic Latin hypercube search was
used during the search step. A progressive barrier approach
was used for handling constraints. This choice of algorithm
is motivated by the possible non-existence of gradients or
the inability to approximate them with reasonable compu-
tational cost and warranted due to its rigorous convergence
properties.

As described earlier, Latin hypercubes are used to sam-
ple the design and parameters spaces defined by the bounds
and ranges of the design variables and parameters, respec-
tively (see Tables 2 and 3).

For our numerical investigations, the design optimiza-
tion problem is solved for 1200 LH samples of the parame-
ter space to obtain a set of parametric optimal design solu-
tions. Up to 900 samples are used as a training set for the
KS model, while the remaining 300 are reserved for use as
a validation set to check the order-based error. The effect
of the parameters on the optimizer is illustrated by 3 sam-
ple results shown in Figure 9 (see Table 5). These 3 samples
have been chosen to include one interior optimal design (Fig-
ure 9a), one boundary optimal design with one active con-
straint ((Figure 9b), and one boundary optimal design with
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Fig. 9: Three sample parametric optimal designs; x0 denotes the baseline design

Table 5: Sample optimization problem results

Result Units

Parameters
p1 p2 p3

Pload Tm Wtotal Pload Tm Wtotal Pload Tm Wtotal
(MPa) (oC) (mm) (MPa) (oC) (mm) (MPa) (oC) (mm)
1.87 1,400 155 2.08 1,400 155 2.3973 1,427 145

x∗1 mm 42.2 115.1 110.9
x∗2 mm 10.0 9.0 8.8
x∗3 mm 34.7 39.9 33.7
P∗ W 3,500 3,770 3,991

g1(x∗) mm -78.1 0 (active) 0 (active)
g2(x∗) oC -393 -381 0 (active)
f (x∗) - -11 -11 -8

two active constraints (Fifure 9c). The optimizers obtained
by sampling the parameter space are used to construct a con-
vex hull to quantify the size of the set of parametric optimal
designs. The qhull algorithm was used to construct the
4-dimensional polygon (polytope) characterizing the convex
hull [68].

4.4 Scalable optimal design results
Of the 900 parametric optimal designs obtained by solv-

ing the optimization problem for different parameter values,
592 samples were used to construct a response surface that
can predict a parametric optimal design for other parameter
values. As explained in Section 3.4 the order-based error
relative to a validation set was minimized to determine the
number of training samples. The kernel bandwidth (λ) was
determined to be 0.71. This result is shown in Figure 11.

Designs meeting scalability requirements in the parame-
ter space are identified using the scalability constraint in Sec-
tion 3.3. The monotonicity vector is defined as m= [0 1 1 0]T

for the variables in Table 2. The change agent vector is de-
fined as n = [1 − 1 − 1]T. As an illustrative example, the
two-dimensional projections of the parameter space for the
optimal width design variable are depicted in Figure 10.

The scalability transition rule results in pockets within
the parameter space that can be mapped back to design space
by evaluating the optimizer response surface within these
pockets. The parameter space is sampled using a full fac-

torial grid and designs meeting the scalability constraint are
tabulated and projected on the design space in Figure 12a.

The convex hull formed by the scalable optimal designs
is considerably smaller in volume than that formed by the set
of parametric optimal designs.

The set of scalable optimal designs can be enlarged
to include more designs be relaxing some of the scalabil-
ity constraints. We relax all the constraints with respect to
the thickness design variable x2 by setting the monotonicity
with respect to x2 to 0. The monotonicity vector becomes
m = [0 0 1 0]T. The result of this relaxation is shown in
Figure 12b.

Adhering to scalability constraints allows designers the
flexibility to scale designs as parameters evolve even after
commitment by considering remanufacturing scenarios. Fig-
ure 10 shows this scenario as the contours of x̂3

∗ increase in
value for any vector contained within the change agent hype-
roctant as defined by n.

4.5 Design set variability and comparison
Having generated the feasible design set, the set of para-

metric optimal design, and the set of scalable optimal de-
signs for the TRS remanufacturing problem, some compar-
isons can be made. Several metrics exist in the literature for
comparing the variability of a design solution set generated
by parametric optimal design tools such as those formulated
in this paper. The volume of the convex hull provides a good
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Fig. 11: Effect of number of training points and kernel bandwidth on order-based error

perception of design variability provided that there are suffi-
cient points to construct the polytope characterizing the con-
vex hull [69]. The convex hull volume was used to compare
the reduction in the design sets as our methodology was ap-
plied to the TRS problem. The lower and upper bounds (LB
and UB, respectively) of the ranged set containing each so-
lution set are also found. They are used to compute the vol-
ume of the bounding hyper-rectangle. The hyper-reactangle
volume provides a benchmark against the ranged set repre-
sentation used for previous SBD studies [26, 29, 30, 33, 38].

Table 6 summarizes the results of this comparison. It can
be seen that a significant reduction of the design space was
caused by each set-based filter step of our methodology. This
is because smaller values for the laser power P and thickness
x2 resulted in consistently suboptimal designs with respect
to performance. However, among the scalable designs many
featured axial positions (x1) and widths (x3) near the upper
and lower bounds for each variable respectively. This is due
the positive monotonicity of the volume with respect to x3.
Such designs have the greatest potential for scalability. The
relative volume of the convex hull to that of the design space
is calculated in the last row of the table. The design space
volume was normalized to 1 for ease of comparison. Feasible
solutions comprised about three fourths of the design space
(77.%). The parametric optimal design solutions comprised
only 2.8%. The scalable solutions obtained for m= [0 1 1 0]T

and m = [0 0 1 0]T comprised 6.3×10−7% and 0.00104% of
the design space respectively. While these proportions may
seem small, they are significant in size in the considered 4-

dimensional design space. For comparison, the volume of
the hyper-rectangle enclosing the design sets was also calcu-
lated since most of the surveyed set-based design methods
used hyper-rectangles to prescribe their solution sets. The
design variable bounds where normalized relative to the up-
per and lower bounds of the design space and corresponding
volume was computed by finding the product of the length
of the “edges” of the hyper-rectangle. It can be seen that
the hyper-rectangle overestimates the volume of the design
sets due to its inability to capture the arbitrary shape of the
different design sets shown in Figure 12.

The results of this remanufacturing case study demon-
strate the usefulness of the transition rule formulated in this
paper for providing scalable remanufacturing design solu-
tions for a range of design requirements. By accommodat-
ing variability in the design stage and incorporating flexible
design principles, future potential losses in raw material and
manufacturing effort are alleviated by avoiding disposal and
replacement scenarios. Even previously commissioned com-
ponents can be scaled by our methodology as shown in this
paper by carefully designing the remanufactured additions to
the component. This will ensure continued scalability of the
component in the future.

5 Conclusion and future work
We presented a set-based design methodology that

utilizes surrogate-assisted numerical optimization, post-
optimality analysis, and monotonicity-driven transition rules
related to additive or subtractive manufacturing to generate
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Fig. 12: Safety factor in the feasible design space as a function of design variables for different monotonicity vectors

a set of scalable optimal designs. This methodology can be
used either for considering several different alternative so-
lutions during initial design stages where requirements are
still open-ended or, in combination with remanufacturing, to
implement redesigns that can satisfy changed requirements,
extending thus the useful lifetime of components and sys-
tems.

The methodology was applied to an aero-engine com-
ponent design case study: a set of parametric optimal design
solutions was generated and scalable design solutions were
successfully extracted. Since we are only considering a fi-

nite, albeit large, amount of designs, we used convex hulls to
quantify approximately the cardinality of the sets in order to
make relative comparisons among them.

The scalability assessment assumed monotonicity of
component volume in the considered design variables, which
is not uncommon in many engineering design and remanu-
facturing problems. Nevertheless, the scalability assessment
presented here may be extendable to include nonmonotonic
variables by performing localized monotonicity assessments
in the design space.

This work enables design changes by remanufacturing
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Table 6: Design space comparison results

Quantity
Feasible design space Set of parametric Scalable design set

optimal designs m = [0 1 1 0]T m = [0 0 1 0]T

n = [1 −1 −1]T n = [1 −1 −1]T

LB UB LB UB LB UB LB UB

x1 37 145 37 136 88.9 108.6 73.7 108.7

x2 2 10 8.4 10 9.8 9.9 9.6 9.9

x3 10 40 10.3 31.1 18.3 23.7 18.3 26.4

P 3500 4000 3500 4000 3874 3904 3869 3907

Vhyper-rectangle 1 0.13 0.0016 0.0025

Vconvhull 0.77 0.028 6.3×10−9 1.04×10−5

Relative volume 77% 2.8% 6.3×10−7% 0.00104%

through the derived transition rules. The formulated op-
timization problem is driven by thermomechanical perfor-
mance requirements that impact its useful lifetime and how
it can be extended. However, changeability aspects should
include cost, especially as this relates directly to the lifecy-
cle of the component and its importance to circular econ-
omy principles. A changeability cost threshold must be ob-
served by designers when making remanufacturing decisions
and should be integrated into any future transition rules [27].
Future studies could also focus on other product recovery
activities along the innermost circles of a CE such as repair
and reuse as they may preserve valuable resources more ef-
ficiently than remanufacturing. Nevertheless, these options
need not be mutually exclusive.

Finally, requirements specific to the condition of the
component core to be remanufactured were not considered
here; e.g., the severity of component wear and tear at the
time of remanufacturing. This is a highly variable condition
that needs to be taken into account in our methodology as it
can impact the generated solution sets significantly. In ad-
dition to the condition of the core, the operational history of
the core could add another dimension to the design problem
in terms of variability. Uncertainty quantification methods
may offer paradigms to address this issue.
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