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ABSTRACT

In this work, we aim to study how the self-correction mechanisms aid OOD
(out-of-distribution) generalization in both multimodal and language-only mod-
els. Reasoning based methods like self-refine (Madaan et al. [2023) and STaR
(Zelikman et al.,[2022) have helped to improve the correction capacity of the lan-
guage models; however there have been no studies quantifying the reasoning im-
provement to help OOD generalization of these models. Initial results, show an
improvement of 1.6%-2% on an OOD dataset where the model is finetuned using
either self-refinement or STaR on an ID (in-distribution) dataset.

1 INTRODUCTION

Large-scale pretrained models like GPT4 (OpenAl et al.,[2024) excel at generalizing across diverse
tasks due to their training on vast and heterogeneous datasets. However, their performance often
falls short in niche domains like medicine, where the data distribution diverges significantly from
what was encountered during pretraining. Various fine-tuning techniques like full fine-tuning, Lora-
tuning (Hu et al.L[2021)) etc addresses this gap by adapting these models to the specific characteristics
of a target domain, ensuring they meet the nuanced demands of specialized applications. This fine-
tuning can however drastically reduce the model’s ability to generalize to out-of-distribution (OOD)
scenarios, which is critical for handling dynamic and unseen data when deployed.

Various studies have been done to address this issue like Wise-FT (Wortsman et al. [2022), which
averages the weights of the pretrained model and the finetuned model to improve the performance
over both the models. There are other works like LADS (Dunlap et al., [2023) which uses language
to extend to unseen domain for multimodal models like CLIP (Radford et al.,|2021)). There are also
various light-weight linear probing techniques which can retain the OOD generalization strengths
of the pretrained model whilst specializing to a particular domain.

Several other works involve reasoning based techniques to improve the ability of the language mod-
els to perform better in reasoning based tasks. Such methods like self-refine (Madaan et al.,|2023),
STaR (Zelikman et al.} [2022)), SCoRe (Kumar et al., 2024) etc. involve a notion of self-correction,
where models’ own outputs are passed into the model again, optionally with a ground-truth label,
to get a final, refined, output. However, none of the previous works (as outlined in Section §6] have
explored how such reasoning-based techniques that lead to self-correction, might also contribute to
out-of-domain (OOD) generalization. Intuitively, if models can reason effectively, they could be
better equipped to generalize OOD. So, in this work we explore how iterative refinement techniques
help in improving OOD generalization in finetuned models.

We observe improvements of 1.6%-2% accuracy on the OOD dataset in both the above mentioned
settings.

*#* = Equal contribution
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2 BACKGROUND

2.1 OOD GENERALIZATION IN PRETRAINED MODELS

OOD generalization refers to a model’s ability to maintain high performance on data outside the
distribution of its training set. Traditional fine-tuning approaches, such as full fine-tuning and LoRA
(Low-Rank Adaptation), allow pretrained models to adapt to specific tasks or domains. However,
these methods can lead to overfitting on the ID data, thereby compromising the model’s ability
to generalize to OOD scenarios. Techniques like Wise-FT, which averages weights between the
pretrained and finetuned models, and lightweight linear probing methods have been proposed to
mitigate this trade-off, retaining OOD strengths while ensuring task-specific performance.

2.2 SELF-CORRECTION MECHANISMS

Self-correction methods have gained attention for their ability to enhance reasoning in language
models. Techniques like Self-Refine, STaR, and SCoRe iteratively refine model outputs to improve
reasoning quality. In self-refinement, the models generate feedback on their own output and further
use the feedback to refine the original output. While in the STaR method, the rationales generated
for the correct answer are used to finetune the model to improve its reasoning capacity. More recent
methods like SCoRe use reinforcement learning techniques to further generalise this self correction
method. While these methods have demonstrated effectiveness in improving the logical coherence of
language models, their impact on OOD generalization remains underexplored. Intuitively, improved
reasoning should contribute to better generalization, as reasoning enables models to infer and adapt
to unseen contexts.

2.3 DATASETS

We evaluated the self-correction methods for OOD generalization using both language-only and
multimodal models. To study their effect on OOD generalization we finetuned both language-only
models and multimodal models using STaR and self-refinement methods. We broadly consider QA
tasks for our ID and OOD datasets, for their relative ease in integrating self-refine and STaR tech-
niques. For our language-only unimodal model, we use Gemma (Team et al., 2024). As our multi-
modal model under test, we consider a Vision-Language Model (VLM), BLIP2 (Li et al.| 2023)), as it
is a lightweight, functional model capable of following instructions. We treat our in-distribution uni-
modal dataset as CommonsenseQA (Talmor et al., 2019)), and choose our out-of-distribution dataset
as SQUAD (Rajpurkar et al.,|2016). Our multimodal in-distribution dataset is VQAv2 (Goyal et al.,
2017) and out-of-distribution dataset is HaloQuest (Wang et al., [2024). In multimodal contexts,
we used VQAV?2 as the ID dataset and HaloQuest as the OOD dataset. VQAv2 dataset contains real
world images with questions related to the objects in the image. In contrast to this, HaloQuest dataset
contains synthetically generated images, and also contains questions regarding objects not present
in the image, requiring the model to express the inability to answer such questions. And since the
HaloQuest dataset was released after the BLIP2 model, this dataset is truly out-of-distribution for
the model. We chose 1000 samples from the train set of CommonsenseQA dataset used for finetun-
ing with STaR. The number of samples from the train set of VQAv2 dataset used for finetuning with
and without self-refinement method is 2184.

3 EXPERIMENTS

3.1 SELF-REFINEMENT FOR VLMSs

We use the self-refinement technique to improve the reasoning of BLIP2 and measure how this
improvement translates to OOD genralization. We generate feedback from the model regarding the
output generated by the model and use the feedback to generate another output. The number of
iterations used is 1 in the self-refinement feedback. We finetune the model using the self-refinement
method with a learning rate of le-5.
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3.2 STAR FOR LLMs

We use the STaR method to improve the reasoning of the language-only model, Gemma. In this
method we generate rationales for all the samples and filter the rationales where the correct an-
swer was generated by the model. We then finetune the pretrained gemma model on these filtered
rationales. We finetune the model with STaR method with a learning rate of 5e-5.

4 RESULTS

We did a qualitative analysis of 200 examples from the test set to understand how self-refine works
both ID and in OOD scenarios as shown in table[Il

We can see from table[2]and table[I] finetuning the model with self-correction mechanisms on the in-
distribution dataset improves the performance of both the in-distribution and the out-of-distribution
datasets. This shows the improving the reasoning ability of the model directly correlates to OOD
generalization. Some qualitative examples of how finetuning with self-refinement on in-distribution
data i.e VQAv2 improves the performance on OOD dataset, HaloQuest is shown in appendix
There is one exception in table [T where finetuning without self-refine gives the best score. This
anomaly is further analysed in the section[5.1]

Dataset Model Setup Accuracy (%)
Finetuned w/ self-refine 6.25

OOD (HaloQuest) | Finetuned w/o self-refine 3.10
Zero-shot BLIP2 4.17
Finetuned w/ self-refine 18.60

ID (VQAV2) Finetuned w/o self-refine 24.20
Zero-shot BLIP2 15.00

Table 1: Qualitative analysis of model performance on OOD (HaloQuest) and ID (VQAv2) datasets.

Model Setup CommonSenseQA (ID) (%) | SQuAD (OOD) (%)
Zero-shot 37.6 13.0
Finetuned w/ STaR 42.0 14.6

Table 2: Performance comparison on CommonSenseQA (ID) and SQuAD (OOD) datasets.

5 ANALYSIS

5.1 WHY DOES FINETUNING WITHOUT SELF-REFINEMENT GIVE BETTER RESULTS

Surprisingly, from table[T] we saw that the finetuned BLIP2 model on the VQAvV2 dataset w/o self-
refine was able to correct 24.2% of the examples tested and the zero-shot BLIP2 model and finetuned
BLIP2 model with self-refinement was only able to correct 15% and 18.6% of the examples respec-
tively. Upon further inspection, we saw that the finetuned BLIP2 model on the VQAv2 dataset w/o
self-refine was producing corrections which were basically the opposite of the original predicted
answer. This lead to some incorrect correction statements, such as ”’1 is not a number”, "’the bird is
blue because it is on the roof” etc. Whereas the corrections made by the zero-shot BLIP2 model and
the finetuned BLIP2 model with self-refinement made more logical sense. Since a majority of the
questions in the VQAv?2 dataset consists of yes/no questions, this lead the finetuned BLIP2 model(on
the VQAv2 dataset w/o self-refine), to seemingly give a better self-correction rate than the zero-shot
BLIP2 model or the finetuned BLIP2 model with self-refinement. Whereas, for the evaluation of the
HaloQuest dataset using the same configurations of the BLIP2 model, we see that the BLIP2 model
finetuned with self-refinement gave better improvement in self-correction than the finetuned BLIP2
model without self-refinement.
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6 RELATED WORK

0OD generalization. The authors of the work [Wortsman et al.| (2022) propose WiSE-FT, a method
combining zero-shot and finetuned model weights through ensembling to balance robustness and
performance across domain shifts. This work highlights the challenge of fine-tuning pretrained
models for specific tasks without sacrificing robustness, achieving significant gains in both in-
distribution (ID) and OOD settings. For multimodal models/Dunlap et al.| (2023) demonstrate the
use of language-guided domain adaptation with their LADS framework, which improves domain
generalization by utilizing verbalized domain descriptions without requiring target domain samples.
This method is particularly relevant for adapting vision-language models to unseen domains.

Self-correction. Self-correction approaches have further pushed the boundaries of reasoning by
iteratively improving model outputs. The STaR framework (Zelikman et al., |2022) introduces a
bootstrapping mechanism that refines reasoning tasks iteratively, leveraging self-generated ratio-
nales to improve models without relying on extensive labeled data. Similarly there are other works
like SELF-REFINE (Madaan et al., 2023), which iteratively refines outputs through self-feedback,
showcasing its utility across diverse domains, including natural language and code generation. In ad-
dition, reinforcement learning-based methods like SCoRe (Kumar et al.|[2024) have been developed
to enhance self-correction, focusing on multi-turn feedback mechanisms to improve intrinsic rea-
soning and robustness. Other works on multimodal self-correction is either mainly post-hoc (Zhou
et al.| 2024) or use language-only feedback (Xu et al.||2024) to correct the outputs.

Datasets. One of the main drawbacks of evaluating VLMs on the VQA dataset for its reasoning
ability is that these models are over-reliant on the language prior and do not pay enough atten-
tion to the images presented, thereby leading to hallucinations. HaloQuest dataset (Wang et al.,
2024)) focuses on tackling hallucinations in VLMs by using synthetic images that often deviate
from real-world logic in order to challenge the drawbacks of the VLM mentioned above. VQA
2.0 (Goyal et al., 2017): Presented a balanced Visual Question Answering dataset to mitigate lan-
guage biases by including complementary images for each question, making visual understanding
essential. SQuAD (Rajpurkar et al.l 2016)): Introduced a large-scale reading comprehension dataset
with over 100,000 questions based on Wikipedia passages, emphasizing span-based question an-
swering. CommonsenseQA (Talmor et al.l [2019): Developed a commonsense question-answering
dataset using CONCEPTNET, containing over 12,000 multiple-choice questions designed to test
commonsense reasoning.

7 FUTURE WORK

There are several avenues for future exploration to extend and deepen the findings of this study.
First, conducting more extensive experiments with different types of models and datasets could help
in understanding the generality of using the self-correction methods for generalization.

Second, comparing our approach to other OOD generalization techniques, such as WiSE-FT, will
establish a more comprehensive benchmark and compare the efficiency of self correction methods
to other established robust finetuning techniques.

Third, it is essential to investigate the scalability of our methods to larger datasets, models, and
more diverse domains. Assessing the robustness and efficiency of self-correction mechanisms in
these contexts will determine their feasibility for deployment in real-world scenarios.

8 CONCLUSION

In this work, we explored the impact of self-correction mechanisms on out-of-distribution (OOD)
generalization for both language and multimodal models. While previous methods have demon-
strated the potential of self-refinement techniques to improve reasoning capacities, their effect on
OOD robustness has remained underexplored. We systematically studied self-refinement and STaR
methods, highlighting their ability to enhance OOD generalization by leveraging iterative reasoning.
Our initial results show promising improvements in OOD performance, indicating the potential of
self-correction mechanisms to create more robust, generalizable models across diverse tasks and do-
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mains. This work underscores the importance of combining fine-tuning and self-refinement to build
models that can operate effectively in dynamic, real-world environments.
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A APPENDIX

a) Question: What type of tree is in this image? b) Question: What color are the cat’s eyes?

In both cases, the models finetuned with self-refinement on VQAv?2 data are able to correctly output
that the object in the question is not in the image, whereas models finetuned without self-refinement
give the most general answers related to the object in the question even though they are not present
in the image.
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