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ABSTRACT

Class Incremental Learning (CIL) requires models to continuously learn new
classes without forgetting previously learned ones, while maintaining stable per-
formance across all possible class sequences. In real-world settings, the order
in which classes arrive is diverse and unpredictable, and model performance can
vary substantially across different sequences. Yet mainstream evaluation protocols
calculate mean and variance from only a small set of randomly sampled sequences.
Our theoretical analysis and empirical results demonstrate that this sampling strat-
egy fails to capture the full performance range, resulting in biased mean estimates
and a severe underestimation of the true variance in the performance distribution.
We therefore contend that a robust CIL evaluation protocol should accurately char-
acterize and estimate the entire performance distribution. To this end, we introduce
the concept of extreme sequences and provide theoretical justification for their
crucial role in the reliable evaluation of CIL. Moreover, we observe a consistent
positive correlation between inter-task similarity and model performance, a relation
that can be leveraged to guide the search for extreme sequences. Building on
these insights, we propose EDGE (Extreme case—based Distribution & General-
ization Evaluation), an evaluation protocol that adaptively identifies and samples
extreme class sequences using inter-task similarity, offering a closer approximation
of the ground-truth performance distribution. Extensive experiments demonstrate
that EDGE effectively captures performance extremes and yields more accurate
estimates of distributional boundaries, providing actionable insights for model
selection and robustness checking.

1 INTRODUCTION

Class Incremental Learning (CIL) seeks to equip a model with the ability to incorporate new class
knowledge over time while preserving accurate recall of previously learned classes (Zhou et al.
2024alb). While much of the literature has centered on advancing architectures and algorithms, the
equally crucial question of how we evaluate CIL has received far less attention. Recent studies
reveal that final performance in CIL is highly sensitive to the sequence in which new classes arrive
(Bell & Lawrence, [2022; Lin et al., 2023} |Shan et al.| [2024; Wu et al.| 2021). Such sensitivity to class
order is particularly problematic in realistic settings (e.g., autonomous driving), where the order of
class emergence is inherently uncontrollable. Compounding this challenge, the number of possible
sequences grows factorially with the number of classes (O(N!)), rendering exhaustive evaluation
impractical. Consequently, CIL evaluation must rely on sampling only a subset of class sequences to
assess and compare model performance.

Existing CIL evaluation protocols (Wang et al.,|2024b; Zhou et al., 2024b)) typically compute model
capability by sampling only 3-5 random class sequences and reporting the sample mean and standard
deviation — an approach we call the Random Sampling (RS) protocol. Because RS relies on only
a handful of sequences, it yields only point estimates and provides no characterization of the full
performance distribution. To examine whether RS can reliably approximate the true performance
distribution, we conduct a controlled study with 6 classes organized into 3 sequential tasks, resulting
in 90 possible class-arrival orders. We exhaustively evaluate each sequence to obtain the ground-truth
distribution of test accuracies. Figure [I]illustrates this experimental setting. Consider a realistic
incremental-training scenario, such as an autonomous driving system, where numerous intrinsically
different class-arrival sequences may occur in practice. Evaluating all sequences in our controlled
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Figure 1: Existing CIL evaluations may be misleading! They merely compute the average accuracy
without perceiving the performance distribution, failing to anticipate the impact of potential extreme
sequences on the model.

study produces the ground-truth performance distribution. Analysis of this distribution reveals two
key observations: first, the model performance approximately follows a Gaussian shape; second,
there is substantial variation in extreme cases, with the gap between the easiest and hardest sequences
reaching up to 20% in our example (Hide-Prompt (Wang et al., 2023b)) on CIFAR-100 (Krizhevsky,
2009)).

Following the RS protocol, we emulate typical practice by randomly sampling three sequences and
fitting a Gaussian A/ (j1, %) using their sample mean and variance. As highlighted in the blue box
of Figure |1} comparing this RS-estimated Gaussian against the ground-truth distribution reveals
systematic bias: RS tends to overestimate the mean, dramatically underestimate the variance, and
fails to capture the true upper and lower performance bounds. Consequently, selecting models
based solely on the reported average is risky — a model with an inflated mean but a poor lower
bound may cause severe failures in real-world deployment. These observations demonstrate that RS
is inadequate for faithfully capturing CIL performance; a reliable evaluation protocol must either
characterize distributional extremes or otherwise provide a substantially better approximation of the
full performance distribution.

Motivated by the RS protocol’s neglect of extreme sequences and supported by our theoretical
analysis of these cases, we adopt extreme case sampling to more comprehensively characterize
model capability and achieve more accurate performance estimates. Through both theoretical and
empirical analysis of inter-task similarity and model performance, we identify inter-task similarity
as a key factor influencing CIL performance. Building on this insight, we propose EDGE (Extreme
case-based Distribution & Generalization Evaluation), a novel evaluation framework for CIL. EDGE
encodes class-level textual descriptions using a pre-trained CLIP model to construct a class similarity
matrix. It then generates three representative class sequences: one that maximizes inter-task similarity
to simulate an easy scenario, one that minimizes it to represent a difficult scenario, and one randomly
sampled to serve as a medium case. Model performance is evaluated on these three sequences,
and their results are aggregated by computing the mean and standard deviation, providing a more
comprehensive approximation of the model’s performance distribution. As highlighted in the red box
of Figure [T} EDGE produces a substantially closer approximation to the ground-truth distribution
than the RS protocol, capturing both the central tendency and the distributional extremes.

The main contributions of this work are summarized as follows:

* We conduct a systematic study of evaluation protocols in CIL, emphasizing that evaluation should
aim to capture the full performance distribution of a model. Through both theoretical analysis and
empirical investigation, we show that the widely adopted RS protocol produces biased estimates
and fails to reflect the realistic behavior of CIL models.
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* We propose EDGE (Extreme case-based Distribution & Generalization Evaluation), a novel
evaluation framework that adaptively identifies and samples both easy and challenging class
sequences based on inter-task similarity, thereby providing a more faithful approximation of the
ground-truth performance distribution.

» Extensive experiments validate the effectiveness of EDGE in sampling extreme sequences and
estimating model performance accurately. Our analysis also uncovers notable phenomena, such as
different methods exhibiting comparable lower-bound performance in specific scenarios, offering
critical insights for the design of future CIL models.

2 RELATED WORK

Class Incremental Learning (CIL): Existing CIL approaches can be broadly categorized into non-
pre-trained and pre-trained based methods (Cao et al., [2023; |Dohare et al., 2024)). Non-pre-trained
methods typically fall into three categories: (1) Regularization-based methods, which introduce
explicit regularization terms into the loss function to balance the learning dynamics between old and
new tasks (Aljundi et al.| 2018} Kirkpatrick et al., |2017; |Li & Hoiem, |2017; Wang et al., |2022c);
(2) Replay-based methods, which alleviate catastrophic forgetting by replaying data from past tasks,
either through stored exemplars (Cha et al., [2021} |[Lopez-Paz & Ranzato, [2017} |[Riemer et al.| 2018
Wang et al., 2022a) or via generative samples synthesized by GANs (Cong et al., 2020; Liu et al.,
20205 |Shin et al.| 2017; [Zhu et al.} [2022)); and (3) Dynamic network methods, which modify the
network architecture—such as by expanding layers or neurons—to accommodate new knowledge
while preserving prior information (Aljundi et al., 2017} (Cao et al., 2025} |Ostapenko et al., 2021}
Wang et al} |2023c| 2022b)). In contrast, PTM-based methods leverage the representational power
of pre-trained backbones and mitigate forgetting through three main strategies: (1) Prompt-based
methods, which apply lightweight updates via prompt tuning while freezing the backbone to maintain
generalization (Jia et al, 2022; [Li et al., 2024; |Smith et al.l 2023} [Wang et al.| [2023al [2022dle);
(2) Model mixture-based methods, which store intermediate checkpoints and integrate them using
ensemble or model-merging techniques (Gao et al., [2023; Wang et al., 20244}, |2023d; [Zheng et al.,
2023;Zhou et al.l2024c[2025)); and (3) Prototype-based methods, which classify examples using
nearest-class-mean strategies grounded in PTM-derived embeddings (Lai et al., [2025; McDonnell
et al., [2024; |Panos et al.,|2023;|Zhou et al.| 2024a).

Evaluation Protocols of CIL: Evaluation protocols in CIL have received comparatively limited
attention. Prior studies such as|Farquhar & Gal|(2018)); [Hsu et al.| (2018)); Mundt et al.|(2021)) propose
multi-dimensional assessment criteria and benchmarks, while |Chen et al.| (2025) investigates dynamic
task allocation to probe lower-bound performance. In contrast, our work adopts a distribution-
oriented perspective: rather than relying on a few random trials, we aim to estimate the underlying
performance distribution via a small set of informative, extreme-aware samples. This approach
enables more reliable assessment under atypical or adversarial class sequences and delivers more
actionable guidance for model selection and design.

3 PRELIMINARIES

3.1 PROBLEM DEFINITION

Class Incremental Learning (CIL). Given an ordered sequence of tasks {1,...,,... }, each task
i is associated with a training set D* = { X Y}, where X* denotes the input samples and Y the
corresponding labels. Let C'LS® denote the class set for task 7, with cardinality |CLS?|. A crucial
constraint enforces strict separation between tasks: Vi # j € {1,...,n}, CLS' N CLS/ = ),
and no inter-task data accessibility is allowed during training. The goal of CIL is to learn a unified
embedding function ¥ : D’ — R? that maps inputs to a shared embedding space, along with a
classifier f(-) capable of maintaining discriminative performance across all encountered tasks.

In the CIL scenario, given a sequence of learning classes O comprising 1" tasks, we define A, as
the classification accuracy of the model on the test set of the #'-th task after training on the first ¢
tasks. Based on this, the overall evaluation metric for sequence O can be formally defined as:

1 T
AO) =5 Ary. )
t=1
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Objective of CIL Evaluation Protocol Design. Let (2 denote the space of all possible class sequences
under a given CIL setting. By sampling L sequences {O1,...,Op} C Q and computing their final
accuracies A(O;) using Equation , we construct an empirical performance distribution Per,p with
mean p 4 and standard deviation o 4.

As shown in Figure[T|and the appendix, the realistic distribution Py is approximately Gaussian. We
therefore use N (p4, 0 A) to approximate it, and define the goal of protocol design as minimizing the
distributional distance between Py, and its estimate, measured by metrics such as Jensen-Shannon
divergence (Lamberti et al., 2007) or Wasserstein distance (Villani, 2009).

Random Sampling (RS) Evaluation Protocol. For a given CIL model M, the conventional
evaluation protocol uses three fixed random seeds (Lai et al., [2025}; [Li & Zhoul, [2025; McDonnell
et al., 2024; [Wang et al., 2022¢) to generate class sequences {RS;};_;. The performance of the
model is then estimated by computing the mean and standard deviation of final accuracies: p4 =
158 LA(RS), 0% = 150 (A(RS)) — j1.4)%. However, prior work only uses these statistics to
summarize performance, without evaluating how well the estimated distribution matches the true one.
This leads to overconfidence in the evaluation results and may result in misleading conclusions.

3.2 LIMITATIONS OF RS EVALUATION PROTOCOL

Despite the substantial advances in CIL, to our knowledge, no prior work has critically examined the
validity of prevailing evaluation protocols. In this section, we undertake theoretical investigations to
address this oversight. All theoretical results and proofs in this section are provided in the Appendix.

First, we demonstrate through Lemma [T| that CIL evaluation cannot be reliably accomplished using
existing RS protocols, due to the combinatorial explosion in the number of possible class sequences.

Lemma 1. Let N be the total number of classes, partitioned into K tasks of equal size M = N/ K.
Then the number of distinct class sequences is Q)] = ﬁ Moreover, under linear scaling
K = O(N), the quantity |Q)| grows factorially, satisfying || = Q((N/e)™), which asymptotically
dwarfs any polynomial-scale sampling capacity as N — 00.

For N = 100 classes divided into K = 10 tasks, the number of possible sequences is approximately
1092, vastly exceeding practical enumeration. The RS protocols typically sample only 3 class
sequences, covering less than 1079°% of the space and thus suffering from severe under-sampling
bias. Building on Lemma [T} we now ask: How Many random sequence samples are required to
approximate the true accuracy distribution over the full sequence space within a given tolerance?

Theorem 1. Let §2 be the set of all possible class sequences with |Q)| elements, and fix tolerance € > 0
and failure probability 6 € (0,1). Suppose we draw L sequences { RS}~ without replacement

uniformly from Q, and let A;, = 1 Zle A(RS)) be the empirical mean, respectively. Then for
anye >0, if
I Q| — L - In(2 |Q\/6)7
-1 — 2¢e2
E,[AWw)]| < e.

Remark 1. Substituting |2 = N!/(M")E ~ (N/e)N from Lemma the condition equation
becomes

(@)

then with probability at least 1 — 6,

N!
=L In(2/8) 4+ In(N!/(M)E) 1
(MK N
g — ~ 5 [N In(N/e) + 2. 3)
(MK
For large || and L < |Q)|, the finite-population correction ||%“_L ~ 1, so one recovers the same

sample complexity scale Q(N In N ) as in the with-replacement case. Even for moderate N (e.g.

N = 100) and a coarse € = 0. 1 achieving high confidence (say § = 0.05) still requires on the order
of L > 2 x 10 samples, so purely random sampling remains fundamentally impracticall.

Noting that in Equation (3) we have L < [Q, let B, = {w € Q: |A(w) — E,[A(w)]| >
t\/Var,[A(w)] }. The probability that none of the L sampled sequences falls into E; is approxi-
mately exp(—(|E¢|/|Q|) L). Hence, uniform random sampling almost surely fails to capture model
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Figure 2: Figures [2af and |2bl show model performance under fully enumerable scenarios (green:
maximum, red: minimum), along with estimates from the random sampling (RS) protocol (blue error
bars). Figure 2c]illustrates the correlation between inter-task similarity scores and model performance,
where R denotes the Pearson correlation coefficient.

performance in the most extreme cases. This observation motivates the idea of deliberately construct-
ing such extreme class sequences to directly evaluate easy and hard case performance; Theorem
provides an initial theoretical analysis of this approach:

Theorem 2. Let ) be the set of all class sequences, and define n = E,o[Aw)], o =

Var,~qlA(w)] as the realistic mean and standard deviation of the accuracy function A. Suppose
we know two extreme sequences wy, w_ satisfying A(wy) — p > o and p — A(w—) > o. Draw

L sequences { RS, }£_, without replacement uniformly from Q \ {w4,w_}, and define Ar+2 =
%H [A(w,) + A(w4) + Zlel A(RSZ)} . Then for any ¢ > 0 and 6 € (0,1), if

Q—2—L _ I(2(jQ] —2)/5) (R™)*
> ) “4)
|2 -3 2¢e2
where R\%) = A(w,) — A(w_), then with probability at least 1 — 6, ./ZL+2 - EWNQ[A((U)H < e

Remark 2. Theorem[2|demonstrates that, under the conditions outlined in Remark|[I} incorporating
. . . 2
extreme class sequences reduces the required sample size to a value proportional to (R(U)) . For

L

instance, when R\?) ~ 0.1 (which is common in practical scenarios), the lower bound on the sample
size L drops to around 50. This represents a significant reduction compared to uniform random
sampling, underscoring the practical benefit of extreme-sequence-assisted evaluation in CIL.

4 EDGE: EXTREME CASE-BASED DISTRIBUTION & GENERALIZATION
EVALUATION

4.1 MOTIVATION

Building on the theoretical analyses in Section we conduct an exhaustive evaluation under a
6-class, 3-task setting. As illustrated in Figures[2aland[2b] the RS protocol often fails to accurately
estimate the true performance distribution, frequently leading to either underestimation or overes-
timation of certain models, which compromises fairness in comparison. Meanwhile, the findings
from Theorem [2] together with the near-Gaussian nature of the true distribution, highlight the
importance of incorporating extreme class sequences to improve evaluation quality. Nevertheless, a
key challenge remains in how to effectively leverage dataset-specific structures and characteristics to
generate extreme sequences that are both robust and generalizable, thereby enabling more reliable
and informative evaluation protocols.

In the CIL setting, it is intuitively understood that when adjacent tasks exhibit low similarity, model
parameters undergo significant changes during task transitions, which increases the risk of forgetting.
To investigate this phenomenon further, we examine the relationship between inter-task similarity
and model generalization error.

Theorem 3. Consider a CIL system consisting of K tasks, where each task Ty, is associated
with a data distribution Dy, and a class set C. The generalization error is defined as ¢, =

= Zszl E(z,y)~py, [L(R(x),y)], where L(h(x),y) denotes the loss between the model prediction
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Figure 3: Illustration of the EDGE evaluation protocol. The sequence with a green background
represents a hard case, where similar classes (e.g., apples and pears) appear within the same task,
resulting in low inter-task similarity. The sequence with an orange background represents an easy
case, where similar classes are distributed across different tasks, leading to high inter-task similarity.

h(z) and the true label y. Given a task order O = {T1,Ts, ..., Tk}, the similarity score S(O) is
defined as:

K

S(O) = m Z Z Z Sim(c, Cl), (5)

1<i<K—1c€C; ¢! €Ci 41

where Sim(c,c') denotes the semantic similarity in the representation space between classes ¢ and
c, belonging to tasks T; and Tj, respectively. Let Oy, and O, denote the sequences with the minimum
and maximum similarity scores S(O), respectively, and let O, represent a randomly generated
sequence. Then, the following conditions hold:

o The similarity score satisfies S(Op) < §(0,) < S(0O.),
o The generalization error satisfy €,(Or) > €4(O;) > €4(Oe).

Theorem [3] theoretically demonstrates that as task similarity decreases, the upper bound of the
generalization error increases significantly. Figure[2d|illustrates the trend between inter-task similarity
scores and corresponding model performance for all possible class sequences. The majority of
methods show a positive correlation, empirically supporting this result by showing a consistent
decline in model accuracy as task similarity decreases. Motivated by these observations, we take
advantage of inter-task similarity to construct extreme class sequences, which facilitates a more
thorough and representative evaluation of CIL.

4.2 EXTREME SEQUENCE GENERATION ALGORITHM AND PROPOSED PROTOCOL

Figure [3]illustrates the proposed EDGE evaluation protocol. Given a dataset, since direct access to
image instances is unavailable, we leverage the text encoder from a pre-trained CLIP model to embed
class labels. Specifically, each class label is encoded into a d-dimensional semantic feature vector via
the CLIP text encoder ®, forming a label feature set £ = {L1, ..., Ly}, where L; = ®(y;) € R%.
By computing cosine similarities between these label features, we construct a symmetric similarity
matrix D € RV*N | where each entry dij = % quantifies the semantic similarity between
classes ¢ and j. Based on the similarity matrix D, we generate candidate class sequences by hierar-
chically clustering (Nielsen), |2016) semantically similar classes and strategically selecting subsequent
tasks to minimize or maximize inter-task similarity. Two optimal permutations are identified using
Equation : O), = argmin,cq S(o) for the hardest sequence and O, = arg max,cq S(0) for the
easiest sequence. To ensure the total number of sampled sequences remains unchanged, we randomly
select one sequence as the Median Sequence, which is theoretically guaranteed to lie near the center
of the distribution Theorem[I] By evaluating models on this triplet of task sequences, we approximate
the true performance distribution and enable a more comprehensive assessment of model capability.
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Table 1: Experimental results of pre-trained-based methods on two datasets. The gray region indicates
the ground-truth values, and the best results are highlighted in bold black.

CIFAR-100 ImageNet-R
. CODA- Hide- CODA- Hide-
Metric L2P Prompt  Prompt EASE MOS RanPAC L2P Prompt  Prompt EASE MOS RanPAC
min 4, 71.83 64.67 7250 9533 92.17 9850 57.75 18.72 6590 8824 8556 90.91
RS 83.83 76.83 79.67 9550 9533 98.67 6898 39.04 7834 88777 87.17 93.05
EDGE 72.83 73.00 73.00 9533 93.83 98.67 6631 2193 7189 88.24 86.10 93.05
max 4, 9250 87.00 91.17 9583 97.67 98.83 8342 57.75 8295 88.77 9198 96.26
RS 87.33 81.83 90.67 95.50 95.83 98.83 7540 4385 78.34 88.77 87.70 95.19
EDGE 92.00 84.17 90.75 95.67 96.67 98.83 77.54 4545 76.04 88.77 9144 95.19

JSDpgs 044  0.38 034  0.00 0.15 0.00 023  0.65 0.41 0.00 0.37 0.57
JSDgpce 030  0.28 022  0.00 0.15 0.00 021  0.20 0.18  0.00 0.17 0.36

Wrs 2.81 2.92 389  0.00 048 0.00 1.59  9.85 244 000 1.18 2.25
WEebpcE 200 2.03 142 0.00 0.22 0.00 1.74 237 111 0.00 0.77 1.07

To generate hard sequences, we first cluster classes based on semantic similarity using hierarchical
clustering (Nielsen, [2016)). To encourage semantically similar classes to be grouped into the same
task, we preserve large clusters intact and selectively split smaller ones as needed, ensuring all classes
are assigned to K tasks while minimizing global inter-task similarity.

After constructing task partitions, we compute the inter-task similarity matrix ITS € RE*X and
initialize the sequence with the task exhibiting the lowest global similarity. Subsequent tasks are
iteratively selected based on minimal similarity to the current task, forming candidate sequences.

By varying the clustering granularity, we generate multiple candidates and select the one with the
lowest overall similarity score S(0). The easy sequence is constructed analogously, except that
similar classes are intentionally assigned to different tasks, and each next task is selected based on
maximal similarity to the previous one. Pseudo-code and analysis are provided in the Appendix.

5 EXPERIMENT

Due to the exponential growth in the number of possible class sequences in CIL scenarios (as shown
in Lemmal|l)), obtaining the true performance distribution under standard experimental settings is
infeasible. We therefore divide our experimental evaluation into two parts. First, we conduct fully
enumerable experiments on subsets of standard datasets, enabling quantitative analysis to validate
the effectiveness of the proposed EDGE protocol. Second, we perform analytical experiments under
standard benchmark settings, visually demonstrating EDGE’s strong capability in capturing extreme
performance cases.

5.1 ENUMERABLE EXPERIMENTS
5.1.1 EXPERIMENTAL SETUP

Dataset and Metrics. We conduct experiments on the CIFAR-100 and ImageNet-R (Krizhevsky,
2009) datasets. For each dataset, we select the first six classes and partition them into three tasks,
generating 90 possible task permutations, which we consider the true distribution (Dy;.,,.). Next,
we apply the RS evaluation protocol (using random seeds 0, 42, and 1993 (Lai et al., [2025; |L1 &
Zhou, |2025; [McDonnell et al., 2024, [Wang et al.,|2022¢)) to generate class sequences for evaluation,
obtaining the estimated distribution Dgg. Simultaneously, we employ the EDGE protocol to perform
th e evaluation, yielding the estimated distribution Dgpg . To quantitatively assess the effectiveness
of different evaluation strategies, we use the JSD divergence and Wasserstein distance (JSDy
(Lamberti et al., |2007) and W (Villani, [2009)) to measure the differences between the estimated and
true distributions.

Baseline. To ensure a fair comparison, we benchmark our method under both non-pre-trained and
pre-trained settings against classic and state-of-the-art approaches: in the non-pre-trained setting, we
compare with EWC (Kirkpatrick et al.| 2017)), DER (Yan et al.| 2021)), iCaRL (Rebuffi et al., 2017),
FOSTER (Wang et al.,|2022a), MEMO (Zhou et al}2023), and TagFex (Zheng et al.|2025); in the
pre-trained setting, following Sun et al. (Sun et al.} [2025a), we evaluate against L2P (Wang et al.,
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Table 2: Experimental results of non-pre-trained-based methods on two datasets. Details are consistent
with those in Table|[T}

CIFAR-100 ImageNet-R
Metric EWC DER iCaRL FOSTER MEMO EWC DER iCaRL FOSTER MEMO TagFex
ming,, 12.50 16.83 36.33 16.00 21.83 10.06 11.73 10.61 11.17 12.85 11.73
RS 26.17 24.17 43.00 20.67 36.50 16.76 11.73 14.53  15.08 15.05 18.99
EDGE 12.50 26.35 38.50  16.67 35.67 10.61 1197 14.53 11.73 1544  14.53
MAaX A 39.00 4550 5333  38.33 56.67 2793 26.26 43.58  26.82 30.73 21.23
RS 27.50 34.17 43.00 23.50 51.17 2123 18.99 2291  24.02 21.23  20.11
EDGE 28.17 41.33 4333  30.17 56.67 24.58 21.23 26.82 23.95 2849  20.67

JSDrs 051 029 036 0.58 029 036 032 030 0.22 0.38 0.44
JSDgpee 029 031  0.32 0.40 023 026 020 0.21 0.20 0.16 0.15

Whrs 474 462 237 6.25 200 240 214 3.14 2.11 2.99 3.14
WebpcE 344 322 203 3.91 1.82 203 1.07 271 1.03 1.66 0.88

2022e), CODA-Prompt (Smith et al.| 2023), HidePrompt (Wang et al.,[2023b)), EASE (Zhou et al.,
2024c)), and MOS (Sun et al.,|2025b).

Implementation Details. Our framework is implemented in PyTorch, and the code is provided in the
supplementary materials. Complete experimental details can be found in the appendix.

5.1.2 EXPERIMENT RESULTS

Tables [I] and [2] present the experimental results of two types of methods on the CIFAR-100 and
ImageNet-R datasets. The results are organized into four sections: the first section shows the true
lower performance bound (highlighted in gray) along with the lower bounds estimated by RS and
EDGE; the second section similarly compares the upper performance bounds. The third and fourth
sections display the JSD Divergence and the Wasserstein Distance, respectively, between the estimated
distributions from both methods and the true distribution. Based on these experimental results, we
draw the following conclusions:

* RS leads to inaccurate and unfair comparisons. RS produces biased estimates of performance
boundaries, which may lead to unfair comparisons among models. For example, when evaluating
non-pre-trained methods on the CIFAR-100 dataset, the lower bound estimated by RS for EWC
(26.17%) is significantly higher than its true lower bound (12.50%). Notably, although the true
lower bound of DER (16.83%) is actually better than that of EWC, the RS estimate suggests a worse
lower bound for DER (24.17%), leading to an erroneous conclusion. In contrast, EDGE provides
more accurate estimations of these boundaries, thereby avoiding such incorrect comparisons.

* EDGE captures extremes and supports more comprehensive evaluation. In the vast majority
of experimental cases, the performance bounds estimated by EDGE are significantly closer to the
ground-truth bounds (gray area) than those estimated by RS. Furthermore, EDGE demonstrates a
stronger capability in approximating the true performance distribution, as reflected in its consistently
lower or equal JSD Divergence and Wasserstein Distance values compared to RS in most scenarios.

* Multiple methods may converge to similar worst-case performance under hard sequences. On
the challenging ImageNet-R dataset, the true lower-bound performance (i.e., worst-case accuracy)
of multiple non-pre-trained methods clusters within a narrow range of 10.06% to 12.85%. This
consistency suggests that task difficulty itself, rather than architectural differences, constitutes the
primary bottleneck in this setting. EDGE helps model developers recognize this phenomenon,
highlighting that variations in model design have limited impact under such conditions.

* The accuracy of boundary estimation is correlated with model performance stability. A
model’s performance stability directly affects how accurately its bounds can be estimated. Models
with stable performance and low variance (e.g., EASE, MOS, and RanPAC in Tableﬂ]) enable both
RS and EDGE to estimate bounds accurately, yielding near-zero JSD and Wasserstein Distance. In
contrast, models with high performance fluctuation (e.g., non-pre-trained methods in Table[2) pose
greater challenges for bound estimation. It is in these cases that EDGE shows a clearer advantage
over RS, producing closer bound estimates and lower distribution distances.

EDGE is robust across different configurations. Figure 4| demonstrates that the EDGE protocol
maintains high estimation accuracy under various settings, including different model backbones
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Figure 4: Effect of task sequences generated with CLIP text encoders of varying scales on the
estimation of performance distributions under the EDGE protocol. The black curve denotes the
ground-truth distribution, and the blue curve indicates the estimation obtained via the RS protocol.

(e.g., ResNet vs. ViT) and different sizes of the CLIP text encoder. In all cases, EDGE consistently
outperforms the RS protocol by providing estimates that more closely align with the ground-truth
performance distribution. This highlights the reliability and generalizability of EDGE across diverse
model architectures and embedding capacities. Additional results and detailed analyses for other
experimental settings are provided in the appendix.

5.2 EXPERIMENTS ON CLASSIC CIL SETTINGS

Following the classic CIL setup, we conduct experiments using three datasets: CIFAR-100
(Krizhevsky} 2009), CUB-200 (Wah et al., 2011), ImageNet-R (Krizhevsky, [2009). Each dataset is
partitioned into multiple tasks of equal size. Figure[5] visualizes the maximum and minimum accuracy
values (max 4 and min 4) of the sampled sequences under each protocol, highlighting their ability to
capture the extremes of the performance distribution.The results demonstrate that EDGE consistently
achieves both a lower estimated lower bound and a higher upper bound across nearly all scenarios,
including highly stable methods such as EASE (Zhou et al.| [2024c) and RanPAC (McDonnell et al.|
2024). This allows it to identify rare but critical performance extremes, providing a more reliable and
practical assessment of performance for real-world deployments. For more detailed analysis, please
refer to the Appendix.

Z EDGE Est. Vi) J— 90 == 781 77 EDGE Est. 7]
901 0 RSEst. b‘ 7 @ [ RSEst.
Sss S50 g6 vl
5 7 ; 5 5
- 4 U RNiziz Kinme
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84 y. CZ] EDGE Est. 721 [/ ’ ﬁl
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(a) Under CIFAR-100 (b) Under CUB-200 (c) Under ImageNet-R

Figure 5: Visualization of the estimated lower and upper performance bounds across three datasets
under the classic CIL setting: (a) CIFAR-100, (b) CUB-200, and (c) ImageNet-R. The slashed bars
(/) denote the proposed EDGE, while the dotted bars (.) correspond to the existing RS protocol.

6 CONCLUSIONS

This paper introduces a new perspective on evaluating CIL, highlighting the theoretical and empirical
limitations of conventional RS protocols. We propose EDGE, an evaluation protocol that adaptively
constructs task sequences with varying difficulty levels based on inter-task similarity, enabling a more
accurate and comprehensive assessment of model performance.
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APPENDIX

The appendix is organized as follows:

* Appendix [B]introduces the notations and mathematical symbols used throughout the paper, provid-
ing a clear reference for theoretical and algorithmic components.

* Appendix [C]presents a detailed analysis of the existing RS (Random Sampling) protocol, including
formal proofs of its limitations and additional empirical results that support our claims.

* Appendix |D|provides a comprehensive discussion of the proposed EDGE protocol. This includes
pseudo-code, step-by-step explanations of the sequence generation algorithm, and theoretical
justification for its effectiveness.

* Appendix [E| reports extended experimental results and offers in-depth analysis of the observed
patterns. These findings provide new insights into the design and selection of CIL algorithms under
varying sequence difficulties.

* Appendix [Foutlines promising directions for future research.

A THE USE OF LARGE LANGUAGE MODELS

Large language models were used solely to assist in polishing the writing of this manuscript. They
played no role in the conceptualization, research, or analysis of this work. The authors take full
responsibility for the content and originality of the work.

B NOTATION

Table Al: Notations and their explanations used throughout this paper.

Notation Explanation
N Total number of classes.
N(u,0?) Gaussian (normal) distribution with mean y and variance o2
D' Training dataset for task 4, consisting of n; input-label pairs.
CLS! Set of classes associated with task i.
Q Sample space of all possible class sequences.
0e A specific ordered class sequence of length K.
Prirue True (but unknown) distribution of the model’s performance.
A(O) Final accuracy achieved by the model on sequence O.
K Total number of tasks (i.e., the length of each sequence).
L Number of sampled sequences used for estimation.
) Allowed failure probability (so confidence is 1 — §).
€ Tolerance for estimation error.
S(0) Inter-task similarity score for sequence O.
€g Theoretical upper bound on the generalization error.
P CLIP text encoder mapping text tokens to d-dimensional embeddings.
L Matrix of text embeddings for the C' class labels.
D Similarity matrix between label embeddings (e.g. cosine similarity).
ITS Inter-task similarity matrix aggregated from D.

Table [AT] provides a detailed description of the notations used throughout the paper, facilitating a
clearer understanding of the mathematical formulations and algorithmic procedures.

14
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C DETAILED ANALYSIS OF RS PROTOCOL

C.1 THEORETICAL ANALYSIS AND PROOF

Lemma 1. Let N be the total number of classes, partitioned into K tasks of equal size M = N/ K.
Then the number of distinct class sequences is |Q = % Moreover, under linear scaling

K = O(N), the quantity || grows factorially, satisfying |Q)| = Q((N Je)V ), which asymptotically
dwarfs any polynomial-scale sampling capacity as N — oo.

Proof. We begin by noting that the total number of distinct permutations of N classes is NV!. When
partitioning these classes into K tasks of equal size M = N/K, each individual task contains
M unordered classes. Since the order of classes within a task is irrelevant but the order of tasks
themselves is preserved, we must quotient out the intra-task permutations.

For each task, there are M! ways to permute its classes internally. Since there are K such tasks, the
total number of intra-task permutations is (M!)¥. Consequently, the total number of distinct class
sequences that respect this task-based structure is given by |Q| = % To analyze the growth rate
of |€2|, assume a linear scaling regime where K = ©(N). Then M = N/K = ©(1), implying that

M is constant with respect to N. Therefore, (M!)% = ©(c) for some constant ¢ > 0.

By Stirling’s approximation, we have:

N N
N! ~ V2 N(e) : (©)

wegen () 0(()).

which shows that || grows at least as fast as (N/e’)V for some constant ¢/ > e, i.e., | =
Q((N/e)V) .

Finally, note that any polynomial function in N is dominated by (N/e)¥ as N — oo. Hence,
the number of possible class sequences || asymptotically exceeds any polynomial-scale sampling
budget, concluding the proof. O

Thus,

Theorem 1. Let Q) be the set of all possible class sequences with || elements, and fix tolerance e > 0
and failure probability § € (0,1). Suppose we draw L sequences { RS, }£_, without replacement

~

uniformly from §, and let A;, = % Zle A(RS)) be the empirical mean, respectively. Then for
anye > 0, if
Q- L - In(21(9]/6)

L 8
-1 ~ 2¢2 7 ®)
then with probability at least 1 — 6, | Ay, — E,, [A(w)” < e
Proof. Let Q = {w,ws, ... vW\QI} denote the finite set of all possible class sequences. Define the
true mean accuracy as
12
1
f=EyolAWw)] = Tl > Aw). )
i=1
Let {RS1, RSo, ..., RSy} be a sample of size L drawn uniformly at random without replacement
from (2, and define the empirical mean
N 1 &
Ap =7 ;A(RSZ»). (10)

Our goal is to bound the deviation probability P(| A — y| > ¢), under the assumption that A(-) €
[0,1] for all w € Q. Let us define the Doob martingale sequence

Zy=E[AL], Z;=E[A,|RS:,...,RS;, i=1,...,L. (11)
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Then {Z,}£_, forms a martingale with respect to the filtration F; = o(RS4, . .., RS;), and we have:
~ R L
Zo=p, Zr=Ap, and Ap-p=2L—2Zy=) (Zi~Zi-1) (12)
i=1

Since the sampling is without replacement from a bounded set .A(w) € [0, 1], we can bound each
martingale difference:

1 flo—-1z
Zi—Zia| <+ )

foralli=1,...,L. (13)

This bound can be obtained via an extension of McDiarmid’s inequality for sampling without
replacement, or directly computed via sensitivity analysis of the sample mean with respect to one
replacement in the sequence. Thus, the variance proxy is bounded as:

L
1 |19 -L 1 19 -L
Zi—Zi 1) <L-(—- =—- . 14
Y-z <1 () = 1 ey ”
Using the standard Azuma—-Hoeffding inequality for martingales with bounded increments, we obtain:
~ g2 Q|- L
]P’(‘AL—,u‘ 25) <2exp| — < 2exp (—252L- ) (15)
23001 (Zi = Zina)? Q-1

To ensure that the deviation probability is at most §/|€2| for each of the |(2| possible values (for use in
a union bound), it suffices that:

|| — L) )
2 exp (—2€2L : < . (16)
€1 -1/ 7|9
Solving this inequality, we take logarithms on both sides:
Q|-L
—2¢2L - |Q|| — < In(§/29), (17)

which is equivalent to:
2] - L _ In(2]02]/9)

L-
-1~ 22

. (18)
O

Theorem 2. Let Q) be the set of all class sequences, and define p = Eyoq[A(w)], o =

Varyo[A(w)] as the realistic mean and standard deviation of the accuracy function A. Suppose
we know two extreme sequences w4, w_ satisfying A(wy) — p > o and pp — A(w_) > o. Draw

L sequences { RS}, without replacement uniformly from Q \ {w4,w_}, and define A2 =
= [.A(w,) + AW + 38, A(RS;)} . Then for any ¢ > 0 and 6 € (0,1), if

Q) -2-L _ In(2(9Q - 2)/5) (R

L
Q-3 - 2¢e2 ’

19)

where R©®) = A(w,)— A(w_), then with probability at least 1 — 8, | Ap 12 — B, qA(w)] | < e

Proof. Let Q = {wy,...,w|q} and write
1 12|
u= 9] Z Aw;), o2 = VargwqlAWw)] (20)
i=1

By assumption there exist sequences w,w_ satisfying

Aw) —p >0, p—Aw-)>o. (21)
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Define the total range

R = A(wy) — Alw_) > 20. (22)
Draw L samples { R.S;}1_; without replacement from ' = Q \ {w,,w_}, and set
~ 1 L
Apyo = ) [A(W—) + Alwy) + ; A(RSi)]' (23)
Consider the Doob martingale
Z():E["Z(L-FQL Zi:E[“ZL-‘rQ | RSlv"'7RS’i]7 1= 1a"'7L' (24)
Then
N N L
Zo=p, Zr=Arws, Appa—n=> (Zi—Zi). (25)
i=1

Since each A(RS;) lies between the two extremes, replacing one sample can change the sum by at
most R(?). Moreover, because we sample without replacement from a set of size |Q2] — 2, the sensi-

tivity of the average Ay to a single replacement is further scaled by VIQI=2-L)/(9] - 3).
Altogether one obtains

1 0 -2-L
Zi—Zig| < —— Rl JE =~ =1,...,L. 26
| <75 a3 =he (26)
Hence, the sum of squared increments is bounded by
L
RON\2 Q-2 L
a—z_2<L( ) . 27
Z; AV Q-3 @7
By Azuma—-Hoeffding,
~ g2 Q-2-L
Pr(|Apqio—pul > ¢ <2exp<— ) §26Xp<—262L7 R *2>.
(| L+2 :u'| ) 225;1(2147214_1)2 |Q‘ —3 ( )
(28)
Requiring this probability to be at most 6/(|€2| — 2) and solving for L gives
Q—2—-L _ In(2(|Q] —2)/6) (R)?
9 _ In(2(10] - 2)/5) (RO 00
2] — 3 2¢e?
O

C.2 EMPIRICAL ANALYSIS

To empirically validate the distributional characteristics of performance metrics across different
continual learning methods, we conducted experiments on CIFAR-100 and ImageNet-R. As shown in
Table[A2] the number of possible class sequences grows rapidly even with a small number of classes.
To balance feasibility and distributional richness, we chose a configuration with 6 classes divided
into 3 tasks of 2 classes each, yielding 90 possible class sequences. This setting is large enough to
exhibit meaningful variation in performance, yet still allows complete enumeration of the sequence
space. For each dataset, we randomly selected 6 classes and partitioned them accordingly. We then
evaluated two groups of methods:

* Non-pretrained CIL methods: EWC [Kirkpatrick et al.| (2017, DER |Yan et al.|(2021)), iCaRL
Rebuffi et al.[(2017), FOSTER [Wang et al.|(2022a), MEMO |Zhou et al|(2023), and TagFex [Zheng
et al.|(2025).

* Pre-trained CIL methods : L2P Wang et al.|(2022¢), CODA-Prompt|Smith et al.| (2023)), Hide-
Prompt|Wang et al.|(2023b)), EASE |Zhou et al.| (2024c)), and MOS Sun et al.| (2025b).
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Table A2: Number of possible class sequences |€2| under different partitions

N K M=N/K Formula |Q|= %
4 2 2 (24!!?2 6

6 2 3 (36!'?2 20

8§ 2 4 an 70

10 2 5 (é??!Q 252

6 3 2 enE 20

9 3 3 (39!-?3 1680

8 4 ) 8! 2520

Table A3: Normality test results, demonstrating that the model capacity distribution approximates
a Gaussian

Method Dataset A Shapiro-Wilk p D’Agostino’sp KS p
CODA-Prompt CIFAR-100 4.5971 0.4753 0.4357 0.8365
CODA-Prompt ImageNet-R  2.3957 0.9321 0.7483 0.8811

DER CIFAR-100  2.2577 0.3582 0.3030 0.3824
DER ImageNet-R  0.0321 0.2755 0.5488 0.6937
EWC CIFAR-100 1.5076 0.1926 0.1913 0.4064
EWC ImageNet-R  0.7893 0.2854 0.5735 0.3519
FOSTER CIFAR-100  2.8988 0.2215 0.9340 0.4010
FOSTER ImageNet-R  0.1042 0.2216 0.1903 0.2880
Hide-Prompt CIFAR-100 4.1164 0.5802 0.4904 0.4783
Hide-Prompt ImageNet-R 1.7462 0.3538 0.8186 0.6373
iCaRL CIFAR-100  7.2381 0.1369 0.0326 0.4413
iCaRL ImageNet-R  1.1917 0.9577 0.9403 0.9870
L2P CIFAR-100 11.8644 0.0554 0.3215 0.2628
L2P ImageNet-R  4.4415 0.1850 0.1541 0.6715
MEMO CIFAR-100 0.7041 0.1720 0.0524 0.7084
MEMO ImageNet-R  0.6267 0.8781 0.8697 0.7357
MOS CIFAR-100 -12.9763 0.4968 0.7681 0.5230
MOS ImageNet-R  3.0909 0.1546 0.7973 0.2497

Observation 1: The capacity distribution of the model is near-Gaussian

For each method—dataset pair, we collected the final task accuracies over the 90 sequences and
applied a Box—Cox power transformation. The optimal parameter A was chosen by maximizing
the log-likelihood under the normality assumption. We then performed three normality tests on
the transformed accuracies: the Shapiro-Wilk test, D’Agostino’s K? test, and the one-sample
Kolmogorov—Smirnov (KS) test. Each yields a p-value indicating the probability of observing the
data under a Gaussian null hypothesis.

The results in Table [A3] indicate that, after Box—Cox transformation, most method—dataset com-
binations exhibit p-values above the conventional 0.05 threshold in at least two of the three tests,
suggesting an adequate approximation to normality.

In addition, methods not listed in Table @ such as RanPAC and EASE, produce a limited number of
possible task sequences due to their architectural design, resulting in insufficient sample sizes for
reliable normality testing; hence, their results are reported as n/a.

Observation 2: The sampling of RS protocol cannot reflect the realistic ability of the model well

Figure and Figure illustrate the true performance distribution and the sampling locations
obtained using the RS protocol (random seeds 0, 42, and 1993). Random sampling often fails to
capture the true characteristics of the distribution. First, most sampled points cluster around the
center of the distribution, making them ineffective in reflecting the model’s behavior under extreme
conditions. Second, the randomness of the sampling process introduces significant uncertainty across
different data types and datasets, as the sampling locations vary considerably. This variability leads to
unstable evaluations, where some methods are overestimated while others are underestimated. Third,
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two major issues arise when using these randomly selected points to estimate the true distribution:
the mean is inaccurately estimated, and the variance is severely underestimated. These problems
together compromise the reliability of model evaluation under the RS protocol.

DER on CIFAR100 DER on ImageNet-R EWC on CIFAR100 EWC on ImageNet-R FOSTER on CIFAR100 FOSTER on ImageNet-R
0.10
] 0.06 {
0.06 0.044 0.06
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0.02 0.02 0024
0.00 1= " " v ; " " T 0.00 " " 0004 " ; v "
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0.10 0.10 0.10
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0.05 4 0.05 4
0.05 005 4 0.05
0.025
0001 ; 000 0.00 4 0.00

Figure Al: True performance distribution (black) and sampling positions under the RS protocol
(blue) for non-pretrained CIL methods. The figure illustrates that RS fails to adequately capture the
true distribution, leading to biased estimation.
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Figure A2: True data distribution and the sampling positions under the RS protocol (pre-trained CIL
methods).

Observation 3: The performance of the model is positively correlated with inter-task similarity

Building upon the prior theoretical analysis and the first two observations, we recognize the necessity
of incorporating extreme sequences for auxiliary evaluation. However, a key challenge lies in
adaptively identifying such extreme sequences and determining a principled basis for algorithmic
design. In the CIL setting, it is intuitively understood that when adjacent tasks exhibit low similarity,
the model parameters undergo substantial changes during task transitions, increasing the risk of
forgetting. Motivated by this intuition, we investigate the relationship between inter-task similarity
and model performance. As shown in Figure 2c, a strong positive correlation is observed across most
methods. This insight suggests that inter-task similarity can be a foundation for designing strategies
to sample challenging sequences and evaluate model robustness.

D DETAILED ANALYSIS OF EDGE

D.1 THEORETICAL ANALYSIS AND PROOF

Theorem 3. Consider a CIL system consisting of K tasks, where each task Ty, is associated
with a data distribution Dy, and a class set C,. The generalization error is defined as €; =

+ Zszl E(g, )~y [L(R(x),)], where L(h(x),y) denotes the loss between the model prediction
h(z) and the true label y. Given a task order O = {T1,Ts, ..., Tk}, the similarity score S(O) is
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defined as:
B K . /
S(O)*m Z > D Sim(e,e), 30)
1<i<K-—-1c€eC; Cleci+1

where Sim(c,c’) denotes the semantic similarity in the representation space between classes ¢ and
c, belonging to tasks T; and T}, respectively. Let O, and O, denote the sequences with the minimum
and maximum similarity scores S(O), respectively, and let O, represent a randomly generated
sequence. Then, the following conditions hold:

o The similarity score satisfies S(Op) < §(0,) < S(O.),
o The generalization error satisfy €,(Or) > €4(O;) > €4(Oe).
Lemma 2. |Lin et al.|(2023)) When p > n + 2, we must have:

o7 =1 1, T T
E[Gg]:7ZIIwE‘II2+ T Dot llwp —wf?
i=1 i=1 k=1
2
po T
— (1 -1, 31
+p—n—1( ) @D

where the overparameterization ratior = 1 — % in this context quantifies the degree of overpa-

rameterization in a model, where n represents the sample size, qnd p denotes the number of model
parameters. The coefficients ¢; j = (1 — r)(rT =t —pi=t 4 T=3), with 1 < i < j < T, correspond
to the indices of tasks, and o denotes a coefficient representing the model’s noise level.

Proof. First, consider the total cross-task similarity:

Z Z Z Z Sim(c, ), (32)

1<i<K 1<j<K c€C; ¢'€C;

> Simle,d). (33)

1<i<K c,c’ €C;

and the intra-task similarity:

These satisfy the conservation relationship:

SN0 3D Simle, )+ > Y Sim(e,d) =Ch. (34)

1<i<K 1<j<K c€eC; ¢’€C; 1<i<K ¢,c’€Cy

For optimal parameters between tasks ¢ and j, we have:

lwf —wi|® o |l Y v = D onll?

mecC; neC;
=2 D mvn)+ D D omevn) =23, > (Vi)
meC; neC; mGC]‘ ’nEC]’ meC; RGCj
= Z Sim(c,c") + Z Sim(c,d') | —a Z Z Sim(c,c'),  (35)
c,c'€C; c,c’€Cy ceC; c'eCy

where « is a proportionality constant.

Substituting into the key term from Lemma [}

1—r K K

e LD ST
=1 k=1

K

- 1[_(TZTK_iZa Z Sim(c,c) + Z Sim(c,c) —Z Z Sz’m(qc’))

i=1 k=1 c,c’'eC; c,c’eCy ceC; c'eCy,
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1 K K
_ K-1)|C - ZZ ZZSim(c,c’)

i=1 k=1ceC; c’eCy
K K
K 1—r k—1i /
=(1-r%)alC, — 7 E E r Sim(c, ')
i=1 k=1,k#1 c€C; ¢’ €Cy,

:02727’;;2@ XYY Sime), (36)

1<i<K—1c€C; ¢/€Cit1
where C'5 contains terms independent of the task ordering.

To establish the probabilistic bound for random sequences, let {2 denote the set of all possible task
permutations and O, ~ Unif((2). Define the random variable X; j = > cc. > o ec, Sim(c, ).

The similarity score can be rewritten as:

K K-1
SO = gy 2 et (37

where 7 is the permutation function. By symmetry, the probability that any two distinct tasks 7; and
T} are adjacent in a random permutation is RE=T Thus, the expected similarity score is:

K 1)
K 2
E[S(0:)] = = 1) N RE T KK;;KXi,j
TN 2 Ko (38)

i#]

Applying McDiarmid’s inequality to the function f(7) = S(O), observe that swapping two tasks in
7 changes f(7) by at most 27, where U is the upper bound of Sim(c, ). This yields:

252 N2
P(1£(r) ~ EL1] > 9 < 2050 (- 5 (9)
Letting 6 = min(E[f] — S(Oy), S(O.) — E[f]), we obtain the concentration bound:
P(S(O1) < S(O,) < S(O.)) > 1— 2exp (—éﬁfﬁ) . (40)

This reveals an inverse relationship between the similarity score S(Q) and the generalization error
€4: the coefficient before the similarity summation term is negative, meaning higher similarity scores
correspond to lower generalization error. Therefore, the ordering with maximum similarity O,
minimizes ¢, while the minimum similarity ordering O, maximizes ¢4, with random ordering O,
falling between them. ]

D.2 PSEUDO CODE AND ANALYSIS

Algorithm Analysis. The proposed algorithm generates hard task sequences by systematically
minimizing inter-task similarities, which aligns with Theorem 1’s conclusion that lower similarity
scores correspond to higher generalization error. Key design rationales are analyzed as follows:

+ Step 2-3 (Dissimilarity Computation): First, we convert the class similarity matrix G € RV*N
into a dissimilarity matrix by computing D = 1 — G and setting the diagonal to zero. This
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Figure A3: Details of generating difficult category sequences (Algorithm

Algorithm 1 Hard Task Sequence Generation Algorithm

Require: Similarity matrix D, classes number IV, tasks number K, candidate granularities set G
Ensure: Task sequence O

1: Initialize similarity graph G <— D; set G;; < 0 for all ¢

2: Compute dissimilarity matrix M <~ I — G

3: for Granularity level g € G do

4: Perform hierarchical clustering on M into g clusters

5: Merge clusters into K tasks {Cy,...,Ck }, minimizing cross-cluster task assignment
6: Initialize inter-task similarity matrix ITS € REXK

7: fori,j € [K], i # jdo

8: ITS” < Wl‘cjl checi ZCQGCJ’ Gc162

9: end for
10:  Select the first task: Oy <= [arg minge(x) > ek, j 26 LT Sk;]
11: Initialize remaining task set: R « [K] \ O,
12: while R # () do
13: Select the next task: k* <— arg mingcr Zteog ITS,.
14: Append k™ to the task sequence: O, < Og4 0 k*
15: Update remaining task set: R < R\ {k*}

16: end while

17: Compute sequence score S(O,) according to Equation
18: end for

19: Select the sequence: O < argminp, S(O,)

20: return O

transformation ensures compatibility with clustering algorithms, where larger values indicate
greater dissimilarity. Next, we apply hierarchical clustering with complete linkage on the condensed
form of D to obtain K clusters. These clusters are then sorted by size in descending order. For
clusters whose size exceeds the base task size M = N/K, we iteratively assign subsets of the
cluster to the currently smallest task to preserve internal semantic similarity while maintaining
balance. For smaller clusters, we assign all classes directly to the current shortest task. After this
initial allocation, we perform a final adjustment step to ensure all tasks are of equal size: any
task exceeding the base size has its excess classes redistributed to tasks with fewer classes. This
process results in K balanced tasks, each composed of semantically coherent classes, effectively
minimizing global inter-task similarity and supporting the construction of hard class sequences.

* Step 4-5 (Multi-Granularity Clustering): Varying granularity levels g € G enable exploration
of different class grouping resolutions. This multi-scale approach increases the probability of
discovering optimal task boundaries that minimize cross-task similarities.
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* Step 6-9 (Inter-Task Similarity Matrix): The normalized average similarity ITS;; accurately
reflects task relationships as defined in Equation (30). This ensures algorithmic objectives align
with theoretical similarity metrics.

* Step 10-16 (Greedy Sequence Construction): The initialization strategy selects the most isolated
task as the starting point, preventing early error propagation. The iterative selection of least similar
subsequent tasks implements a locally optimal strategy that approximates global minimization of
S(0).

e Step 17 (Multi-Granularity Optimization): Evaluating multiple granularities leverages Equa-
tion (30), where better local minima are more likely to be found through diversified grouping
strategies.

Figure[A3|provides an illustrative example of the proposed procedure. Suppose we are given 8 classes
to be partitioned into 4 tasks. Under a finer clustering granularity, the classes are grouped into 4
clusters, where the first cluster contains 4 classes, the second contains 3, and the remaining two
contain 1 class each. To maintain high intra-task similarity, the two extra classes in the first cluster
are redistributed to clusters 3 and 4, resulting in a balanced 4-task partition.

Under a coarser granularity, the same 8 classes might be clustered into only 2 groups: the first cluster
with 5 classes and the second with 3. In this case, two of the most semantically similar classes
from the larger cluster are assigned to form a new task, while the remaining two form another task,
resulting in 4 tasks overall.

After generating task partitions, we compute the Inter-Task Similarity (ITS) matrix and select an
initial task with the lowest global similarity. We then construct candidate sequences by greedily
adding tasks with the smallest pairwise similarity to the most recently added task. For example, from
this procedure, we may derive two sequences: 4—3—2—1 and 2—1—4—3, with corresponding
similarity scores of 0.67 and 0.59, respectively. This process is repeated across clustering granularities,
and the sequence with the lowest overall similarity score S(O) is ultimately selected as the hard
sequence.

Theorem 4 (Greedy Strategy Optimality Bound). Let O,. be a uniformly random permutation of K
tasks and define the average inter-task similarity

S-d T g DX sl
(2) 1<i<j<K Cil 1G] c€eC; ¢'€C;

and assume 0 < Sim(c, ) < U. Let Og4 be the sequence produced by the greedy Algarithm Then
with probability at least 1 — e~ 5/2,

S(0y) < E[S(0,)] — A, (42)
where
N2 (K —-1) - N2 (K —-1) - 2N (InK +1
E[S(0,)] :%s, A:%S - %U 43)

In particular, if S > % U, then A > 0 and hence S(O,) < E[S(O,)].

Proof. Define, fori < j,

X = Z Z Sim(c,c). (44)

ceC; c'eCy

Since each pair (7, j) appears adjacent with probability m,

2 2
E[S0.)] =) KE-T 5%~ &= > Xy (45)
i<j 1<j
Noting |C;| = N/K, one finds
K\ N? _ N2(K —1) -
> Xij= <2> — 8 = E[S50,)] = % S. (46)

i<j
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At step t of Algorithm there are t(K — t) candidate edges, each bounded by N2U. By standard
order-statistic arguments,

N2U
EA] < ——7— 47
and a union bound shows that with probability > 1 — e~ %/2 each A, is at most twice its mean.
Summing overt = 1,..., K — 1 gives
K—1
K N2U 2N (InK +1)
E(S(O,)| < < U. 48
[(9)}_(K—1)N;t(K7t)+1_ K-1 (48)
With probability at least 1 — e~ 5/2,
AN(InK+1
5(0,) < 2E[S(0,)] < % U. (49)
Therefore
N3((K —-1) 4N (InK +1)
E|S(O,)| -80y) > —————85 — ——U = A 50
[5(00)] =8(0y) = —51 - : (50)
Completing the proof. O

Theorem [ tells us that the greedy strategy of always choosing the most similar remaining pair of
tasks takes advantage of strong inter-task affinities to produce an ordering whose total similarity
remains tightly controlled and, when the average similarity is high enough, is lower than that of a
random arrangement. The theorem shows that optimal local choices based only on current similarity
scores accumulate into a reliable global solution even in noise.

Complexity Analysis. With a time complexity of O(|G|(N? + K?)), the algorithm remains tractable
for practical CIL scenarios where K < N. The cubic terms stem primarily from hierarchical
clustering (Step 4) and inter-task similarity computations (Step 6-9). In practice, these steps can be
further accelerated using approximate nearest neighbor techniques. For instance, when partitioning
100 classes into 10 tasks, the algorithm completes in approximately 0.5 seconds; for 200 classes into
10 tasks, it takes around 0.9 seconds on a standard CPU, demonstrating its efficiency for common
CIL settings.

Similarly, Algorithm [2] presents the pseudocode for constructing a simple task sequence by iteratively
selecting and appending each task according to the prescribed rule.

E DETAILED ANALYSIS OF EXPERIMENT

E.1 ENUMERABLE EXPERIMENTS
E.1.1 EXPERIMENTAL SETUP

Dataset and Metrics. We conduct experiments on two standard benchmarks: CIFAR-100|Krizhevsky
(2009) and ImageNet-R |Krizhevsky| (2009). For each, we select the first six semantic classes and
group them into three sequential learning tasks of two classes each, yielding a total of 3! = 6 possible
task orders per dataset; by considering all class-to-task assignments, we obtain 90 distinct sequences,
which we treat as the ground-truth distribution Dy,.,,. To estimate this distribution in practice, we use:

* Random Seed (RS) protocol: draw task sequences by shuffling class-labels under random seeds
{0, 42, 1993} Lai et al.|(2025); ILi & Zhou|(2025); McDonnell et al.| (2024)); Wang et al.| (2022¢]),
forming the empirical distribution Dgg.

* EDGE protocol: apply our edge-selection strategy on the same seeds to produce DepcE-
We compare each estimated distribution to Dy, using two complementary divergence metrics:

* Jensen—Shannon divergence JSD,;: Given two discrete distributions P and () over the same
support, the Jensen—Shannon divergence is defined as

JSD(P| Q) =3 DkL(P|| M) + i Dk (Q| M), M=34(P+Q),
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Algorithm 2 Easy Task Sequence Generation Algorithm

Require: Similarity matrix D, classes number IV, tasks number K, candidate granularities set G
Ensure: Task sequence O

1: Initialize similarity graph G <— I — D; set G;; < 0 for all ¢

2: Compute dissimilarity matrix M «+ I — G

3: for Granularity level g € G do

4: Perform hierarchical clustering on M into g clusters

5: Merge clusters into K tasks {Cy,...,Ck }, minimizing cross-cluster task assignment
6: Initialize inter-task similarity matrix ITS € RE*X

7: fori,j € [K], i # jdo

8: ITS” — Wl‘cjl ZC1€C1‘ ZCQECJ’ Gc102

9: end for
10:  Select the first task: Oy <= [arg maxye(r] Y- je(x], 2k LTSkj]
11: Initialize remaining task set: R « [K]\ O,
12: while R # () do
13: Select the next task: k* <— arg maxgcr Zteoq ITS,;
14: Append k* to the task sequence: O, < O, o k*
15: Update remaining task set: R < R\ {k*}

16: end while

17: Compute sequence score S(O,) according to Equation
18: end for

19: Select the sequence: O < arg maxp, S(O,)

20: return O

where Dy, is the Kullback-Leibler divergence. Unlike Dky,, the JSD is symmetric and bounded
in [0, In 2], which makes it well suited for measuring similarity between empirical distributions
with potentially non-overlapping support|Lamberti et al.| (2007).

¢ Wasserstein distance 1//;: Also known as the Earth Mover’s Distance, the first-order Wasserstein
distance between P and () on a metric space (X, d) is

Wi(P,Q)= inf Eq oy |d(z,y)|,
1(P,Q) vel(pg) @) Y [d(z,y)]

where T'(P, Q) denotes the set of all joint distributions with marginals P and Q. In the discrete
case, this reduces to the minimum cost of transporting “mass” from P to (), providing a meaningful

measure of distributional distance that accounts for the geometry of the task-permutation space
Villani| (2009).

Implementation Details. All methods are implemented in PyTorch with the following shared
hyperparameters:

* Memory: total size 2000, up to 20 samples per class, non-fixed allocation.

* Backbone: ResNet-18, trained from scratch in the non-pre-trained setting and with ImageNet
pre-training otherwise.

+ Optimizer & Scheduler: SGD with step-LR; initial learning rate 0.1, weight decay 5 x 104, LR
decay factor 0.1 at epochs {60,120, 170} (non-pre-trained) or {80, 120, 150} (pre-trained).

* Training: 170 epochs, batch size 128.

E.1.2 ADDITIONAL EXPERIMENT RESULTS

Table [A4]summarizes the fitting performance of the EDGE method on the CIFAR-100 dataset under
the HidePrompt setting, using various backbone architectures. The performance is evaluated in
terms of Jensen-Shannon Divergence (JSD,) and the 2-Wasserstein distance (W;). Among all
configurations, EDGE with ViT-L/14 best fits the reference distribution, yielding the lowest J.SD,
(0.0846 bits) and the smallest W, distance (1.0642).

Figure[A4]and Figure[A5] visualize the ground-truth performance distributions (black), along with
the estimates produced by the RS protocol (blue) and our proposed EDGE protocol (red), for non-
pre-trained and pre-trained CIL methods, respectively. These results demonstrate EDGE’s superior
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Table A4: Fitting performance of EDGE on CIFAR-100 using HidePrompt with various backbones.
EDGE consistently outperforms RS across nearly all backbones, demonstrating its effectiveness
and robustness to different model architectures.

Model JSD; Wy

RS Estimate 0.2694 2.8688
EDGE with ResNet50  0.0863 1.5677
EDGE with ResNet50x64 0.1986 3.2553
EDGE with ResNet101 ~ 0.1386 1.7020
EDGE with ViT-B/16 ~ 0.1236 1.5196
EDGE with ViT-B/32  0.1237 2.3599
EDGE with ViT-L/14 0.0846 1.0642

ability to approximate the true distribution, capturing both the central tendency and the spread more
accurately than the conventional RS protocol.

E.1.3 DiscussioN ON EDGE FOR MODEL SELECTION

In addition to providing a more reliable evaluation, EDGE offers new insights for model selection.
To demonstrate this, we compare continual learning method rankings under EDGE and RS across
three dimensions: performance upper bound, performance lower bound, and stability, and quantify
the consistency between the two evaluation protocols using ranking distance.

Table [A3] presents the rankings under the fixed-class setting described in Section[5.1} We observe
that EDGE rankings are overall closer to the reference ordering across all three dimensions, while
RS exhibits larger deviations, resulting in higher total ranking errors. Specifically, on CIFAR-100,
EDGE’s ranking error is 6 compared to 12 for RS, and on ImageNet-R, 2 versus 10.

Table A5: Model rankings derived from Table|l| The reference (true) ranking is highlighted in gray.

CIFAR-100 ImageNet-R

Rank

m Lower Bound Upper Bound Stability Lower Bound Upper Bound Stability

Real EDGE RS Real EDGE RS Real EDGE RS Real EDGE RS Real EDGE RS Real EDGE RS
L2P 5 6 4 4 4 5 5 5 4 5 5 5 4 4 5 5 5 6
CODA-Prompt 6 5 6 6 6 6 6 6 5 6 6 6 6 6 6 6 6 5
Hide-Prompt 4 4 5 5 5 4 4 3 6 4 4 4 5 5 4 4 3 1
EASE 2 2 2 3 3 3 2 1 1 2 2 2 3 3 2 1 1 2
MOS 3 3 3 2 2 2 3 4 3 3 3 3 2 2 3 3 4 3
RanPAC 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 2 2 4

To further test the robustness of these findings, we repeated the experiment using a randomly sampled
set of six classes (seed 42), as reported in Table[A6] EDGE again outperforms RS: on CIFAR-100,
EDGE achieves a ranking error of O versus 12 for RS; on ImageNet-R, 2 versus 12. These results
confirm that EDGE consistently produces rankings that are closer to the reference ordering, providing
a more reliable basis for model selection.

Table A6: Model rankings obtained using a randomly selected set of classes (seed 42). The reference
(true) ranking is highlighted in gray.

Rank CIFAR-100 ImageNet-R
m Lower Bound Upper Bound Stability Lower Bound Upper Bound Stability

Real EDGE RS Real EDGE RS Real EDGE RS Real EDGE RS Real EDGE RS Real EDGE RS
L2P 5 5 3 1 1 1 6 6 5 5 5 5 3 3 5 5 5 4
CODA-Prompt 6 6 5 5 5 5 4 4 4 6 6 6 6 6 6 6 6 6
Hide-Prompt 4 4 6 4 4 4 5 5 6 4 4 4 5 5 4 4 4 2
EASE 3 3 4 6 6 6 3 3 1 2 2 2 1 2 2 2 2 1
MOS 2 2 2 3 3 3 1 1 2 3 3 3 4 4 3 3 3 3
RanPAC 1 1 1 2 2 2 2 2 3 1 1 1 2 1 1 1 1 5

Conclusion. Across both fixed-class and random-class settings, EDGE demonstrates superior
fidelity in reflecting the true performance ordering of continual learning methods. It more accurately
captures worst-case robustness, best-case potential, and stability—properties critical for dependable
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Table A7: Performance of pre-trained model-based CIL methods under two evaluation protocols.
White background denotes the RS protocol, while gray background denotes the EDGE protocol.
Reported are the sampled minimum and maximum accuracies, along with the estimated mean and
standard deviation of the ground truth performance distribution (unit: %).

CIFARITO00 CUB ImageNet-R

Method
mlnANmaXAMJ,ANiUA mlHANmaXAP‘LANiO-A mlnANmaX_AM,LANiO-A

LoP . . 461072 66. . 251099 T1. ~ 291014
81. 67 84.62 83.084121 59.75 76.00 67. 3]:|:6 6s 71.02 7237 71.61157
+o0.18 70.32 71.56 70.741959 73.03 73.54 7327921

84 82 85. 65 85. 22:|:0 34 67.83 7642 71. 94:|:3 59 70.80 74.50 72.9541 57
Hide-Prombt 85.06 86.20 85.451053 81.69 82.77 82.064050 71.76 73.16 72.5810.60
Pt 8425 87.36 85. 56i1 30 80.49 85.44 82. 90:|:2 o2 70.75 72.83 71.794¢.35

CODA-Prompt

RanPAC 7 025 77 TT2T TT32 77304000
9025 90.87 90651009 8931 89.90 896610 ss 7597 T7.65 76.97 1o 1y
EASE 87.24 8753 87351013 S1.09 83.06 82211052 75.89 76.12 76.0010 09

85.77 88.41 87.1541 08 81.56 83.33 82.45.972 75.46 75.97 75.7940.23

90.79 91.22 91.014015 87.69 90.16 89.0841 05 76.48 77.93 77.2140.50

deployment in practical scenarios. Overall, these findings highlight the value of distribution-aware
evaluation and demonstrate that EDGE provides more informative guidance for continual learning
model selection than RS.

E.2 ANALYSIS OF LARGE-SCALE EXPERIMENT

Table [A7)and Table [A8]present the evaluation results of existing CIL methods under both RS and
EDGE protocols. Notably, we observe conclusions consistent with those discussed in Section[5.1]
From the perspective of EDGE, these results offer new insights into CIL model design and selection:

* The realistic performance range of CIL models can be substantially wider than what is
captured by RS protocols. EDGE effectively identifies both easy and challenging class sequences
in most cases, and demonstrates broad applicability across pre-trained and non-pre-trained models.
For example, on the CUB dataset, the performance range of L2P expands from 2.38 to 16.25, while
that of TagFex increases from 1.06 to 7.27, enabling a more accurate and nuanced understanding of
model behavior. These findings highlight the importance of considering extreme task sequences
during model design to ensure robustness under diverse deployment scenarios.

* Model rankings may change under extreme task sequences. For example, on the CUB dataset,
MOS and RanPAC exhibit comparable performance under the RS protocol, yet diverge significantly
when evaluated with EDGE: MOS attains a higher upper bound (up to 90.16) but experiences
a notable drop in its lower bound. This indicates that algorithm selection should be informed
by specific deployment priorities, whether emphasizing worst-case robustness or maximizing
best-case accuracy. EDGE offers valuable empirical evidence to support such scenario-aware
decision-making.

* Some model designs exhibit inherent limitations. For instance, on the ImageNet-R dataset, the
lower bounds of three prompt-based methods all approach 70%, indicating that certain difficult
sequences can drastically undermine their effectiveness. This observation suggests that analyzing
which types of sequences consistently degrade performance can help identify structural weaknesses
in different methods. Such insights can inform targeted improvements in model robustness, guide
the development of sequence-aware training strategies, and support the selection of appropriate
models for deployment in challenging real-world scenarios.

We provide the extreme sequences generated for each dataset. Note that in all our experiments, each
dataset is partitioned into 10 sequential tasks.

For CIFAR-100,

Hard Sequence = [[2, 96, 53, 32, 63, 92, 18, 47, 24, 21], [54, 64, 20, 55, 40, 62, 1, 59, 81,
~ 761, I[52, 25, 57, 72, 42, 75, 82, 41, 7, 151, [27, 66, 94, 91, 58, 61, 34, 4, 39,

> 741, [45, 56, 5, 29, 36, 86, 88, 8, 38, 83], [89, 51, 31, 6, 84, 9, 77, 12, 23, 30],
<~ [48, 26, 67, 10, 69, 87, 14, 95, 44, 28], [0, 17, 33, 13, 93, 22, 80, 19, 79, 43],
-~ [37, 65, €8, 73, 71, 90, 70, 50, 11, 99], [49, 78, 60, 85, 97, 46, 3, 98, 16, 35]]
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Figure A4: The ground-truth distribution (black), along with estimates from the EDGE protocol
(red) and the RS protocol (blue), for non—pre-trained CIL methods. EDGE provides a more faithful
approximation to the true performance distribution.

Table A8: Performance of non-pre-trained CIL methods under two evaluation protocols. Other
notations follow those in Table [A7]

Method CIFART00 CUB ImageNet-R
N4 \MAXAMAN +o 4, TUNAMAX A AN £o 4,  TUDAMAX A AN £o 4,
EWC 13.83 1494 14.341y 45 10.31 10.90 10.601g04 7.38 7.77 7.611017
13.79 17.22 15.084152 8.18 10.31 9.464992 547 7.79 7.0111 9
DER 57.59 59.73 58.481p.91 46.65 48.05 47.501061 29.37 32.92 31.571157
56.42 60.20 58.2511 54 45.25 49.62 47.174180 29.28 34.92 32.37.5 33
{CaRL 36.60 41.54 38.851203 32.10 32.57 32.3610.19 15.43 1640 15.8310.41
34.16 40.56 37.111563 30.40 35.28 32.591902 13.55 16.78 15.5811 44
FOSTER 48.43 51.47 49.871195 42.66 43775 43.0719.49 18.70 20.52 19.47¢.77
49.21 51.23 49.621117 38.25 45.25 424239, 17.03 21.52 19.25.4 g3

MEMO 55.16 58.49 56.80+1.36 39.31 41.52 40.2310.94 20.05 21.70 21.084.73
54.96 58.96 56.3611.84 39.31 41.31 40.1940583 19.50 21.70 20.87+0.98

62.23 62.69 62.421519 46.06 47.12 46.4710.46 34.05 3427 34.16:0.09
60.78 68.80 63.9413 45 42.62 49.89 46.2515 97 33.38 34.72 34.054055

TagFex

[3s,
[65,

44,

7,
1,

2, 98,
68, 17, 33,
26, 67, 5,

6, 27, 83,

57, 54, 72,

16, 46, 3,

19, 79,
8, 61,
4, 66,
52, 75,

50, 11, 85,
13, 93, 22,
39, 31, 841,

58, 91, 41],
62, 591,

971,
801,
[30,
[56,
[24, 55,

[60, 78, 99, 49,
[10, 69, 28, O,

89, 36, 86, 77,

74, 81, 15, 34,

64, 63, 18, 47,

90,

12,
88,
82,
92,

70,

9,
38,
20,
53,

73,
23,
51,
76,

96,

71,
48,
29,
21, 2571,
3211

Easy Sequence =
— 37, 431,
<~ 141, [95,
— 4571, [94,

- (42, 40,

87,

For CUB-200,

Hard Sequence [[38,
— 105, 151, [84,
43, 31, 139]
145, 153, 45,
59, 120, 12,
50, 17, 176,
23, 170, 108,
6, 52, 67, 39,
22, 163, 190,
122, 173, 37,
116, 107, 132,

1, 14, 104,

0, 20, 40,

3, 89, 172, 109,
133, 91, 100, 88,
(2, 27, 97, 18, 62, 189, 196, 110, 99,
1871, [135, 197, 147, 49, 166, 93, 4, 34, 185,
70, 138, 1911, [175, 64, 85, 114, 144, 180, 9, 82, 71, 152, 54, 111, 98,
77, 86, 179, 601, [25, 177, 76, 103, 63, 102, 79, 55, 194, 8, 101, 32,
115, 24, 151, 41, 198], [35, 143, 95, 183, 186, 184, 140, 26, 74, 182,

160, 134, 193, 94, 72, 1301, [164, 61, 66, 57, 181, 19, 150, 53, 87,
124, 178, 192, 149, 33, 5, 47, 157], [36, 129, 156, 58, 159, 165, 195,
68, 168, 118, 106, 155, 119, 141, 174, 167, 96], [131, 46, 29, 169,

42, 154, 113, 16, 65, 123, 112, 90, 121, 28, 127, 117, 125]
Sequence = [[38, 36, 42, 37, 39, 154, 155, 153, 150, 156, 151, 152, 178, 167,
165, 160, 181, 175], [174, 168, 161, 166, 176, 46, 47, 54, 53, 13, 14, 15,
41, 16, 121, 112, 123, 125], [117, 127, 129, 118, 115, 131, 132, 113, 122,
120, 126, 128, 119, 116, 114, 8, 28, 29], [106, 107, 65, 58, 61, 64, 59, 63,
> 143, 141, 145, 146, 144, 142, 100, 99, 24, 22], [23, 52, 50, 49, 51, 88, 89,
74, 72, 73, 102, 97, 96, 94, 95, 11, 12, 91, [10, 25, 26, 48, 133, 159, 163,
164, 162, 173, 177, 157, 19, 93, 189, 190, 188, 35, 87], [84, 103, 98, 182, 183,
198, 195, 196, 197, 193, 149, 148, 68, 67, 66, 134, 135, 136, 137], [78, 81, 80,
186, 187, 184, 185, 32, 30, 31, 17, 18, 77, 76, 170, 33, 34, 55, 56], [90, 111,
192, 27, 101, 75, 20, 147, 108, 172, 179, 199, 180, 104, 21, 91, 5, 6, 41, [7,
85, 45, 86, 60, 71, 70, 0, 2, 1, 43, 83, 44, 105, 3, 92, 40, 109, 69]
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Figure A5: The ground-truth distribution (black), and the corresponding estimates from EDGE (red)
and RS (blue) protocols, for pre-trained CIL methods. The results highlight the improved accuracy of
EDGE in capturing both the central tendency and variance.

Hard Sequence = [[166, 168, 169, 170, 171, 172, 173, 174, 175, 176, 177, 182, 185, 187, 188,
<~ 189, 190, 193, 197, 198], [39, 54, 55, 60, 66, 44, 45, 48, 59, 47, 49, 50, 11, 40,
41, 42, 43, 53, 67, 68], [46, 4, 5, 8, 9, 13, 15, 19, 26, 27, 28, 31, 33, 38, 61, 62,
63, 64, 70, 731, [153, 167, 178, 179, 180, 181, 183, 184, 186, 191, 192, 194, 195,
196, 199, 3, 14, 21, 22, 32], [34, 106, O, 2, 6, 20, 30, 110, 111, 1, 7, 10, 12, 16,
17, 18, 23, 24, 25, 29], [35, 36, 37, 51, 52, 56, 57, 58, 65, 69, 71, 72, 74, 75, 18
83, 84, 86, 87, 881, [76, 77, 79, 80, 81, 82, 85, 94, 95, 96, 97, 98, 100, 101, 103,
104, 108, 109, 119, 1521, [89, 90, 91, 92, 93, 99, 102, 105, 107, 112, 113, 114, 115,
116, 117, 118, 120, 121, 122, 123], [124, 125, 126, 127, 128, 129, 130, 131, 132,
133, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143], [144, 145, 146, 147, 148,
149, 150, 151, 154, 155, 156, 157, 158, 159, 160, 161, 162, 163, 164, 165]]
Easy Sequence = [[23, 24, 49, 50, 46, 27, 6, 20, 11, 41, 152, 119, 53, 40, 32, 14, 66, 44,
39, 601, [106, 3, 142, 137, 127, 124, 59, 47, 192, 21, 95, 62, 168, 112, 167, 8, 45,
48, 13, 701, [117, 148, 30, 51, 79, 73, 65, 56, 54, 55, 26, 100, O, 110, 67, 68, 18,
99, 38, 64], [35, 36, 198, 122, 52, 57, 139, 143, 190, 10, 22, 34, 157, 163, 111, 2,
42, 43, 98, 103], [25, 187, 194, 195, 175, 166, 120, 131, 76, 77, 170, 197, 173, 138
72, 74, 17, 89, 9, 331, [80, 178, 125, 130, 12, 92, 5, 31, 147, 118, 15, 109, 159,
172, 154, 160, 153, 28, 179, 180], [158, 116, 85, 97, 135, 113, 186, 199, 78, 164,
88, 165, 101, 108, 182, 185, 146, 149, 171, 115], [83, 86, 126, 134, 61, 63, 174,
114, 104, 196, 7, 69, 4, 19, 84, 87, 150, 129, 1, 371, [71, 90, 136, 145, 169, 121,
16, 29, 105, 107, 132, 123, 181, 183, 184, 191, 155, 161, 188, 189], [140, 141, 58,
128, 94, 96, 133, 176, 156, 162, 93, 102, 144, 151, 75, 91, 177, 193, 81, 82]]
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E.3 ANALYSIS OF CLIP ENCODING

When designing the EDGE protocol, our objective is to construct representative class sequences of
varying difficulty without accessing actual image instances. To this end, we employ the CLIP text
encoder, a vision-language model trained with contrastive learning that exhibits strong visual-text
alignment and zero-shot generalization capabilities.

E.3.1 DISCUSSION ON NATURAL IMAGES.

A natural concern is whether the semantic similarity measured by CLIP text embeddings faithfully
reflects the actual visual difficulty among classes. To examine this, we compare the similarity matrix
obtained from the CLIP text encoder with the similarity matrix derived from real image features. We
evaluate the results using two metrics:

* Mean Absolute Error (MAE): quantifies the average deviation between the similarity matrices
computed from CLIP embeddings and image features. Lower values indicate closer alignment.

* Consistency of Sequence Generation (CSG): measures the proportion of classes that remain
assigned to the same task after generating sequences using the two similarity matrices. Higher
values indicate more stable sequence generation.

The results indicate that although a moderate deviation exists between semantic and image similarities
(MAE around 0.15), CLIP embeddings capture the underlying relational structure effectively. In
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Table A9: Comparison between CLIP text-based similarity and image-based similarity across datasets.

Dataset CIFAR100 CUB ImageNet-R

MAE (}) 0.14 0.08 0.17
CSG (1) 0.79 0.83 0.77

particular, CSG remains consistently above 0.75, showing that the generated extreme sequences are
robust and align well with those derived from image-based similarities. This confirms the feasibility
of using CLIP to measure similarity for generating extreme sequences within EDGE.

E.3.2 DISCUSSION ON NON-NATURAL/PROFESSIONAL IMAGES

A potential issue is whether CLIP text embeddings derived from class names faithfully capture visual
relationships in specialized, non-natural domains. This is a nontrivial problem for several reasons:

» Many domain-specific class labels are terse, technical, or stage-based (e.g., “moderate” vs “severe”)
and therefore omit visual descriptors such as color, texture, or morphology that are essential for
visual discrimination.

* Within-class heterogeneity and between-class subtlety are common: distinct clinical labels can
correspond to overlapping or gradual visual features (e.g., small hemorrhages vs. microaneurysms),
making semantic labels a poor proxy for perceptual distance.

 Dataset issues such as class imbalance, labeling protocol differences and inter-observer variability
further weaken the simple mapping from a short class name to an image-space distribution.

Together, these factors explain why directly using bare class names with a general-purpose text
encoder can fail to reflect true image-space similarity in professional domains.

To assess this empirically, we examined two representative medical-image benchmarks. EyePACS
is a large-scale retinal fundus dataset for diabetic retinopathy grading, containing color fundus
photographs acquired with diverse cameras and imaging conditions. Visual cues range from microa-
neurysms and small hemorrhages to hard exudates and neovascularization. Labels correspond to five
DR severity levels (no, mild, moderate, severe, proliferative), which encode stage progression rather
than detailed appearance descriptors. HAM10000 is a dermatoscopic image dataset of pigmented skin
lesions collected from multiple clinical sources. Images exhibit substantial variability in morphology,
color, and acquisition artifacts, and several diagnostic categories are visually similar. The seven
classes used here are Actinic keratosis, Basal cell carcinoma, Benign keratosis, Dermatofibroma,
Melanoma, Nevi, and Vascular lesion.

For each dataset we constructed (a) an inter-class similarity matrix from CLIP text embeddings of
class names and (b) an inter-class similarity matrix from image prototypes. We measured agreement
between (a) and (b) using Spearman’s rank correlation. Using class names directly yields only modest
alignment with image-derived similarities: EyePACS shows Spearman’s p = 0.588 (p ~0.07), and
HAMI10000 shows p = 0.279 (p~ 0.22), consistent with the intuition above that short, technical
labels do not reliably encode visual detail in these domains.

To increase the visual content of the textual representations, we expanded each class name into a
concise, visually informative caption using a large language model (GPT-5 in this experiment). The
prompt we used is shown below inside a boxed, two-end—justified block:

Prompt Template

Generate one concise, visually descriptive caption (8-20
words) that highlights the typical visual appearance, color,
texture, and anatomical context of a {class_name} lesion in
medical images.

We encoded the generated captions with CLIP and recomputed the class similarity matrices. This
simple augmentation substantially increased agreement: EyePACS improved to Spearman’s p =
0.863 (p~0.01), and HAM10000 improved to p = 0.653 (p~0.02). These results indicate that
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short, visually focused textual expansions recover much of the image-space relational structure that
bare class names miss.

E.4 DISCUSSION OF OTHER POTENTIAL BASELINES

Although most CIL evaluations use the RS protocol, comparing only to RS risks underestimat-
ing EDGE’s ability to find challenging task sequences. We therefore include several additional,
conceptually distinct baselines to evaluate both effectiveness and efficiency:

* LLM-generated sequences. LLM-1: A single-round generation procedure in which a large
language model directly produces a candidate sequence based on a prompt describing “easy’ or
“hard” sequences. This baseline tests whether semantic difficulty can be inferred directly from
class names without any iterative refinement; ~130 s per sequence. LLM-5: A five-round iterative
refinement procedure. Each round, the LLM receives feedback regarding the previously generated
sequence and attempts to correct or adjust its output in the next iteration. This baseline evaluates
whether multi-step reasoning helps the LLM better capture difficulty; ~600 s per sequence.
Adversarial Sampling (AS). A greedy, similarity-based adversarial strategy. At each step, AS
selects the class that is maximally dissimilar from all currently selected classes, thereby increasing
sequence difficulty by pushing the sequence toward the tail of the similarity distribution; ~0.9 s
per sequence.
* Max-cover Sampling (MS). A randomized search-based approach. We first sample a pool of
candidate sequences (we use 200), compute for each sequence a coverage or farthest-distance score
relative to previously selected sets, and finally choose the top-ranked sequences; ~8 s per sequence.

Table A10: Comparison of EDGE against alternative baselines (Hard / Easy correspond to sequences
intended to be difficult / easy for the evaluated methods).

Method EDGE RS AS MS LLM-1 LLM-5
Hard Easy Hard Easy Hard Easy Hard FEasy Hard FEasy Hard Easy
L2p 58.35 72.13 62.58 6621 61.75 69.48 62.60 63.70 64.97 66.92 67.01 67.68

CODA-Prompt 65.65 69.42 67.42 68.12 6596 67.33 66.13 68.18 67.01 68.58 65.78 69.59
Hide-Prompt ~ 80.52 83.21 81.45 82.35 81.02 82.39 80.96 82.63 82.35 82.36 80.89 81.45

RanPAC 88.68 89.40 88.72 89.15 88.99 89.21 88.72 §9.21 88.72 89.25 88.72 88.68
EASE 84.29 85.37 84.60 84.96 84.69 85.07 84.39 85.33 84.56 85.01 84.82 84.78
MOS 87.69 89.56 88.49 88.98 88.76 88.93 88.38 88.30 89.13 88.56 88.23 89.26

Key observations. Two main conclusions follow from these comparisons:

1. LLM-based generation is effective but costly and unstable. Single-shot LLM outputs (LLM-1)
are highly variable and frequently fail to produce consistently hard sequences. Iterative prompting
(LLM-5) significantly improves stability and often surpasses RS, but remains substantially less
effective than EDGE in most cases. Crucially, multi-turn LLM workflows are orders of magnitude
slower (a single interactive round typically takes 2—3 minutes in our setup; five rounds commonly
exceed 10 minutes), making them impractical for large-scale or low-latency evaluation.

2. Sampling-based methods find some hard cases but lack transferability. AS and MS are
computationally efficient and can locate sequences that are challenging for particular algorithms.
However, the difficult sequences they discover frequently exploit idiosyncrasies of a single target
method and do not generalize across the range of CIL approaches we evaluate. By contrast, EDGE
identifies extreme sequences that consistently increase difficulty across many methods, achieving
a better balance of effectiveness and generality.

Overall, these results show that while alternative strategies can occasionally produce challenging se-

quences, EDGE provides the most reliable combination of performance, generality, and computational
efficiency for discovering extreme task orders.

E.5 DISCUSSION ON THE NUMBER OF SAMPLES

In previous sections we compared EDGE with the standard CIL evaluation protocol that uses RS by
drawing three random task orders. In this subsection we simulate scenarios with an increased number
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of RS samples in order to investigate how RS-based evaluation behaves as the sample budget grows,
and to further demonstrate the practical advantages of EDGE.

Distribution estimation in the enumerable setting The setup is described in Section[5.1] Figure
[Aq] visualizes how the evaluation outcomes change for RS and EDGE as the number of sampled
sequences increases. From these experiments we draw two main observations:

1. If only RS sampling is increased, RS reaches the distribution estimation quality produced by
EDGE with three EDGE samples after roughly five to six RS samples. Note that the total
sequence space in this experiment is only 90 sequences. In this limited space RS therefore
requires about twice as many random sequences to match the estimation quality of EDGE.

2. If we increase the number of samples for both RS and EDGE, EDGE remains superior
throughout. As the sample counts grow, the two procedures tend to converge, and this
convergence typically occurs when the number of samples is on the order of ten to twenty
sequences.

—e— L2P-RS --+- L2P-EDGE —=— CODA-Prompt-RS -~ CODA-Prompt-EDGE —e— Hide-Prompt-RS --«- Hide-Prompt-EDGE —e— MOS-RS --+- MOS-EDGE

L} Y

0.51,)
10 0.4
S a
= «20.3
510 0.2
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01+ 0
3 456 10 20 40 3 456 10 20 40 3 456 10 20 40 3 456 10 20 40
Number of samples Number of samples Number of samples Number of samples
(a) CIFAR100-JSD (b) CIFAR100-W (c) ImageNet-R-JSD (d) ImageNet-R-W

Figure A6: Evolution of RS and EDGE performance as the number of sampled sequences increases
on CIFAR-100 and ImageNet-R. Circles denote RS data points and triangles denote EDGE data
points. Different colored curves correspond to different pretrained continual learning methods.

Extreme-sequence capture in classic CIL settings The setup for these experiments is described in
Section[5.2] In classic class incremental learning settings the class space is typically very large, which
prevents us from directly estimating the full performance distribution. Accordingly, we evaluate an
evaluation protocol by its ability to capture extreme sequences. We performed a focused empirical
study on the CUB dataset using two representative methods: L2P, which exhibits a wide performance
range over sequences, and EASE, which exhibits a relatively narrow performance range.

Figure [A7] presents the empirical distributions obtained by repeated RS sampling together with the
single-shot EDGE positions. The specific observations are as follows:

e For L2P, under our setup EDGE found a hard-case accuracy of 58.5 and an easy-case
accuracy of 72.3. We ran 600 RS samplings. Only 6 of those RS samples produced lower
accuracies, with the minimum RS accuracy equal to 57.55. None of the RS samples attained
an accuracy higher than EDGE.

» For EASE, under our setup EDGE found a hard-case accur acy of 84.29 and an easy-case
accuracy of 85.37. After more than 400 random evaluations, only 4 RS samples produced
lower accuracies, with minimum RS accuracy equal to 84.09. Only one RS sample achieved
a higher accuracy, equal to 85.41.

These results confirm the intuitive fact that increasing RS sample count improves RS. However, such
improvement typically entails a large evaluation cost. Compared with EDGE, discovering extreme
sequences using only RS is both time consuming and inefficient. The empirical evidence therefore
supports the practical value of EDGE as a more sample efficient and reliable procedure for identifying
extreme task orders.
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(a) Distribution of accuracies for 600 random sequences (b) Distribution of accuracies for 400 random sequences
under L2P. The vertical black line marks the accuracy under EASE. The vertical black line marks the accuracy
position obtained by a single EDGE sample. position obtained by a single EDGE sample.

Figure A7: Random sampling distributions and EDGE single-shot positions on the CUB dataset. Left
panel corresponds to L2P and right panel corresponds to EASE.

Remarks All experimental details and plotting scripts are provided in Appendix E.5. The plots in
Figure[A6|and Figure[A7]support the conclusion that EDGE achieves comparable or better distribution
estimation with far fewer samples than RS, which reduces evaluation cost and improves the reliability
of worst-case and best-case assessments.

F FUTURE WORK

To build upon EDGE, future research could explore extending the evaluation protocol to include multi-
dimensional metrics such as inference speed, memory usage, and energy consumption, providing
a more holistic assessment of CIL methods. Additionally, integrating task-specific difficulty met-
rics—such as forgetting rates, forward/backward transfer, and anomaly detection performance—could
further refine the understanding of model behavior under extreme sequences. Another promising
direction is to develop adaptive training strategies that dynamically adjust task ordering based on
real-time similarity estimates during incremental learning, potentially enhancing both efficiency and
robustness. Finally, applying EDGE to a broader range of domains—such as NLP, audio, or medical
imaging—would help validate its generality and inspire domain-specific extensions.
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