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Abstract—The good performance of Neural Machine Trans-
lation (NMT) normally relies on a large amount of parallel
data, while the bilingual data between languages are usually
insufficient. mBART improves the performance of low-resource
translation by pre-training on multilingual monolingual data and
then fine-tuning on bilingual data, but does not leverage parallel
data which contains crucial alignment information between lan-
guages. In this paper, we propose to use English-centric parallel
data in a Multilingual NMT (MNMT) manner with English
as the pivot, to provide translation and alignment information
for the translation between Chinese and other languages. We
conduct experiments on the CCMT 2023 low-resource machine
translation task between Chinese and the languages among “the
Belt and Road”. Our method improves the zh→vi, vi→zh,
zh→mn, mn→zh, zh→cs and cs→zh tasks by +1.65, +0.24,
+0.91, +3.47, +2.88, +6.35 BLEU respectively over the strong
mBART baseline, showing the effectiveness of our approach and
the importance of English-centric parallel data.

Index Terms—MNMT, Low-resource Translation, Pre-trained
Models

I. INTRODUCTION

Neural Machine Translation (NMT) [6], [49], [53] can
deliver high quality translations with the support of large
amounts of high quality parallel data, but it normally per-
forms poorly on low-resource tasks. However, the amount
of bilingual data between non-English languages is normally
insufficient.

Pre-training [12], [29] and then fine-tuning the pre-trained
models has been proven effective in improving the perfor-
mance in low-resource scenarios. In terms of low-resource
translation, current methods [33], [42] first pre-train on large-
scale monolingual data of multiple languages in a de-noising
manner, and then fine-tuning on the parallel data of the target
task. This usually can lead to significant improvements by
leveraging the language understanding/generation knowledge
gained during large scale pre-training.

However, the pre-training stage lacks alignment information
between languages which is crucial for translation. While the
parallel data between Chinese and other languages is not
sufficient, there might be large scale datasets between these
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languages and English, and leveraging such data may bring in
crucial knowledge for alignment and translation using English
as the pivot. In this paper, we propose to leverage English-
centric parallel data for the low-resource translation between
Chinese and other languages in a Multilingual NMT (MNMT)
manner. We test our approach on the CCMT 2023 low-
resource machine translation task between Chinese and the
languages among “the Belt and Road”, and obtain significant
improvements over the strong mBART baseline, showing the
effectiveness of our approach and the importance of using
English-centric parallel data.

Our main contributions are as follows:

• We propose to leverage English-centric parallel data
to improve the performance of Chinese-centric Low-
resource translation in an MNMT manner.

• Our experiments on the CCMT 2023 low-resource trans-
lation tasks between Chinese and the languages among
“the Belt and Road” leads to +1.65, +0.24, +0.91,
+3.47, +2.88, +6.35 BLEU improvements for zh→vi,
vi→zh, zh→mn, mn→zh, zh→cs and cs→zh translation
respectively, showing the effectiveness of our approach.

II. RELATED WORK

A. Low-resource Translation

To address the over-fitting problem of NMT, [37] propose
to jointly train a forward translation model and a reverse
model. [5], [45] reduce the number of parameters by reducing
the depth, hidden dimension and sub-word vocabulary, bind
embedding matrices with the classifier weight matrix, and use
a stronger regularization strategy. [19] use shallow models
to efficiently search hyper-parameters of deep models on the
CCMT 2022 Chinese-Thai low-resource translation task.

To introduce additional knowledge for low-resource sce-
narios, [36] fine-tune the model trained on high-resource
translation tasks on the low-resource task. [25] investigate
style transfer for languages without style-labelled corpora. [61]
leverage embedding duplication between aligned sub-words to
extend the Parent-Child transfer learning method. [30] propose
to continuously transfer knowledge from the parent model
during the training of the child model. [20] enlarge the dataset
through paraphrasing source sentences.
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Encoder Decoder

<eos> 收藏你最爱的地方于 rue Marcel porte Grenoble <2en> <eos> Add your favorites places to rue Marcel porte Grenoble .

<eos> Před začátkem hlasování o odstavci 41:<eos> Before the vote on paragraph 41: <2cs>

Add your favorites places to rue Marcel porte Grenoble . <eos>

Před začátkem hlasování o odstavci 41: <eos>

Encoder Decoder

<eos> 如果我失败了怎么办？ <2cs> <eos> Co když selžu? 

Co když selžu? <eos>

(a)

(b)

Fig. 1. Using English-centric pivoted parallel data with MNMT and two-stage fine-tuning. (a): fine-tune the model on the zh→En task and the En→X task,
(b): fine-tune the model from the first stage on the zh→X translation task.

B. Multilingual Neural Machine Translation

Multilingual NMT includes one-to-many [13], many-to-
many [15] and zero-shot [16] scenarios. A simple solution
is to insert a target language token at the beginning of the
input sentence [22].

Multilingual NMT has to handle different languages in one
joint representation space, neglecting their linguistic diversity,
especially for massively multilingual NMT [1], [3], [17],
[21], [35], [63]. Most studies focus on how to mitigate this
representation bottleneck [7], [9], [34], [40], [50], [51], [54],
[56], [57], [60], [66], [67].

There are also studies on the trade-off between shared
and language-specific parameters [43], [62], on the training
of multilingual NMT [4], [32], [46], [55], [58], on adapting
MNMT models to multiple domains [8], [27] and on analyzing
translations from multilingual NMT [28], [65] or the trained
model [10], [14], [18], [26], [38], [48], Transferring a pre-
trained multilingual NMT model can improve the performance
of downstream language pairs [23], [31], [48], especially
for Chinese-centric Low-resource scenarios [11]. Multilingual
data also has been proven useful for unsupervised NMT [44],
[47].

III. LEVERAGING ENGLISH-CENTRIC PIVOTED PARALLEL
DATA FOR CHINESE-CENTRIC TRANSLATION VIA MNMT

A. Utilizing English-centric Parallel Data via MNMT

Multilingual translation between multiple language pairs
with a single model [1], [15], [22] enables transfer learning
across languages and zero-shot translation. Thus, for the
translation between Chinese and other languages zh→X, we
can model the translation tasks zh→X, zh→En and En→X in

a single model in the MNMT manner to transfer the alignment
and translation knowledge of the English-centric parallel data
to the translation task from zh to X.

Specifically, we replace the special start-of-sentence token
with the target language token at both the source and the
target side to indicate the translation direction, and train the
model on the concatenation of the training data of involved
translation tasks. We use the target language token instead of
the source language token at the source side, because [59]
find that translation already happens in the encoder layers,
and providing the target language token to the encoder can
help it figure out the target language. This is also the common
practice of many MNMT studies, like OPUS-100 [64].

a) Data Sampling for MNMT: There can be huge dif-
ferences in the amount of parallel data of different translation
tasks. When training on the data of more than one translation
task, we have to balance the dataset based on the importance
of the task by sampling.

Assume the number of training data of the translation task
t is Dt, and the original proportion pt of the task is shown in
Equation 1.

pt =
Dt∑
Di

(1)

Following [2], we introduce a factor T as the sampling tem-
perature to balance between involved tasks, and the sampling
probability pst of task t is defined in Equation 2.

pst = pt
1
T (2)

where T = 1 follows the original data distribution and the
sampling distribution is close to uniform using a large value.
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TABLE I
MAIN RESULTS.

Translation task zh→vi vi→zh zh→mn mn→zh zh→cs cs→zh

#Sentece pairs
zh↔en 30499553
X↔en 1004000 4294 107314898
zh↔X 197995 197993 197995

Baseline 51.63 48.47 39.76 34.73 28.55 46.98
Ours 53.28 48.71 40.67 38.20 31.43 53.33

As the A→En and the En→B task are equivalently important
for the translation from A to B, we use infinite (T = ∞) by
default in practice.

b) Vocabulary Pruning: The mBART pre-trained model
is very large, covering 25 languages, and has a vocabulary size
of around 250k tokens. The large vocabulary brings challenges
to its fine-tuning, on both GPU memory and computing
efficiency. To address this, we first collect the tokens in the
parallel data of the translation tasks, and then pruning out the
other tokens that do not appear in the parallel data from the
vocabulary (and their corresponding source embeddings, target
embeddings and classifier weights and biases) of mBART.
In practice, this can effectively reduce the around half of
the vocabulary size, enabling faster mBART fine-tuning with
larger batch sizes.

B. Two-stage Fine-tuning
It is a problem to balance between the translation task zh→X

and the translation tasks zh→En and En→X if we train the
MNMT model in a single stage, as zh→X is our target task
which shall be assigned with a higher priority than the others
during sampling, but over-sampling the training data for the
zh→X translation task on the other hand hinders the model to
learn from the zh→En task and the En→X task.

To address this issue, we employ a 2-stage fine-tuning
method, where we first fine-tune the model on the zh→En task
and the En→X task, and then fine-tune the model from the first
stage on the zh→X translation task, as shown in Figure 1. In
this way, the first fine-tuning focuses on learning translation
and alignment knowledge from the English-centric tasks, and
the second stage fully concentrates on the zh→X translation
task while utilizing the translation and alignment knowledge
gained from the English-centric parallel data in the first stage.

IV. EXPERIMENTS

A. Settings
a) Datasets: We tested the effectiveness of our approach

on the CCMT 2023 low-resource translation task between
Chinese and the languages among “the Belt and Road”,
specifically Vietnamese (vi), Mongolian (mn) and Czech (cs).
As the shared task only provides the training sets for now, we
held out the last 2000 sentence pairs of the training set as the
validation set for evaluation for the ease of reproduction.

For the English-centric parallel data, we used the cor-
responding sections of OPUS-100 [1], [52], [64] for Viet-
namese and Mongolian, part of the training data of the WMT

TABLE II
ZERO-SHOT TRANSLATION PERFORMANCE.

zh→vi vi→zh zh→mn mn→zh zh→cs cs→zh

8.19 26.29 0.07 10.57 10.10 15.64

TABLE III
DATA BALANCING RESULTS.

T zh→vi vi→zh zh→mn mn→zh zh→cs cs→zh
1 53.13 48.31 40.61 37.79 31.37 49.53
∞ 53.28 48.71 40.67 38.20 31.43 53.33

2022 news translation task [24] for Czech (except for back-
translated data) and Chinese (ParaCrawl, News Commentary
and UN Parallel Corpus). We use the mBART tokenizer for
cs, vi, mn. We only used sequences with no more than 512
tokens for training.

b) Model Settings: we adopted the large BART models
with 12 encoder and decoder layers, 1024 as the embedding
dimension and 4096 as the hidden dimension for fine-tuning.
The residual connection dropout probability was 0.1, and the
activation dropout and attention dropout were disabled. We
used the Adam optimizer and a learning rate of 1e − 5 for
fine-tuning. We used mBART25 for Czech and Vietnamese,
and mBART50 for Mongolian.

c) Evaluation: We decoded with a beam size of 4, and
evaluated the translation quality by character-level BLEU [39]
with the SacreBLEU toolkit [41].

B. Main Results

Our main results are shown Table I. Table I shows that: 1)
our approach can lead to consistent and significant improve-
ments (+1.65, +0.24, +0.91, +3.47, +2.88, +6.35 BLEU
for zh→vi, vi→zh, zh→mn, mn→zh, zh→cs and cs→zh
respectively) on all evaluated tasks. 2) the cs↔zh has the
largest amount of English-centric parallel data and leads to
the largest improvements.

C. Zero-shot Evaluation

MNMT enables not only transfer learning but also zero-shot
translation. The model trained on the zh→en and en→X tasks
from the first stage shall already have some abilities in zh→X
translation. We tested the performance of the first stage model
on the validation sets, and results are shown in Table II.
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Table II verifies that the model already gains some trans-
lation and alignment knowledge for the zh→X task from the
parallel data of zh→en and en→X tasks. The poor performance
of the zh↔mn task may due to the lack of data (Table I).

D. Data Balancing

We study the effects of the sampling temperature T on
performance, and results are shown in Table III.

Table III shows that using uniform sampling in the first
stage (T = ∞) consistently leads to better performance than
sampling according to the original distribution.

V. CONCLUSION

In this paper, we propose to utilize English-centric parallel
data to improve the performance of low-resource translation
tasks between Chinese and other languages by MNMT mod-
eling and two-stage fine-tuning. Experiments on the CCMT
2023 low-resource translation tasks between Chinese and the
languages among “the Belt and Road” shows that our approach
can consistently lead to significant improvements (+1.65,
+0.24, +0.91, +3.47, +2.88, +6.35 BLEU for zh→vi,
vi→zh, zh→mn, mn→zh, zh→cs and cs→zh respectively)
over the strong mBART baseline.
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