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Abstract

As large language models (LLMs) are increasingly studied as role-playing1

agents to generate synthetic data for human behavioral research, ensuring2

that their outputs remain coherent with their assigned roles has become3

a critical concern. In this paper, we investigate how consistently LLM-4

based role-playing agents’ stated beliefs about the behavior of the people5

they are asked to role-play (“what they say”) correspond to their actual6

behavior during role-play (“how they act”). Specifically, we establish an7

evaluation framework to rigorously measure how well beliefs obtained by8

prompting the model can predict simulation outcomes in advance. Using an9

augmented version of the GENAGENTS persona bank and the Trust Game10

(a standard economic game used to quantify players’ trust and reciprocity),11

we introduce a belief-behavior consistency metric to systematically investigate12

how it is affected by factors such as: (1) the types of beliefs we elicit from13

LLMs, like expected outcomes of simulations versus task-relevant attributes14

of individual characters LLMs are asked to simulate; (2) when and how we15

present LLMs with relevant information about Trust Game; and (3) how far16

into the future we ask the model to forecast its actions. We also explore how17

feasible it is to impose a researcher’s own theoretical priors in the event18

that the originally elicited beliefs are misaligned with research objectives.19

Our results reveal systematic inconsistencies between LLMs’ stated (or20

imposed) beliefs and the outcomes of their role-playing simulation, at both21

an individual- and population-level. Specifically, we find that, even when22

models appear to encode plausible beliefs, they may fail to apply them in23

a consistent way. These findings highlight the need to identify how and24

when LLMs’ stated beliefs align with their simulated behavior, allowing25

researchers to use LLM-based agents appropriately in behavioral studies.26

1 Introduction27

Role-playing agents based on large language models are increasingly used to generate28

synthetic datasets of human behavior to reduce the high cost of running human subject29

studies (Park et al., 2023; Hou et al., 2025; Huang et al., 2024; Balog & Zhai, 2025). As the30

promise of using role-playing agents for performing scientific research and informing policy31

decision-making gains traction (Sarstedt et al., 2024), it is imperative to rigorously assess32

their validity to safeguard against flawed inferences and ensure the reliability of ensuing33

conclusions (Rossi et al., 2024; Agnew et al., 2024).34

However, existing evaluation frameworks for LLM-based role-playing agents are inherently35

post-hoc: they assess an agent’s behavior only after the simulation is complete (Argyle et al.,36

2023; Huang et al., 2024; Wang et al., 2023b; Bhandari et al., 2025; Hou et al., 2025). For37

instance, researchers compare generated survey responses against human data (Argyle et al.,38

2023), align self-reported beliefs with open-ended outputs (Huang et al., 2024), evaluate39

personality traits via dialogue cues (Wang et al., 2023b; Bhandari et al., 2025), or examine40

emergent population dynamics through post-simulation evaluation (Hou et al., 2025). Be-41

cause these methods cannot assess belief-behavior consistency, the consistency between an42

LLM’s elicited beliefs and its subsequent actions during role-play is discovered only after43
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considerable resources have been invested in generating synthetic data, and existing work44

typically considers either population-level or individual-level evaluation, but not both.45

Closely tied to the issue of evaluating a model’s belief-behavior consistency is the question of46

what to do when its elicited beliefs diverge from the researcher’s expectations—specifically,47

whether we can control the simulation by imposing a desired belief. For example, if an48

LLM continues to portray younger individuals as more generous even after being explicitly49

instructed to simulate a population in which older adults are more generous, this would50

raise concerns about the controllability of role-playing agents (Shen et al., 2025; Mannekote51

et al., 2025).52

We present a framework that elicits a model’s beliefs through targeted prompts to measure53

belief-behavior consistency in role-play simulations at two levels of analysis. First, at the54

population level, we quantify consistency by computing the correlation between persona55

attributes and simulated statistical behaviors aggregated across all simulated participants.56

Second, at the individual level, we test an LLM’s capacity to predict the future actions of a57

specific simulated member of the population. In both cases, we test whether querying the58

model’s own expectations can flag misaligned beliefs before they lead to errors in large-scale59

synthetic data. We also examine three design choices: how much background context we60

give the model when eliciting beliefs, which outcomes we ask it to predict, and how far61

into the future we ask it to forecast its actions—and how each choice affects belief-behavior62

consistency.63

While our evaluation framework is designed to be general and applicable to various be-64

havioral simulations, in this paper we demonstrate its utility through a case study using65

the Trust Game (Berg et al., 1995), a common setting for studying LLM role-playing biases66

(Wei et al., 2024; Xie et al., 2024). The Trust Game offers a simplified setting that allows us to67

quantify interpersonal trust as the amount of money the first player (the Trustor) chooses68

to send to the second player (the Trustee). First, we elicit the model’s beliefs about how an69

individual with a specific persona or a population with a shared characteristic would act in70

the Trust Game. Then, we have the model role-play as the Trustor in the Trust Game, allow-71

ing us to directly compare its stated beliefs with its actual behaviors. Our findings suggest72

systematic belief-behavior inconsistencies: explicit task context during belief elicitation does73

not appear to improve consistency, self-conditioning enhances alignment in some models74

while imposed priors tend to undermine it, and individual-level forecasting accuracy tends75

to degrade over longer horizons.76

Our contributions are the following: (1) We introduce an evaluation framework that uses77

prompt-based belief elicitation to identify issues with the validity of LLM-based role-playing78

agents prior to large-scale synthetic data generation. (2) At the population level, we analyze79

belief-behavior consistency in the Trust Game (Section 4) and assess how belief condition-80

ing—through self-conditioning and the imposition of researcher-defined priors—affects81

model controllability and consistency (Section 4.3). (3) At the individual level, we evaluate82

whether LLM agents can reliably forecast their own simulated actions across multi-round83

Trust Game scenarios (Section 5).84

2 Related Work85

LLM-based role-playing agents have gained prominence as tools for generating synthetic86

behavioral data for a diverse set of applications (Wang et al., 2024a; Mannekote et al., 2025;87

Shao et al., 2023; Louie et al., 2024; Wang et al., 2024b): for instance developing interactive88

characters for open-world games (Yan et al., 2023) to predicting vaccine hesitancy in human89

populations (Hou et al., 2025). Existing approaches to evaluating these agents involves90

comparing the agent’s outputs to human-generated data.91

For instance, Argyle et al. (2023) assess whether survey response patterns generated by92

an LLM match that of real-world surveys. Huang et al. (2024) create TRUSTSIM, which93

asks the agent to self-report its beliefs and then checks if its free-form responses align with94

those beliefs. Other works, such as Wang et al. (2023b) and Bhandari et al. (2025), focus on95

whether an agent’s personality cues in dialogue match the attributes as expected. These96
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Paper Eval. Granularity Reference Objective Eval? Effect Size? Multi Turn?

Argyle et al. (2023) Population-Level Human surveys ✓ ✗ ✗

Wang et al. (2023b) Individual-Level Self-elicited beliefs ✗ ✗ ✗

Huang et al. (2024) Individual-Level Social norms ✗ ✗ ✗

Bhandari et al. (2025) Individual-Level Assigned persona ✗ ✗ ✗

Hou et al. (2025) Both Expert policy ✓ ✗ ✓
Our Work Both Self-elicited beliefs ✓ ✓ ✓

Table 1: Comparison of evaluation frameworks for LLM behavioral consistency in simulations of
human behavior. Evaluation Regime: Whether consistency is assessed at the population level,
individual agent level, or both. Reference: The ground truth standard against which LLM behavior is
compared (e.g., human survey data, theoretical models, agent’s own stated beliefs). Objective Eval?:
Whether evaluation uses quantitative metrics (Objective) versus LLM-based judgment. Effect Size?:
Whether the framework quantifies the magnitude of behavioral relationships, not just their direction.
Multi Turn?: Whether simulations involve extended interactions across multiple rounds.

evaluation methods act as valuable benchmarks, but they share two key limitations: they97

rely heavily on external reference data, which can be limited or difficult to obtain, and they98

evaluate agent behavior only after simulation, making them fundamentally post-hoc.99

In addition to evaluating role-playing agents individually, frameworks such as VACSIM100

(Hou et al., 2025) evaluate emergent population-level phenomena, like opinion dynamics101

in social networks. Such ambitious simulations highlight the potential impact of LLM-102

based role-play can have in influencing real-life policy decisions, but also raise the stakes:103

undetected errors can propagate, leading to misleading or harmful conclusions. Here, too,104

evaluation is typically performed after data is generated, reinforcing the post-hoc nature of105

current practices.106

As summarized in Table 1, nearly all existing evaluation methods for role-playing agents107

are post-hoc. This is problematic because, as Orgad et al. (2024) show, LLMs may encode108

accurate knowledge internally but often apply it inconsistently across different contexts.109

Since validation only takes place after simulations are complete, errors in synthetic data can110

go undetected when outcomes cannot be independently verified. This reactive approach111

not only increases costs but also allows flawed data to influence downstream analyses.112

3 Experimental Framework113

To rigorously evaluate belief-behavior consistency, we implement our framework using114

the Trust Game as a testbed (Berg et al., 1995). In this game, a role-playing LLM agent (the115

Trustor) decides how much money to send to another player (the Trustee). The amount116

sent is tripled, and the Trustee then decides how much to return. We simulate this scenario117

using multiple LLMs (Llama 3.1 8B/70B, (Grattafiori et al., 2024), Gemma 2 27B, (Team et al.,118

2024)) and a diverse set of synthetic personas with distinct demographic and personality119

attributes (see Section 3.2).120

We structure our experiments at two complementary analysis levels. At the population level,121

we measure consistency by comparing the elicited marginal correlations between persona122

attributes and simulated behaviors (e.g., how age affects decisions in the Trust Game). At123

this level, we also test the effectiveness of using a simple, prompt-based approach to impose124

a desired belief onto the role-playing agent. At the individual level, we test if the LLM can125

accurately forecast its own actions when role-playing an individual persona across multiple126

rounds against clearly defined Trustee strategies.127

3.1 Trust Game Environment128

The canonical two-player Trust Game proceeds as follows. At the start of each round,129

Player A (also known as the Trustor) receives an endowment E ($10, unless otherwise noted).130

The Trustor chooses an amount s ∈ [0, E] to send to Player B (the Trustee). The amount sent131

is tripled before reaching the Trustee, who then decides how much r ∈ [0, 3s] to return to132

the Trustor, keeping the remainder.133
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We simulate the Trustor using a role-playing LLM agent, providing it with a specific persona134

and the rules of the game. The Trustor agent is the first to act in the Trust Game; thus, its135

decision depends solely on its assigned persona, not on any prior moves by the Trustee.136

This design eliminates confounding effects from the other player’s behavior. In single-turn137

scenarios (Section 4), we measure only how much money the Trustor chooses to send.138

In multi-turn scenarios (Section 5), the Trustee’s responses are fully determined by fixed139

archetypes, as described in the individual-level experiment section (Section 5).140

The role-playing prompt explicitly states the Trustor’s role, the available action space141

(integer dollar amounts), and asks for a numeric response. We sample the model’s output142

distribution with temperature scaling. Unless otherwise specified, we use T=0.05 for143

replicability. Details of our output extraction and parsing methodology are provided in144

Appendix E. We additionally vary the endowment E to test robustness across initial amounts145

(prompt template provided in Appendix D.1).146

3.2 Participant Generation147

To conduct the simulations, we construct a synthetic participant pool by augmenting the148

existing GENAGENTS persona bank (Park et al., 2024). In addition to the demographic149

and social attributes present in GENAGENTS (including age, education, ethnicity, gender,150

income, political ideology, geographic region), we augment them with independently151

sampled values for the Big Five personality dimensions—openness, conscientiousness,152

extraversion, agreeableness, and neuroticism—drawn at random (DeYoung et al., 2007). We153

include these five personality dimensions because psychological research demonstrates their154

robust associations with interpersonal trust (Sharan & Romano, 2020; Bartosik et al., 2021;155

Evans & Revelle, 2008). The purpose of the augmentation is to increase the variability of156

attribute-behavior effect sizes in the Trust Game. We represent each persona as an attribute157

vector, pi = (t(i)1 , t(i)2 , . . . , t(i)K ), where t(i)k denotes the value of the k-th attribute for persona158

i. Attributes are a mix of categorical and ordinal types. All experimental results in this159

paper use our test split of the GENAGENTS persona bank; the training and validation splits160

were used only for prompt template design and pipeline tuning. Appendix A provides a161

complete list of attribute types and details of the dataset splits.162

3.3 Organization of Experiments163

Our experimental study proceeds in two parts. First, Section 4 considers: (a) the evaluation164

of population-level belief-behavior consistency, assessing whether statistical patterns in165

simulated behavior align with elicited beliefs; and (b) whether consistency improves when166

LLMs are self-conditioned (receiving their own elicited beliefs as additional context in the167

role-playing prompt), or deteriorates under the use of imposed priors (when agents are given168

modified priors that systematically diverge from their original beliefs to test controllability).169

Second, Section 5 presents an assessment of individual-level belief-behavior consistency,170

comparing an agent’s forecasted and enacted actions across multiple rounds of the Trust171

Game against fixed Trustee archetypes. Together, these analyses offer a multi-scale view of172

belief-behavior consistency in LLM-based simulations.173

4 Population-Level Consistency174

Population-level belief-behavior consistency measures how closely a model’s elicited beliefs175

about belief-behavior relationships match the patterns observed in simulation. We assess176

this consistency by comparing the model’s elicited predictions with the correlations be-177

tween persona attributes and simulated trust behavior, marginalized over all other persona178

attributes except the one whose belief is under consideration. Our experimental setup179

systematically evaluates how key design choices in the belief elicitation process affect the180

consistency between elicited beliefs and subsequent behaviors. For each belief elicitation181

strategy, we use N = 50 (Wang et al. (2023b), who have a similar experimental setup as ours,182

use N = 32) personas to compute our results.183
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Strategy (S) Elicitation Target Context? Description

NOCTX+TR Interpersonal Trust ✗ Rank trait levels by their anticipated impact on
“Interpersonal Trust,” without mentioning the
Trust Game.

CTX+TR Interpersonal Trust ✓ Same ranking question, but preceded by the full
Trust Game instructions and role description.

CTX+$ Dollars sent ✓ Estimate, for each trait level, the mean and stan-
dard deviation of dollars sent in the Trust Game.

Table 2: Population-level belief elicitation strategies. “Elicitation Target” specifies whether the model
ranks trait effects against interpersonal trust or against the amount of money sent by the Trustor;
“Context?” denotes whether full game instructions were provided during belief elicitation.

4.1 Belief Elicitation and Evaluation Metrics184

We query the language model to determine how it believes a persona attribute of interest (for185

example, participant age) influences decisions in the Trust Game. We apply three elicitation186

strategies (see Table 2). For each elicitation strategy S, we derive two structured outputs:187

• Belief ranking π
(S)
t : an ordered list of values of attribute t, ranked by their predicted188

effect on the average amount of money transferred by the Trustor, in descending order.189

• Belief effect size (η̂2
t
(S)): an estimate of the proportion of variance in the Trustor’s190

decisions attributable to differences among the K groups defined by attribute t. We191

compute η̂2
t
(S) using the eta-squared (η2) effect size from analysis of variance (ANOVA;192

Girden, 1992), where the groups correspond to attribute levels.193

Behavioral outcomes: We simulate the Trust Game for each persona pi, obtaining the194

transfer amount {si}. The prompt template used for role-playing is given in Appendix B.1.195

From these we derive:196

• Behavioral ranking π∗
t : an ordered list of the discrete values of attribute t, ranked by the197

observed mean $ transfer among personas possessing each value, in descending order.198

• Behavioral effect size η2
t : the proportion of variance in the simulated transfers at-199

tributable to differences among the levels of attribute t, computed via eta-squared from a200

one-way ANOVA grouping by those levels.201

Belief-Behavior Consistency Metrics: Finally, we assess belief-behavior consistency via202

two complementary statistics. First, we compute the Spearman correlation, which captures203

how well the elicited ranking matches the behavioral ordering. Second, we measure the204

absolute effect-size discrepancy quantifying the difference between predicted and observed205

effect sizes.206

ρ
(S)
t = Spearman

(
π
(S)
t , π∗

t
)︸ ︷︷ ︸

ranking
consistency

and ∆η2(S)
t =

∣∣η̂2
t
(S) − η2

t
∣∣︸ ︷︷ ︸

effect-size
consistency

.

4.2 Population-Level Consistency Analysis207

Table 3 reports the median Spearman correlation and median absolute effect size difference208

for each LLM and elicitation strategy. Using the median for both metrics reduces sensitivity209

to outlier attributes.210

Providing task-specific context during belief elicitation does not enhance belief-behavior211

consistency. We compare two belief elicitation strategies that differ only in the presence of212

explicit Trust Game instructions when asking the model to predict how persona attributes213

influence transfer amounts: one strategy provides full game rules and the agent’s role,214
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Strategy Attribute G22 L7I L8I

|∆η2| ρ |∆η2| ρ |∆η2| ρ

N
O

C
T

X
+

T
R

Age 0.02 -0.20 0.00 -1.00 0.14 0.00
Conscientiousness 0.01 1.00 0.07 0.50 0.05 1.00
Family Structure 0.07 0.83 0.00 0.49 0.09 -0.26
Highest Degree 0.02 -0.10 0.02 -0.60 0.09 -0.30
Openness 0.06 1.00 0.02 1.00 0.06 1.00
Political Views 0.01 0.40 0.01 0.40 0.09 1.00
Same Residence 0.02 0.50 0.00 0.50 0.15 -0.50
US Citizen 0.01 1.00 0.01 1.00 0.02 1.00
Work Status 0.03 0.80 0.00 -1.00 0.02 0.80

Median 0.02 0.80 0.01 0.49 0.09 0.80

C
T

X
+

T
R

Age 0.09 -0.40 0.00 0.80 0.02 0.40
Conscientiousness 0.01 1.00 0.07 0.50 0.11 1.00
Family Structure 0.07 -0.37 0.07 0.49 0.09 -0.26
Highest Degree 0.04 -0.10 0.02 -0.60 0.03 -0.60
Openness 0.06 1.00 0.02 1.00 0.13 1.00
Political Views 0.08 0.40 0.01 0.40 0.16 1.00
Same Residence 0.08 0.50 0.00 0.50 0.09 -0.50
US Citizen 0.01 1.00 0.01 1.00 0.02 1.00
Work Status 0.03 0.40 0.00 -1.00 0.02 0.40

Median 0.06 0.40 0.01 0.50 0.09 0.40

C
T

X
+

$

Age 0.06 0.80 0.03 1.00 0.21 0.40
Conscientiousness 0.40 1.00 0.49 0.50 0.46 1.00
Family Structure 0.01 0.83 0.03 0.37 0.14 -0.26
Highest Degree 0.13 -0.10 0.16 -0.60 0.30 -0.30
Openness 0.55 1.00 0.54 1.00 0.56 1.00
Political Views 0.15 1.00 0.21 1.00 0.05 1.00
Same Residence 0.05 0.50 0.02 0.50 0.20 -0.50
US Citizen 0.01 1.00 0.00 1.00 0.23 -1.00
Work Status 0.10 0.80 0.03 -0.40 0.13 0.00

Median 0.10 0.83 0.03 0.50 0.21 0.00

Table 3: Population-Level Self-Consistency Analysis: Effect Size Difference (|∆η2|) and Spearman
Correlation (ρ) Across Models and Strategies. Lower |∆η2| indicates better portability (smaller effect
size differences). Higher ρ indicates better correlation preservation across contexts.

while the other omits all task-specific context (see Appendix C.1.2 and Appendix C.1.1215

respectively for prompt templates). Across all LLMs and attributes, supplying Trust Game216

context during belief elicitation failed to increase Spearman rank correlation or reduce217

the absolute effect-size discrepancy compared to context-free elicitation. These findings218

contradict prior evidence that contextual prompts reliably shift LLM outputs away from219

pretraining biases (Tao et al., 2024), indicating that providing additional context alone220

does not improve the agreement between elicited attribute-behavior beliefs and the agent’s221

simulated transfer decisions.222

Elicitation target affects different aspects of belief-behavior consistency. We compare223

belief elicitation strategies that target different constructs: behavioral outcomes directly224

(CTX+$, asking for dollar amounts sent) versus latent psychological constructs (CTX+TR,225

NOCTX+TR, asking about interpersonal trust levels). These strategies exhibit complemen-226

tary strengths across our two consistency metrics. For rank ordering consistency (Spearman227

correlation), the behavioral outcome strategy (CTX+$) yields more accurate attribute rank-228

ings than construct-focused strategies, as it directly mirrors the simulation task. However,229

for effect size consistency, construct-focused strategies (CTX+TR, NOCTX+TR) produce esti-230

mates more closely aligned with behavioral values, while the behavioral outcome strategy231

(CTX+$) systematically overestimates effect magnitudes. This suggests that LLMs encode232

attribute-behavior relationships differently when queried about psychological abstractions233

versus concrete behavioral predictions.234

4.3 Conditioning Experiments: Can Priors Be Reinforced or Overriden?235

The ability to impose researcher-defined priors onto the agent is critical for correcting236

biases (e.g., adjusting for an overrepresented demographic group in training data to prevent237
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skewed outputs; Wang et al., 2025), testing theoretical predictions in specialized domains238

(e.g., assuming introverts speak more words per minute than introverts; Argyle et al., 2023),239

and exploring counterfactuals that diverge from elicited beliefs (e.g., simulating an alternate240

cultural context where societal norms differ; Zhang et al., 2025). If it turns out that the ability241

to impose an arbitrary belief is limited, the utility of LLMs as flexible tools for hypothesis242

testing is constrained. We therefore investigate whether LLM behavior can be controlled via243

belief conditioning: can reinforcing an agent’s own beliefs improve consistency, and can244

external priors override the model’s defaults?245

We compare three conditions: (1) a baseline case with no conditioning (prompt template in246

Appendix C.1.2), (2) a self-conditioned case where agents receive their own elicited beliefs247

as context (prompt template in Appendix C.2.3), and (3) two imposed priors cases where248

we supply priors that systematically diverge from the model’s elicited beliefs (also using249

the prompt template in Appendix C.2.3, but with a perturbation procedure applied to the250

elicited beliefs). For each approach, we evaluate both ranking consistency (using Spearman251

correlation) and effect size consistency (using mean absolute error, Mean Absolute Error252

(MAE)).253

Belief Conditioning Gemma 2 27B Llama 3.1 70B Llama 3.1 8B

Unconditioned 0.40 0.50 0.40
Self-Conditioned 0.00 0.80 1.00

Weak Perturbation (ρ = 0.80) 0.08 0.30 -0.14
Strong Perturbation (ρ = 0.20) 0.14 0.20 0.40

Table 4: Belief conditioning effectiveness across models and methods. Values are Spearman correlations
(ρ; higher is better) between the imposed prior and simulated behavior. Unconditioned reports
baseline consistency. Self-conditioned supplies each model’s own elicited beliefs as context. Weak
and strong perturbation conditions apply modified priors constructed to have ρ = 0.80 or ρ = 0.20
correlation, respectively, with the original elicited beliefs. Self-conditioning shows highly model-
dependent effects; even weakly perturbed priors can substantially disrupt belief–behavior alignment.

4.3.1 Results254

Self-conditioning enhances consistency in Llama models, but not in Gemma 2 27B. As255

seen in Table 4, applying self-conditioning to Llama 3.1 70B increases Spearman’s ρ from256

0.50 to 0.80, and for Llama 3.1 8B from 0.40 to 1.00. In contrast, Gemma 2 27B’s ρ drops257

from 0.40 to less than 0.01 under the same procedure. These results indicate that self-258

conditioning effectively aligns Llama models’ behavior with their elicited beliefs, whereas259

Gemma 2 27B remains unresponsive to in-context belief prompts, showing mixed results260

across architectures.261

Imposed priors systematically undermine consistency. Table 4 shows that imposing262

modified priors—created by perturbing each model’s original elicited beliefs—sharply263

reduces rank ordering consistency across all models. When the imposed priors are only264

weakly perturbed from the elicited beliefs (constructed to have ρ = 0.80 with the original),265

the Spearman correlation for Llama 3.1 70B drops from 0.50 to 0.30, for Llama 3.1 8B from266

0.40 to −0.14, and for Gemma 2 27B from 0.40 to 0.08. When the imposed priors are strongly267

perturbed (constructed to have ρ = 0.20 with the original), consistency declines further for268

Llama 3.1 70B (dropping from 0.50 to 0.20), while Llama 3.1 8B returns to its unconditioned269

baseline (0.40), and Gemma 2 27B increases slightly (from 0.08 under weak perturbation270

to 0.14). These results indicate that even modest divergence between imposed and elicited271

priors can substantially impair belief-behavior alignment, with the magnitude and direction272

of the effect depending on model architecture.273

5 Individual-Level Consistency274

Our second investigation tests the LLM’s ability to forecast its own future behavior while275

role-playing as a specific individual. This individual-level analysis contrasts with the ear-276
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lier population-level analysis, which examined correlations between persona attributes and277

behaviors across many personas (see Appendix C.3.1 for the belief elicitation prompt and278

Appendix C.4 for sample beliefs). Here, we focus on how role-play unfolds over time,279

allowing us to study how forecasting accuracy degrades with longer horizons. In contrast,280

the population-level analysis is limited to single-round simulations to avoid confounding281

from conditioning on a specific Trustee archetype. For individual-level role-playing, we282

use the ReAct framework (Yao et al., 2023), which interleaves reasoning and action steps to283

structure multi-step decision-making (prompt in Appendix B.2).284

5.1 Trustee Archetypes For Belief Elicitation285

In the Trust Game, the only source of stochasticity is the Trustee’s behavior. By fixing the286

Trustee’s strategy via a well-defined archetype, we fully specify the simulation environ-287

ment. Following agent-based modeling literature (Chopra et al., 2024), we define simple,288

interpretable archetypes of the opponent player (Trustee) to ensure straightforward forecast289

evaluation, while avoiding the combinatorial explosion of conditioning on every possible290

response of the opponent.291

For example, querying an LLM about its predicted action in round five of a Trust Game292

against a consistently uncooperative opponent requires us to pass in a precise, standardized293

description of that opponent’s behavior to the LLM’s prompt. Without such structure,294

comparisons between forecasted beliefs and simulated behavior would be unfair, as the295

LLM would be making predictions without access to the contextual information necessary296

to ground its responses.297

We define three Trustee archetypes: M1, M3, and M5. Each archetype corresponds to a298

Trustee that returns $i, where i is the subscript in the archetype’s name (i.e., M1 returns $1,299

M3 returns $3, and M5 returns $5), or their total available funds if less (see Appendix C.3300

for details). These archetypes provide simple, controlled baselines for forecast elicitation301

and evaluation.302

5.2 Individual-Level Self-Consistency303

We evaluate a single persona over R rounds of the Trust Game (for r = 1, . . . , R) against a304

fixed trustee archetype. In each round r, the model first forecasts its send amount ŝr, and305

then we simulate that round to observe the actual send sr. Forecasting accuracy across all306

rounds is measured by the mean absolute error. This MAE serves as our individual-level307

self-consistency metric:308

MAE =
1
R

R

∑
r=1

∣∣ŝr − sr
∣∣.

Individual-level forecasting evaluation focuses on the LLM’s ability to predict its own309

actions when presented with specific situational and persona descriptions in a role-playing310

setting. This approach involves prompting the LLM with summary descriptions of particular311

states (see archetype descriptions in Appendix C.3) and asking for behavioral forecasts—the312

agent’s expectations about what actions it would take in such situations. We handcraft the313

summary descriptions. We evaluate forecasting accuracy by measuring the MAE between314

predicted and observed dollar amounts transferred in the Trust Game. This differs from315

our population-level evaluation which uses Spearman correlations for attribute rankings316

and eta-squared for effect size measures (as detailed in Section 4).317

5.3 Results318

Forecasting accuracy degrades over longer horizons. We observe a near-monotonic in-319

crease in MAE as the forecast horizon extends from one to six rounds, indicating that the320

belief-behavior consistency reduces when predicting actions ŝr further removed from the321

current game state (Fig. 1). This pattern holds across most model–archetype pairs, with322

the exception of Llama 3.1 8B under the M3 and M5 archetypes—where MAE remains323
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Gemma-2-27B
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$3 (R²=0.95)
$5 (R²=0.49)

1 2 3 4 5 6
Game Round

Llama-3.1-70B

$1 (R²=0.67)
$3 (R²=0.65)
$5 (R²=0.74)

1 2 3 4 5 6
Game Round

Llama-3.1-8B

$1 (R²=0.63)
$3 (R²=0.04)
$5 (R²=0.17)

Model-Specific MAE Trends by Return Constraint

Figure 1: Trust Game: Model consistency across rounds, stratified by return constraint ($1, $3, $5). Each
regression line represents MAE over six repeated rounds of the Trust Game for a given LLM-archetype
combination. Lower MAE indicates higher forecasting consistency.

flat or slightly decreases—suggesting that longer horizons could introduce accumulating324

uncertainty, which undermines a model’s forecasting ability.325

6 Limitations, Discussion, and Implications326

Reasoning models may improve belief-behavior consistency. The systematic inconsis-327

tencies we observe may stem from the rapid, single-pass inference typical of traditional328

LLMs. Recent reasoning models of the likes of DeepSeek-R1 (Guo et al., 2025) and OpenAI329

o1 and o3 (Jaech et al., 2024) employ extended reasoning processes that could potentially330

bridge the gap between belief elicitation and behavioral simulation. These models’ ability331

to engage in multi-step reasoning and self-reflection during inference may enable more332

coherent application of stated beliefs to subsequent actions.333

Limits of in-context conditioning for controllability. While self-conditioning improves334

consistency in some Llama models, imposed priors tend to undermine it across architec-335

tures. This suggests a potential limitation: in-context prompting may struggle to override336

entrenched model priors, which could limit researchers’ ability to test alternative theories or337

correct biases. Future work might explore knowledge editing (Wang et al., 2023a; Orgad338

et al., 2024) or inference-time steering (Li et al., 2023; Lamb et al., 2024; Minder et al., 2025)339

for more robust belief control.340

Generalization beyond the Trust Game. While our evaluation framework and belief-341

behavior consistency measures are general and domain-agnostic, we demonstrated their342

utility through the Trust Game, which provides a simple, well-structured environment that343

served as an ideal testbed for this initial study. However, real-world simulations often344

involve richer social contexts and more nuanced agent-goals. In future work, we aim to345

apply our framework to multi-agent environments, open-ended dialogues, or temporally346

extended tasks to evaluate how these inconsistencies manifest in more complex settings.347

7 Conclusion348

We investigate belief-behavior consistency in LLM-based role-playing agents using the Trust349

Game, revealing systematic inconsistencies between models’ stated beliefs and simulated350

behaviors at both population and individual levels. Our evaluation framework identifies351

these issues before costly deployment by eliciting beliefs as a diagnostic tool. Key findings352

show that providing task context during belief elicitation does not improve consistency, self-353

conditioning helps some models while imposed priors generally undermine alignment, and354

forecasting accuracy degrades over longer horizons. These results highlight fundamental355

limitations in current LLM role-playing approaches and emphasize the need for robust356

internal consistency evaluation before using these systems as scientific instruments.357
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Ethics Statement358

This work uses publicly available large language models (Llama 3.1, Gemma 2) and syn-359

thetic personas based on the GENAGENTS dataset, with no human subjects or private data360

involved. All simulations and elicited beliefs were generated using artificial agents.361

We highlight limitations in belief-behavior consistency of LLM-based role-playing agents362

and propose methods to evaluate internal consistency prior to deployment. While some363

experiments include intentionally imposed priors to test model controllability, these do not364

reflect normative claims about group differences.365

No sensitive or high-risk applications are addressed. The findings are intended to improve366

the reliability and transparency of synthetic simulations and are not substitutes for real-367

world behavioral data. Code and prompts will be released to support reproducibility and368

responsible use.369
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Bhupatiraju, Léonard Hussenot, Thomas Mesnard, Bobak Shahriari, Alexandre Ramé,459
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A Persona Attributes496

Table 5 summarizes the full set of demographic, personality, and contextual attributes that497

define each synthetic persona used throughout our experiments.498

B Role-Playing Prompts499

B.1 Population-Level Role-Playing500

501
===== TRUST GAME INSTRUCTIONS =====502

503

YOU ARE PLAYING A TRUST GAME AS THE FIRST PLAYER (TRUSTOR ). READ THESE504

INSTRUCTIONS CAREFULLY:505

506

1. YOU HAVE EXACTLY $$${initial_amount} TO USE IN THIS GAME. NO MORE , NO507

LESS.508

2. YOU MUST DECIDE HOW MUCH OF YOUR $$${initial_amount} TO TRANSFER TO509

ANOTHER PLAYER.510

3. ANY AMOUNT YOU TRANSFER WILL BE TRIPLED BEFORE IT REACHES THE OTHER511

PLAYER.512

4. THE OTHER PLAYER CAN THEN DECIDE HOW MUCH OF THE TRIPLED AMOUNT TO513

RETURN TO YOU.514

5. YOU CANNOT TRANSFER MORE THAN $$${initial_amount} UNDER ANY515

CIRCUMSTANCES.516

517

===== YOUR CHARACTER PROFILE =====518

519

$persona_details520

521

$theoretical_props522

523

===== FINAL REMINDERS =====524

525

1. YOU HAVE EXACTLY $$${initial_amount} AVAILABLE TO TRANSFER.526

2. YOUR TRANSFER WILL BE TRIPLED.527

3. THE OTHER PLAYER DECIDES HOW MUCH TO RETURN TO YOU.528

4. STATE YOUR FINAL DECISION CLEARLY AS A DOLLAR AMOUNT BETWEEN $$0 AND529

$$${initial_amount }.530

5. Condition your action on your persona profile.531

532

How much of your $$${initial_amount} will you transfer?533

534

Your answer needs to include your BELIEF , DESIRE and INTENTION.535

End with 'Finally , I will give ___ dollars '.536537

B.2 Individual-Level Role-Playing Prompt538

The following is the prompt template used for multi-round Trustor role-play in the Trust539

Game using the ReAct framework. This template is used to elicit the Trustor’s decision and540

reasoning at each round, incorporating persona, game state, and history.541

542
You are a Trustor in the Trust Game with the following persona:543

544

${persona}545

546

===== TRUST GAME INSTRUCTIONS =====547

548

YOU ARE PLAYING A MULTI -ROUND TRUST GAME AS THE FIRST PLAYER (TRUSTOR ).549

READ THESE INSTRUCTIONS CAREFULLY:550

551

1. THIS IS ROUND $round_number OF $total_rounds.552

2. YOU HAVE EXACTLY $$${remaining_amount} TO USE IN THIS ROUND. NO MORE ,553

13
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Trait Possible Values

Agete 18-29te, 30-44te, 45-64te, 65+te

Agreeablenesstr Hightr, Lowtr, Mediumtr

Communication Qualityv Excellentv, Neutralv, Poorv

Conscientiousnesste Highte, Lowte, Moderatete

Cultural Normstr Collectivisttr, Hybridtr, Individualisttr

Ethnicityv Arabv, Black Africanv, East Asianv, Indigenous
Americanv, Latinov, Otherv, South Asianv, Southeast
Asianv, Whitev

Extraversionv Ambivertv, Extravertedv, Introvertedv

Family Structure At 16tr,te Armed forcestr, Both parentste, Divorcetr, Foster carete,
Grandparentste, Institutiontr, Lived with parentstr,
Other guardiante, Single parent - fatherte, Single par-
ent - motherte

General Activity Levelv Lightly activev, Moderately activev, Sedentaryv,
Unstructuredv, Very activev

Highest Degree Receivedv,tr,te Associate/junior collegetr,te, Bachelor’str,te, Bachelor’s
degreev, Graduatetr,te, Graduate or professional degreev,
High schooltr,te, High school diploma or GEDv, Less
than high schooltr,te, No high school diplomav, Some
college or associate degreev

Marital Statustr Divorcedtr, Marriedtr, Never marriedtr, Separatedtr,
Widowedtr

Neuroticismv Highv, Lowv, Moderatev

Openness To Experiencete Highte, Lowte, Moderatete

Political Viewstr,te Conservativetr, Extremely conservativetr,te, Extremely
liberaltr,te, Liberaltr, Moderate, middle of the roadtr,
Slightly conservativete, Slightly liberalte

Racetr Blacktr, Othertr, Whitetr

Religiontr,te Buddhismtr, Christiantr, Hinduismtr, Jewishte,
Muslim/Islamte, Nonete, Orthodox-Christiante,
Protestantte

Same Residence Since 16te Different statete, Same cityte, Same state, different cityte

Sextr Femaletr, Maletr

Total Wealthtr Less than $20,000tr, $20,000–$75,000tr, $75,000–
$250,000tr, $250,000–$1 milliontr, $1 million–$5 milliontr,
Above $5 milliontr

Type Of Disability If Anyv Cognitive or learning disabilityv, Mental health
conditionv, Nonev, Physical disabilityv, Sensory disabil-
ity (e.g., vision or hearing)v

Us Citizenship Statuste A U.S. citizente, Not a U.S. citizente

Work Statustr,te Full timetr, In schoolte, Keeping housete, Otherte,
Part timetr, Retiredte, Temporarily not workingtr,
Unemployedtr

Table 5: Traits and possible values used in our synthetic persona dataset, which extends the GENA-
GENTS dataset with additional demographic, personality, and trust-related traits. The superscripts
indicate which data splits (tr=train, v=val, te=test) each trait and value appears in.
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NO LESS.554

3. YOU MUST DECIDE HOW MUCH OF YOUR $$${remaining_amount} TO TRANSFER555

TO THE OTHER PLAYER.556

4. ANY AMOUNT YOU TRANSFER WILL BE TRIPLED BEFORE IT REACHES THE OTHER557

PLAYER.558

5. THE OTHER PLAYER CAN THEN DECIDE HOW MUCH OF THE TRIPLED AMOUNT TO559

RETURN TO YOU.560

6. YOU CANNOT TRANSFER MORE THAN $$${remaining_amount} UNDER ANY561

CIRCUMSTANCES.562

563

===== GAME HISTORY =====564

565

Previous rounds:566

$round_history567

568

$theoretical_props569

570

How much of your $$${remaining_amount} will you transfer in this round?571

Your answer needs to include your THOUGHT , ACTION , and OBSERVATION.572

573

${format_instructions}574575

This template ensures that the agent is provided with all relevant context, including per-576

sona, round number, available funds, game history, and any theoretical properties, and is577

instructed to respond with a structured reasoning process (THOUGHT, ACTION, OBSER-578

VATION).579

C Belief Elicitation Prompts and Sample Outputs580

C.1 Population-Level Belief Elicitation581

This appendix provides example prompts used for belief elicitation, illustrating both context-582

free and context-specific (contextful) approaches.583

C.1.1 NOCTX+TR Belief Elicitation Prompt584

585
You are a researcher studying interpersonal trust.586

587

For the trait "general_activity_level", with the following possible588

values:589

1. Lightly active590

2. Moderately active591

3. Sedentary592

4. Unstructured593

5. Very active594

595

Please rank these values in order from highest to lowest in terms of596

their association with interpersonal trust , using the format "Value1 >597

Value2 > Value3" where ">" means "has higher interpersonal trust than".598

599

Your response should include an ordering of all the values listed above600

and a brief explanation of your reasoning.601

602

The output should be formatted as a JSON instance that conforms to603

the JSON schema below.604

605

As an example , for the schema {" properties ": {"foo": {"title": "Foo",606

"description ": "a list of strings", "type": "array", "items":607

{"type": "string "}}}, "required ": ["foo"]}608

the object {"foo": ["bar", "baz"]} is a well -formatted instance of the609

schema. The object {" properties ": {"foo": ["bar", "baz "]}} is not610

well -formatted.611

15



Under review as a conference paper at COLM 2025

612

Here is the output schema:613

...614615

C.1.2 CTX+TR Belief Elicitation Prompt616

617
You are a researcher studying interpersonal trust.618

619

For the attribute "general_activity_level", with the following possible620

values:621

1. Lightly active622

2. Moderately active623

3. Sedentary624

4. Unstructured625

5. Very active626

627

Please rank these values in order from highest to lowest in terms of628

their association with interpersonal trust , using the format "Value1 >629

Value2 > Value3" where ">" means "has higher interpersonal trust than".630

631

Your response should include an ordering of all the values listed above632

and a brief explanation of your reasoning.633

634

Consider this simulation context while answering: YOU ARE PLAYING A TRUST635

GAME AS THE FIRST PLAYER (TRUSTOR ). READ THESE INSTRUCTIONS CAREFULLY:636

637

1. YOU HAVE BEEN GIVEN $10 AS YOUR INITIAL AMOUNT OF MONEY TO USE IN638

THIS GAME. NO MORE , NO LESS.639

2. YOU MUST DECIDE HOW MUCH OF YOUR INITIAL AMOUNT OF MONEY TO TRANSFER640

TO ANOTHER PLAYER. YOU CAN SEND ANY AMOUNT FROM $0 TO $10.641

3. ANY AMOUNT YOU TRANSFER WILL BE TRIPLED BEFORE IT REACHES THE OTHER642

PLAYER.643

4. THE OTHER PLAYER CAN THEN DECIDE HOW MUCH OF THE TRIPLED AMOUNT TO644

RETURN TO YOU.645

5. YOU CANNOT TRANSFER MORE THAN YOUR INITIAL AMOUNT OF MONEY UNDER ANY646

CIRCUMSTANCES.647

648

The output should be formatted as a JSON instance that conforms to the649

JSON schema below.650

651

As an example , for the schema {" properties ": {"foo": {"title": "Foo",652

"description ": "a list of strings", "type": "array", "items":653

{"type": "string "}}}, "required ": ["foo"]}654

the object {"foo": ["bar", "baz"]} is a well -formatted instance of the655

schema. The object {" properties ": {"foo": ["bar", "baz "]}} is not656

well -formatted.657

658

Here is the output schema:659

...660661

C.1.3 CTX+$ Belief Elicitation Prompt662

663
Imagine an experiment where we control for various factors and variables664

while examining the effect of general_activity_level. Your task is to665

simulate the outcomes of this experiment.666

667

Consider this simulation context while answering: YOU ARE PLAYING A TRUST668

GAME AS THE FIRST PLAYER (TRUSTOR ). READ THESE INSTRUCTIONS CAREFULLY:669

670

1. YOU HAVE BEEN GIVEN $10 AS YOUR INITIAL AMOUNT OF MONEY TO USE IN671

THIS GAME. NO MORE , NO LESS.672

2. YOU MUST DECIDE HOW MUCH OF YOUR INITIAL AMOUNT OF MONEY TO TRANSFER673
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TO ANOTHER PLAYER. YOU CAN SEND ANY AMOUNT FROM $0 TO $10.674

3. ANY AMOUNT YOU TRANSFER WILL BE TRIPLED BEFORE IT REACHES THE OTHER675

PLAYER.676

4. THE OTHER PLAYER CAN THEN DECIDE HOW MUCH OF THE TRIPLED AMOUNT TO677

RETURN TO YOU.678

5. YOU CANNOT TRANSFER MORE THAN YOUR INITIAL AMOUNT OF MONEY UNDER ANY679

CIRCUMSTANCES.680

681

For each level of general_activity_level (Lightly active , Moderately682

active , Sedentary , Unstructured , Very active) listed below , please683

provide your best estimate of:684

685

- The average (mean) dollar amount these individuals would send in a686

trust game.687

- The typical variability in the amount sent (as a standard deviation ).688

689

Assume each group consists of 100 individuals to help you better estimate690

both the mean and standard deviation.691

692

The output should be formatted as a JSON instance that conforms to the693

JSON schema below.694

695

As an example , for the schema {" properties ": {"foo": {"title": "Foo",696

"description ": "a list of strings", "type": "array", "items":697

{"type": "string "}}}, "required ": ["foo"]}698

the object {"foo": ["bar", "baz"]} is a well -formatted instance of the699

schema. The object {" properties ": {"foo": ["bar", "baz "]}} is not700

well -formatted.701

702

Here is the output schema:703

...704705

C.2 Sample Population-Level Beliefs706

C.2.1 NOCTX+TR and CTX+TR707

708
{709

"political_views ": {710

"ranking_descending ": [711

"Extremely liberal",712

"Slightly liberal",713

"Slightly conservative",714

"Extremely conservative"715

],716

"omnibus_effect_size ": "medium",717

"contrast_effect_size ": "small",718

"ordering_explanation ": "Individuals with liberal political views tend719

to be more open -minded and accepting of diversity , which can720

foster a sense of trust in interpersonal relationships. In721

contrast , individuals with conservative political views may be722

more skeptical of change and less accepting of diversity , leading723

to lower levels of interpersonal trust.",724

"omnibus_effect_size_explanation ": "The estimated effect size of 0.10725

(eta -squared) suggests a moderate relationship between726

'political_views ' and interpersonal trust. This indicates that727

approximately 10% of the variance in interpersonal trust can be728

explained by the differences in 'political_views ' across the729

four categories. This moderate effect size is consistent with730

the expectation of distinct differences in 'political_views '731

categories impacting interpersonal trust , but also acknowledges732

the relatively small number of categories and their moderate733

distinctness .",734

"contrast_effect_size_explanation ": "The specific ordering of735
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'political_views ' (Extremely conservative > Extremely liberal >736

Slightly conservative > Slightly liberal) explains a small737

proportion of variance in interpersonal\ntrust. This is because738

the differences between consecutive levels are relatively small ,739

and the overall effect of 'political_views ' on interpersonal740

trust is likely influenced by other factors .\nAs a result , the741

eta squared effect size falls within the 'small ' category ,742

indicating that this\nspecific ordering explains between 1% and743

6% of the total variance ."744

}745

}746747

C.2.2 CTX+$748

749
{750

"political_views ": {751

"ranking_descending ": [752

"Extremely liberal",753

"Slightly liberal",754

"Slightly conservative",755

"Extremely conservative"756

],757

"omnibus_effect_size ": 0.2335 ,758

"contrast_effect_size ": 0.23348992724453868 ,759

"ordering_explanation ": "Based on mean values of each group",760

"omnibus_effect_size_explanation ": "Calculated from group means761

and standard deviations",762

"contrast_effect_size_explanation ": "Calculated from group means763

and standard deviations",764

"mean_sd_explanation ": "Calculated from group means and765

standard deviations",766

"mean_sd_level_stats ": {767

"Extremely conservative ": {768

"mean": 3.5,769

"sd": 1.5770

},771

"Extremely liberal ": {772

"mean": 6.5,773

"sd": 2.5774

},775

"Slightly conservative ": {776

"mean": 4.5,777

"sd": 1.8778

},779

"Slightly liberal ": {780

"mean": 5.5,781

"sd": 2.2782

}783

}784

}785

}786787

C.2.3 Self-Conditioning Prompt788

789
Follow the following correlations while making your decision:790

791

For Age: 30-44s are more interpersonal trusting than 45-64s, and 45-64s792

are more interpersonal trusting than 18-29s, and 18-29s are more793

interpersonal trusting than 65+s.794

795

For Political Views: Slightly liberals are more interpersonal trusting796

than Slightly conservatives , and Slightly conservatives are more797
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interpersonal trusting than Extremely liberals , and Extremely liberals798

are more interpersonal trusting than Extremely conservatives.799

800

For Same Residence Since 16: Same citys are more interpersonal trusting801

than Same state , different citys , and Same state , different citys are802

more interpersonal trusting than Different states.803

804

For Family Structure At 16: 1s are more interpersonal trusting than 2s,805

and 2s are more interpersonal trusting than 3s, and 3s are more806

interpersonal trusting than 4s, and 4s are more interpersonal trusting807

than 5s, and 5s are more interpersonal trusting than 6s.808

809

For Work Status: Retireds are more interpersonal trusting than Others ,810

and Others are more interpersonal trusting than Keeping houses , and811

Keeping houses are more interpersonal trusting than In schools.812

813

For Religion: Orthodox -Christians are more interpersonal trusting than814

Protestants , and Protestants are more interpersonal trusting than815

Jewishs , and Jewishs are more interpersonal trusting than Muslim/Islams ,816

and Muslim/Islams are more interpersonal trusting than Nones.817

818

For Us Citizenship Status: A U.S. citizens are more interpersonal819

trusting than Not a U.S. citizens.820

821

For Highest Degree Received: Graduates are more interpersonal trusting822

than Bachelor 'ss, and Bachelor 'ss are more interpersonal trusting than823

Associate/junior colleges , and Associate/junior colleges are more824

interpersonal trusting than High schools , and High schools are more825

interpersonal trusting than Less than high schools.826

827

For Conscientiousness: Highs are more interpersonal trusting than828

Moderates , and Moderates are more interpersonal trusting than Lows.829

830

For Openness To Experience: Highs are more interpersonal trusting than831

Moderates , and Moderates are more interpersonal trusting than Lows.832833

Disclaimer: The correlations listed above are illustrative examples of theoretical models834

that might be imposed by researchers, not factual claims about group differences. These835

examples deliberately include potentially problematic assumptions to demonstrate how836

our belief elicitation framework can be used to override harmful biases and stereotypes837

embedded in language models before they propagate into synthetic datasets. By surfacing838

such biases during the belief elicitation phase, researchers can make informed decisions839

about model suitability and implement safeguards and interventions.840

C.3 Individual-Level Belief Elicitation841

C.3.1 Individual-Level Belief Elicitation Prompt842

843
You are playing with the following persona:844

845

${persona}846

847

${simulation_context}848

849

You are playing against a player with the following persona:850

851

${opponent_archetype}852

853

The Trust Game proceeds in rounds:854

- There are a total of 6 rounds in the game.855

- At the start of each round , both players ' balances are reset to zero856

and you are given $$10 to start fresh.857

- In each round:858
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1. First , you send money to the other player859

2. Then , after your amount is tripled , they send some money back to you860

861

You are currently in round ${timestep }.862

863

Based on your persona , your beliefs about the other player , and your864

understanding of game theory , human behavior , and social psychology:865

866

1. How much money will you send to the other player in round ${timestep }?867

Output only the amount you would send. Consider the number of rounds.868

2. Briefly explain your reasoning for this specific decision , considering869

your expectations about the other player 's behavior and the history of870

the game so far.871

872

${format_instructions}873874

This appendix provides the complete set of prompts used to elicit individual-level beliefs875

with respect to the three Trustee archetypes defined in our experiments. Each archetype876

represents a distinct strategy for returning money in the Trust Game, characterized by a877

maximum return threshold.878

Each archetype is defined by its maximum return threshold:879

• Low Return ($1 max): Returns $1 or current amount (whichever is lesser), regardless880

of amount received881

• Medium Return ($3 max): Returns $3 or current amount (whichever is lesser) at882

every turn, regardless of amount received883

• High Return ($5 max): Returns $5 or current amount (whichever is lesser) at every884

turn, regardless of amount received885

Below are the prompt templates used to elicit individual-level belief with respect to each886

Trustee archetype.887

C.3.2 M1 Archetype Prompt Description888

889
You will be playing the role of Player B in a Trust Game.890

891

In this game , Player A can send you some amount of money , which is892

then tripled. You can then decide how much money to return893

to Player A.894

895

Your strategy is to return at most $1, regardless of how much896

Player A sends you. If Player A sends you an amount that , when897

tripled , is less than $1, you will return the full tripled amount.898

899

Example:900

- If Player A sends $1, you receive $3. You return $1.901

- If Player A sends $5, you receive $15. You return $1.902

- If Player A sends $0.25, you receive $0.75. You return $0.75.903

904

Remember: Your maximum return is $1, even if you receive more.905906

C.3.3 M3 Archetype Prompt Description907

908
You will be playing the role of Player B in a Trust Game.909

910

In this game , Player A can send you some amount of money , which is911

then tripled.912

You can then decide how much money to return to Player A.913

914

Your strategy is to return at most $3, regardless of how much915
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Player A sends you.916

If Player A sends you an amount that , when tripled , is less than917

$3, you will return the full tripled amount.918

919

Example:920

- If Player A sends $1, you receive $3. You return $3.921

- If Player A sends $5, you receive $15. You return $3.922

- If Player A sends $0.75, you receive $2.25. You return $2.25.923

924

Remember: Your maximum return is $3, even if you receive more.925926

C.3.4 M5 Archetype Prompt Description927

928
You will be playing the role of Player B in a Trust Game.929

930

In this game , Player A can send you some amount of money , which is931

then tripled. You can then decide how much money to return932

to Player A.933

934

Your strategy is to return at most $5, regardless of how much935

Player A sends you. If Player A sends you an amount that , when936

tripled , is less than $5, you will return the full tripled amount.937

938

Example:939

- If Player A sends $1, you receive $3. You return $3.940

- If Player A sends $5, you receive $15. You return $5.941

- If Player A sends $1.50, you receive $4.50. You return $4.50.942

943

Remember: Your maximum return is $5, even if you receive more.944945

C.4 Individual-Level Belief Samples946

To illustrate the structure of individual-level belief elicitation and how it varies with the947

behavior of the simulated counterpart, we present full forecast trajectories for a single agent948

interacting with three different Trustee archetypes.949

The focal persona—a 25-year-old White male from Arkansas—is Catholic, slightly liberal,950

never married, currently employed but temporarily not at work, holds a high school degree,951

has less than $5,000 in wealth, and scores high on both conscientiousness and openness to952

experience. This persona remains fixed across all simulations.953

We elicit predicted send amounts and justifications over six rounds of the Trust Game as954

this agent plays against each of the following Trustee archetypes:955

• M1 : Always returns at most $1 per round.956

• M3 : Always returns at most $3 per round.957

• M5 : Always returns at most $5 per round.958

Each table below presents the round-by-round forecasts and accompanying explanations959

for one Trustee condition: Table 6 (M1 ), Table 7 (M3 ), and Table 8 (M5 ).960

D Ablation Experiments961

D.1 Initial Amount Ablation962

To assess whether belief-behavior consistency is robust to changes in the scale of the Trust963

Game, we systematically varied the initial endowment provided to the Trustor (e.g., $10,964

$44, $100) and measured consistency metrics across LLMs and elicitation strategies. This965

ablation also helps identify whether models exhibit any artifacts or memorization effects at966

canonical payoff levels.967

21



Under review as a conference paper at COLM 2025

Round Send ($) Explanation

1 $0 Given that the other player has consistently returned $1 after each transfer,
I expect them to continue this pattern. Since there are a total of 6 rounds in
the game, I will send $0 in round 1 to maximize my potential earnings in
the later rounds. If I send a positive amount in round 1, it will be tripled
and returned to me, but I will have to send a positive amount in round 2
as well, which will be tripled and returned to me, and so on. By sending
$0 in round 1, I can potentially earn $3 in each of the remaining 5 rounds,
for a total of $15, which is more than the $10 I would have earned if I had
sent a positive amount in round 1.

2 $3 Given that the other player has consistently returned $1 after each transfer,
I expect them to continue this pattern. Since there are 4 rounds remaining,
I will send a smaller amount to test their trustworthiness and potentially
increase the amount they return in the future. $3 is a reasonable amount
to send, as it is less than the initial amount and allows for a decent return
while also being cautious about the potential risks.

3 $3 Given that the other player has consistently returned $1 after each transfer,
I expect them to continue this pattern. Since I have no reason to believe
they will change their behavior, I will send a smaller amount to minimize
my potential loss. In this case, I will send $3, which is the maximum
amount that will be tripled to $9, allowing me to potentially recover some
of my investment if the other player returns a significant portion of the
tripled amount.

4 $0 Given that the other player has consistently returned $1 after each transfer,
I expect them to continue this pattern. Since I have no reason to believe
they will change their behavior, I will send $0 to avoid losing money.
This decision is based on my understanding of game theory and human
behavior, where it is rational to take advantage of a predictable pattern,
especially when it is not in my favor.

5 $0 Given that the other player has consistently returned $1 after each transfer,
I expect them to continue this pattern. Since I have no reason to believe
they will change their behavior, I will send $0 to avoid losing money.
This decision is based on my understanding of game theory and human
behavior, where it is rational to take advantage of a predictable pattern,
especially when it is not in my favor.

6 $0 Given that the other player has consistently returned $1 after each transfer,
it suggests that they are a tit-for-tat player who returns the exact amount
they receive. Considering the number of rounds (6) and the fact that I have
no reason to believe they will change their behavior, I will send $0 to them
in the final round. This decision is based on the understanding that the
other player’s behavior is predictable and that I have no incentive to risk
losing money by sending them any amount.

Table 6: Predicted send amounts and reasoning across six rounds for a 25-year-old White male from
Arkansas (Catholic, slightly liberal, high conscientiousness and openness, low income), interacting
with a Trustee who consistently returns at most $1.

Table 9 summarizes the results. We observe that, for most models and strategies, belief-968

behavior consistency remains relatively stable across different endowment levels, suggesting969

that the models’ consistency does not vary significantly with variations in the initial amount.970

E LLM Output Extraction and Parsing971

We extract output variables from LLM responses using a combination of greedy decoding,972

regular expressions for scalar values, and schema validation with pydantic dataclasses973

(Colvin et al., 2025). This approach ensures consistency, robustness, and ease of program-974

matic analysis.975
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Timestep Predicted Forecast Explanation

1 $3 Given that the other player has consistently returned $3 after each transfer,
I expect this behavior to continue. Since there are a total of 6 rounds in the
game, I will send the amount that will allow me to maximize my earnings
in the long run. In this case, sending $3 will allow me to receive $9 in
total ($3 × 3) and then return $6 to me ($3 × 2), which is the maximum
amount I can receive in the first round. This strategy will also allow me
to build trust with the other player and potentially receive more in future
rounds.

2 $3 Given that the other player has consistently returned $3 after each transfer,
I expect them to continue this pattern. Since we are in round 2, I will
send the same amount as the previous round to maintain consistency and
avoid any potential negative impact on the game. This decision is also
influenced by my conscientiousness and openness to experience, which
suggest that I value stability and predictability in social interactions.

3 $3 Given that the other player has consistently returned $3 after each transfer,
I expect this behavior to continue. Since I have no reason to believe they
will change their strategy, I will send the minimum amount necessary
to test their consistency, which is $1. However, considering the game’s
structure and the fact that the other player has been returning $3, I
will send the full $3 to maximize the potential return. This decision is
based on my understanding of game theory and human behavior, where
consistency and predictability are key factors in decision-making.

4 $3 Given that the other player has consistently returned $3 after each trans-
fer, I expect them to continue this pattern. Since I have no reason to
believe they will change their behavior, I will send the minimum amount
necessary to test their consistency, which is $1. However, considering the
game is almost over and I have no reason to doubt their reliability, I will
send the full $3 to maximize the potential return.

5 $0 Given that the other player has consistently returned $3 after each transfer,
it suggests that they are a tit-for-tat player who returns a fixed amount
regardless of the amount received. Since I have no reason to believe they
will return more than $3, and considering the number of rounds left, it
is optimal for me to send $0 to maximize my potential earnings in the
remaining rounds.

6 $0 Given that the other player has consistently returned $3 after each trans-
fer, it suggests that they are a tit-for-tat player who returns a fixed amount
regardless of the initial transfer. As a slightly liberal person with high
conscientiousness and openness to experience, I value fairness and reci-
procity. Since I have no reason to believe that the other player will return
more than $3, and considering the game is already in its final round, I will
send $0 to avoid any potential loss. This decision is also influenced by
my Catholic upbringing, which emphasizes the importance of prudence
and responsible decision-making.

Table 7: Individual-level predicted send amounts and forecast justifications for a 25-year-old White
male from Arkansas, Catholic, slightly liberal, high in conscientiousness and openness to experience,
high school educated, employed (temporarily not at work), low wealth (under $5k), interacting with a
Trustee who always returns $3.

Decoding Strategy. All prompts are issued using ancestral decoding (temperature = 0.05,976

top p = 1.0, top k = 0), producing for reproducibility while also encouraging some degree of977

diversity. This decoding strategy is essential for ensuring replicability of belief elicitation978

and behavioral simulation outputs across runs.979

Output Formatting. Prompt templates are explicitly designed to elicit responses in strict980

JSON or structured key–value formats, accompanied by in-prompt schema definitions. This981

encourages the model to produce well-formed, machine-readable output without additional982

formatting heuristics.983
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Round Send ($) Explanation

1 $0 Given that the game has just started and there is no history of the Trustee’s
behavior, I will err on the side of caution and send $0 to the Trustee. This
decision is based on my cautious and conscientious personality traits, as
well as my desire to observe the Trustee’s behavior before making any
decisions. By sending $0, I can gauge the Trustee’s intentions and adjust
my strategy accordingly in future rounds.

2 $3 Given that the other player has consistently returned $5 after each transfer,
I expect them to continue this behavior. Since the game has 6 rounds in
total, I will send a smaller amount to test their consistency and to maximize
the potential return. Sending $3 is a reasonable amount to send, as it is not
too high and allows for a decent return, while also being mindful of the
game’s constraints and the other player’s behavior.

3 $3 Given that the other player has consistently returned $5 after each transfer,
I expect them to continue this behavior. Since the amount I send is tripled,
I want to maximize the amount I receive back while still being cautious.
Sending $3 allows me to receive $9 back, which is a good balance between
risk and reward. Additionally, considering the game is still in its early
stages, I don’t want to send too much and risk being taken advantage of.
As someone with high conscientiousness, I tend to be cautious and plan
ahead, which is reflected in my decision to send a moderate amount.

4 $0 Given that the other player has consistently returned $5 after each transfer,
I believe they are a trustworthy player. However, considering the game is
almost over and I have not yet received any money back, I will send $0 to
the other player in round 4. This decision is based on my understanding
of game theory, where the other player’s consistent behavior suggests
they are not trying to take advantage of me, but I still want to protect my
remaining $10 in case they change their behavior in the final round.

5 $0 Given that the other player has consistently returned $5 after each transfer,
I believe they are a trustworthy player. However, considering the game is
almost over and I have not yet tested their trustworthiness with a larger
amount, I will send $0 to avoid any potential loss. This decision is also
influenced by my conscientiousness and openness to experience, which
suggest that I am cautious and risk-averse.

6 $0 Given that the other player has consistently returned $5 after each transfer,
I expect them to continue this behavior in round 6. Since the amount I
send is tripled, if I send $1, they will receive $3 and return $5, resulting in
a net gain of $2 for them. However, if I send $2 or more, they will receive
a higher amount and may return less, potentially resulting in a net loss
for me. Considering the number of rounds and the consistency of their
behavior, I decide to send $0 to avoid any potential losses and maintain a
safe position in the game.

Table 8: Predicted send amounts and reasoning across six rounds for a 25-year-old White male from
Arkansas (Catholic, slightly liberal, high conscientiousness and openness, low income), interacting
with a Trustee who consistently returns at most $5.

Parsing Scalar Values. For scalar numeric variables—such as the dollar amount sent in984

the Trust Game—we use regular expressions to extract the first valid non-negative integer985

from the model’s response. This is done even when the full output deviates from strict986

JSON formatting, providing a fallback mechanism for numeric retrieval while avoiding987

over-parsing free-form text. For example, a regex pattern such as \$?(\d+) is used to locate988

candidate values, which are then validated against task constraints (e.g., bounded by the989

endowment).990

Schema Validation. For structured outputs (e.g., belief rankings, per-group statistics),991

we define pydantic BaseModel schemas and parse each model response accordingly. This992

enforces type and shape constraints and filters malformed outputs. Only responses that993

pass schema validation are retained for analysis.994
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LLM Elicitation Strategy Mean Spearman Correlation

$10 $44 $100

Llama 3.1 8B Instruct

NOCTX+TR 0.48 0.84 0.86
CTX+TR 0.44 0.88 0.82
CTX+$ 0.58 0.94 0.96

Llama 3.1 70B Instruct

NOCTX+TR 0.60 0.64 0.64
CTX+TR 0.60 0.64 0.64
CTX+$ 0.60 0.64 0.64

Gemma 2 27B

NOCTX+TR 0.50 0.38 -0.14
CTX+TR 0.50 0.38 -0.14
CTX+$ 0.50 0.38 -0.14

Table 9: Mean Spearman correlations between model predictions and human trust behavior for
different LLMs and elicitation strategies across three payoff levels ($10, $44, $100). Llama 3.1 8B
Instruct shows strong sensitivity to elicitation strategy, with the CTX+$ approach achieving the highest
correlations, especially at higher payoffs. Llama 3.1 70B Instruct exhibits consistently high correlations
across all strategies and payoffs, suggesting robustness to elicitation method. In contrast, Gemma 2
27B demonstrates moderate to low correlations, with performance declining at the highest payoff.
These results indicate that both model scale and elicitation strategy substantially affect alignment with
human trust behavior, particularly at higher stakes.

Error Handling. Responses that fail regex-based extraction or schema validation are995

excluded from the final dataset. In practice, well over 95% of responses pass on the first996

attempt when using well-tuned prompt templates. We do not apply manual corrections or997

retries, in order to preserve statistical integrity.998

999
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