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ABSTRACT

Large Reasoning Models (LRMs) with long chain-of-thought capabilities, opti-
mized via reinforcement learning with verifiable rewards (RLVR), excel at ob-
jective reasoning tasks like mathematical problem solving and code generation.
However, RLVR is known for degrading generation diversity, which causes LRMs
to fall short on subjective reasoning that has multiple answers depending on
different role perspectives. While recent studies recognize the importance of
diversity-enhanced training in objective reasoning, limited attention has been given
to subjective tasks. In this paper, we find that subjective reasoning can be improved
by introducing perspective diversity and token-level diversity, with the former one
providing a coherent scaffolding anchored to a real-world stakeholder group and
the latter one broadening the answer search space. We propose MultiRole-R1, a
diversity-enhanced training framework featuring an unsupervised data construction
pipeline that synthesizes reasoning chains incorporating various role perspectives.
It also employs reinforcement learning via Group Relative Policy Optimization
with reward shaping, taking diversity as a reward signal in addition to verifiable
reward. Training on subjective tasks solely, MultiRole-R1 increases the in-domain
and out-of-domain accuracy by 14.1% and 7.64%, and even enhances the perfor-
mance on advanced math reasoning such as AIME 2024. We further show that
diversity is a more consistent indicator of accuracy than reasoning length.

1 INTRODUCTION

Advances in DeepSeek-R1 (DeepSeek-Al et al.l [2025)) and OpenAl ol-style (Jaech et al., [2024)
models with long Chain-of-Thoughts (CoT) capabilities (Wei et al.,2023)) have substantially improved
performance on challenging reasoning tasks, particularly in objective domains such as common-
sense (Talmor et al., [2019) and mathematical reasoning (Yu et al.l [2025; [Wu et al.| 2024b}, |Cobbe
et al.,|2021; Wang et al.| 2025a; |Guo et al.,|2025, inter alia). Notably, this type of model is trained
via reinforcement learning with verifiable rewards (RLVR), which induces a diversity degradation in
the model generation (Song et al.| [2025b; Dang et al., 20255 [Zhao et al.l 2025; Wu et al.| |2025). This
greatly undermines the real-world application, since diversity is crucial for effective sampling for
test-time scaling (Yue et al., 2025). Recent studies offer several solutions to enhance diversity in RL
training (Song et al.| |2025a; |Yan et al., 2025)), but they mostly focus on objective reasoning.

In contrast to objective tasks, subjective questions are fundamentally different from objective questions
since there are no definitive right or wrong answers (Khurana et al., 2024; van der Meer et al., 2024;
Wang et al.,[2025b; Jentzsch & Kersting, 2023 Wu et al.| [20244a): the responses can vary greatly
depending on the role or stakeholder perspective. This challenge cannot be solved by current
diversity-enhanced training approaches in objective domain since they rely on a single ground truth
in optimization. This design inherently trains the model to find one correct answer, making it
incapable of generating reasoning that arrives at the multiple valid outcomes required by subjective
questions. To tackle this, existing research on subjective reasoning mainly falls in two categories:
multi-agent debate (Aoyagui et al., 2025} [Cheng et al., 2024 Liu et al.,2025b) and prompting-based
methods (Wang et al., [2024b; [Lv et al., [2024), with no training methods specifically designed for
subjective questions.

In this paper, we address this challenge by proposing MultiRole-R1, a diversity-enhanced RL training
framework to improve LLM subjective reasoning. Specifically, we incorporate two levels of diversity:
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Figure 1: Illustration of MultiRole-R1 framework. Stage 1 (enhance perspective diversity): LRMs
generate seed roles with contrastive opinions, and sample diverse reasoning paths from different
roles. We concatenate paths from different perspectives into a CoT, and then finetune the model to
follow the multi-role reasoning format. Stage 2 (enhance token-level diversity): we utilize GRPO
with diversity reward shaping. Verifiable rewards are applied depending on whether the ground-truth
varies by roles. We take diversity as an additional reward to promote exploration efficiency.

(1) Semantic-level diversity (or perspective diversity), which trains the model to incorporate multiple
relevant real-world stakeholder perspectives; (2) Token-level diversity, which broadens the search
space of the reasoning chains. In particular, we argue that role perspective diversity is key to this
challenge: instead of just seeking random variation, roles provide coherent scaffolding that ensures
the diverse outputs are semantically relevant and anchored to real-world groups and stakeholders’
viewpoints (Xu et al.,|2025; /Wang et al., |2025b).

We conduct a pilot analysis to determine the optimal number of roles and the reasoning length of
the generated paths. MultiRole-R1 subsequently finetunes the model on self-synthesized reasoning
paths to enhance semantic-level diversity, instructing it to self-teach on multi-role generation and role
reasoning, as shown in Figurem Furthermore, to enhance the token-level diversity, MultiRole-R1
applies a diversity reward function combining an array of existing token-level diversity metrics, such
as lexical diversity, structural diversity, and discourse diversity. This is used as a reward signal in
addition to the verifiable reward in Generalized Reward Policy Optimization (GRPO).

To evaluate the effectiveness and generalizability of our approach, we train DeepSeek-R1 series
models and Qwen-3-8B using MultiRole-R1 and test them on both subjective and objective questions.
Results show that MultiRole-R1 boosts performance by an average of 14.1% on three in-domain
(ID) subjective tasks, and 7.64% on four out-of-domain (OOD) tasks that include both subjective
and objective questions. Interestingly, our approach even achieves a performance gain on the OOD
advanced math reasoning dataset AIME 2024 by 5.78%. Our further analysis shows that among the
10.6% average performance gain of MultiRole-R1, 8.3% is contributed by multi-role SFT, and 6.6%
is contributed by GRPO with diversity reward shaping. This verifies the necessity of incorporating
perspective diversity in subjective reasoning, and also corroborates the cruciality of token-level
diversity in test-time scaling. Moreover, we find a strong per-task correlation between diversity
and accuracy (r = 0.74), which markedly outweighs the correlation between length and accuracy
(r = 0.55). This result extends the previous finding of a correlation between diversity and task
performance in objective tasks to subjective tasks, indicating that diversity is a more consistent
indicator of accuracy than reasoning length. Our contributions can be summarized as follows:

* To our knowledge, we are the first to introduce diversity-enhanced training for subjective reasoning
tasks. We propose MultiRole-R1, a training paradigm that incorporates unsupervised reasoning
path synthesis and GRPO with diversity reward shaping, which effectively enables LRM to include
diverse perspectives and generate multiple different answers in subjective reasoning.
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* We verify MultiRole-R1 on four models using solely subjective questions for training. Results
show that the models achieve state-of-the-art performance in three ID and four OOD tasks, and can
generalize to advanced math reasoning such as AIME 2024.

* Our analysis highlights diversity as a more consistent indicator of accuracy than reasoning length.

2  PILOT ANALYSIS
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Figure 2: (a) The performance of Deepseek-R1-Distill-Qwen-7B (DeepSeek-Al et al.,|2025) under
different reasoning length settings across different datasets. The bar chart shows that longer reasoning
chains result in higher accuracy on subjective tasks. (b) Accuracy gain of Deepseek-R1-Distill-
Qwen-7B (DeepSeek-Al et al.| 2025) when trailing with more wait tokens. (c) Demonstration of the
number of distinct opinions increases as more roles are involved in a single reasoning chain.

Inspired by previous work (Zelikman et al., 2022; |Peng et al.l [2025) that fine-tuning on self-
synthesized CoT improves reasoning, we extend this methodology by enabling the model to self-
improve on synthesizing diverse perspectives into a single reasoning chain. To achieve this, we
concatenate multiple single-role reasoning chains into one long reasoning path, as shown in Figure|[T]
Stage 1. One natural question is how to decide the format of the multi-role reasoning chain: how
many role perspectives to include, and how long should the reasoning path be? On the one hand, we
want to incorporate more roles to cover comprehensive perspectives and leverage the self-correction
ability of the long reasoning chain. On the other hand, we want to control the reasoning length within
an optimal range, as excessive verbosity leads to performance degradation (Hassid et al.,2025)) and is
computationally expensive.

To answer the question, our pilot analysis aims to study the optimal number of roles and reasoning
length. We primarily consider Deepseek-R1-Distill-Qwen-7B, and a set of subjective questions
sampled from GlobalOpinion QA (DURMUS et al.,|2024) and BBQ (Parrish et al.| 2022) datasets.
To elicit multiple viewpoints in a single reasoning chain, we employed budget-forcing (Muennighoff]
et al.| 2025)), which replaces the end-of-thinking token with a continuation token (i.e., “wait, I need
to think from {role}’s perspective”), to divert the model to a different role perspective. These roles,
designed to be mutually contrasting in opinions, were pre-generated by the base model via prompting.

Besides budget-forcing that produces longer paths than the regular reasoning, we also compare it
with settings that are shorter than regular reasoning, with examples in Appendix We observe that
reasoning lengths longer than regular think (i.e., more think) significantly outperform other settings,
as shown in Figure 2] (a). This motivates us to focus on more think setting, which is about how many
wait tokens should be appended. The following highlights the main findings of the pilot analysis:

Scaling Law of Reasoning Length As shown in Figure 2| (b), increasing the number of “Wait”
tokens generally leads to performance improvements across most tasks, where the gains mostly peak
around three insertions and diminish or even degrade beyond that point.

Scaling Law of Role Perspectives Results in Figure[2](c) show that the number of distinct opinions
increases as more roles are involved, with number of roles n = 3 as a turning point where the increase
of roles provides less salient information gain compared to the previous. Hence, we incorporate three
roles in the path generation.
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3 METHODOLOGY

As illustrated in Figure[T] our framework consists of two stages: multi-role reasoning paths synthesis
& finetuning and diversity-enhanced reinforcement learning. Formally, given an input subjective
question Q and a reasoning model M, our goal is to diversify the reasoning path 7.

3.1 MULTI-ROLE REASONING PATHS SYNTHESIS & FINETUNING

The objective of this stage is to enhance perspective diversity: besides training the model to “think
deeper from its perspective” (DeepSeek-Al et al.,[2025; Jaech et al.[2024), we also train the model to
consider “from which perspective to think”.

Multi-Role Exploration and Sampling To model multi-perspective reasoning, we first identify
n context-relevant roles (e.g., domain experts, stakeholders, or personas) through few-shot prompt-
ing (Brown et al.| [2020), denoted as R = {R1, Ra, ..., R, }. In particular, we prompt the model to
generate roles with conflicting viewpoints. The motivation for this is to explore diverse available per-
spectives. Given a candidate role R;, LLM M and question Q, we define the selection probabilities:

P(R;|Q) = softmax(E[M(R;|Q)] + aEg,[1 — sim(R;, R;)]), (1

where sim(R;, R;) = cos(hgr,, hr,|Q) and h denotes the LLM embedding. The intuition for this
is to prioritize role answers that are relevant to the question and contrastive to the existing opinions.

Self-Consistency Filtering For each role R;, we sample & reasoning paths from the decoder with

temperature 7 = 1, denoted as M(Q, R;) = Tr, = {’7‘7(111,)7 ’Tg), - ’ng) }. To ensure the coherence
among different responses of each role, we then apply self-consistency filtering (Chen et al, 2023
Wang et al.| 2025c) through majority voting and only keep the most consistent answer:

K
Tr, = argmaz Z KT = 7'7(3{,)), )
J=1,T€Tr,

where 1 is the indicator function and = denotes semantic equivalence (e.g. same roles give different
answers). This approach extends ensemble methods by decoupling role-specific reasoning trajectories,
ensuring that conflicting viewpoints remain independently generated and self-consistent.

Reasoning Structure Generation Given m filtered role perspectives {7'711, ceey Tnm }, we generate
random combinations of role orderings II to avoid the effect of position bias (Zheng et al.,|2023a).
For example, given a multi-role combination 7 = {R;, R, Ry}, we construct the training data as:

Dirain = U {(Q& Tr, EB7A'Rj o Tr,) | 7} 3

mell

We consider two merging strategies depending on task type to allow dynamic integration of role
reasoning paths: (1) divergent merging: for tasks where roles are expected to provide different
answers, the final prediction is derived through a weighted aggregation of the various viewpoints; (2)
convergent merging: for tasks where roles should yield a consistent answer, a consensus is reached
via majority voting within the reasoning sequence.

Multi-Role Supervised Finetuning To ensure data quality, we apply several filtering strategies to
the merged data. To mitigate verbosity bias (Zheng et al.||2023b) and reasoning shortcut behavior, we
remove the top and bottom 10th percentiles of responses by length. We also discard instances with
formatting errors or invalid string patterns. This filtering process yielded a final training set of 2,700
entries. For comparison against our self-consistency filtering method, we also applied a supervised
ground-truth filtering approach. Comparison results of two filtering strategies are in Section[3]

3.2 DIVERSITY ENHANCED REINFORCEMENT LEARNING

This stage aims to enhance the diversity of the reasoning chain, broadening the answer search
space. We adopt Group Relative Policy Optimization (GRPO) (Shao et al., 2024} for Multi-Role
reinforcement learning, which is trained on top of the SFT model. GRPO optimizes the policy by



Under review as a conference paper at ICLR 2026

Table 1: Main results of the baselines (specified in Section and our proposed method. Acc. is the
pass@1 accuracy of the task (in %) and Div. measures the length normalized diversity score of the
reasoning chain (in %). We include two ablations of MultiRole-R1, including SFT on self-consistency
filtered data only (Ours Seifconsis SFT), and also SFT with vanilla GRPO (Ours seifConsis SFT + GRPO).
“GrRPORS)” represents GRPO with reward shaping, which is used in MultiRole-R1. OOD denotes the
datasets that are for testing only.

Model BBQ GLOQA ETHICS CALI (0oD) CSQA (0ooD) GSMSK (00D)
Acc. Div. Acc. Div. Acc. Div. Acc. Div. Acc. Div. Acc. Div.
(RI-Distill-Qwen-7B)
Zero-shot CoT 6245 56.02 3262 6588 51.82 36.14 5030 5222 63.06 83.83 8048 68.08
Self-Refine 74.08 73.13 43.13 59.88 52.19 3736 50.76 66.09 54.02 77.61 87.01 80.37
Role-Play 73.61 7468 41.67 77775 5083 37.89 52.69 6743 5507 7620 85.66 72.87
More think 80.76 8044 3642 8690 6444 8153 6045 78.82 6450 8585 82.05 81.79
SelfConsis SFT 85.88 81.67 43.13 8558 6745 8219 6735 7894 66.88 83.10 80.62 74.87
SelfConsis SFT+DPO 8641 6043 4420 61.17 6728 6851 68.19 64.09 6724 69.83 8151 67.56
SelfConsis SFT+GRPO 9430 85.52 4722 8746 69.50 8540 70.83 82.15 69.43 86.85 8558 82.16

MultiRole-R1 seifConsis SFT+GRPO(RS)  94.50  86.25 49.10 89.67 66.83 87.27 70.85 8331 6694 87.96 87.36 82.46

(RI-Distill-Llama-8B)

Zero-shot CoT 80.89 79.92 3841 87.07 6246 79.44 6084 7398 6721 8339 7887 76.52
Self-Refine 7420 7585 43.19 81.11 6096 80.17 6195 7887 63.77 82.61 8095 81.24
Role-Play 7440 8091 4487 83.02 6424 7978 6270 7732 6732 8227 7733 75.02
More think 88.20 84.11 44.04 87.19 68.06 8399 6441 8030 7042 8473 8330 84.12
SelfConsis SFT 89.69 82.64 48.17 8726 7056 8136 70.05 79.77 7086 83.88 86.02 81.53
SelfConsis SFT+DPO 90.52 80.43 4889 8097 7122 83.64 69.81 76.62 71.28 8271 86.34 81.81
SelfConsis SFT+GRPO 9447 8575 48.55 89.36 75.63 87.89 69.26 83.37 73.71 87.96 8749 85.31

MultiRole-R1 SeifConsis SFT+GRPO(RS)  95.55  89.58 49.06 91.78 75.84 96.54 71.48 90.55 75.12 9298 89.79 88.45

(RI-Distill-Qwen-14B)

Zero-shot CoT 85.01 68.06 36.82 79.18 73.63 7220 75.05 71.83 7585 83.09 8558 70.68
Self-Refine 90.42 80.13 49.04 69.40 7648 8322 71.28 7822 7655 8231 8473 80.24
Role-Play 91.18 81.87 4990 7573 77.16 7530 6741 70.74 7571 79.05 91.50 76.60
More think 94.57 80.67 41.60 84.04 7936 8333 7590 76.81 79.36 81.77 8876 80.94
SelfConsis SFT 9440 7506 5098 81.04 8145 7134 76.08 73.65 81.50 77.60 91.61 91.62
SelfConsis SFT+DPO 9498 6721 5133 6503 81.88 4232 7582 71.71 79.82 6941 9092 68.69
SelfConsis SFT+GRPO 9598 86.88 51.73 90.33 83.50 8942 75.65 84.92 81.19 89.64 91.87 86.36
MultiRole-R1 SeifConsis SFT+GRPO(RS)  97.50  90.17 5398 91.32 86.00 92.89 76.50 89.08 82.00 91.61 9343 87.24
(Qwen3-8B)
Zero-shot CoT 91.71 70.10 42.13 60.99 7229 76.68 73.40 57.43 80.81 57.84 8541 70.49
Self-Refine 88.93 53.07 4525 85.00 70.64 49.60 69.40 48.16 69.22 50.99 8491 8231
Role-Play 89.77 41.58 4757 5489 70.67 47.83 70.26 5049 7298 48.17 93.58 81.93
More think 95.18 7420 4339 7898 7826 7245 75.10 6844 81.20 73.07 90.02 75.07
SelfConsis SFT 94.05 74.02 5032 77.07 7839 6835 7596 7278 81.00 73.50 91.62 70.23
SelfConsis SFT+DPO 9421 7483 50.68 74.14 78.09 5031 76.10 69.58 80.45 64.87 91.84 65.32
SelfConsis SFT+GRPO 9591 8547 51.37 87.74 79.82 86.84 77.83 80.36 81.19 8640 9197 85.98

MultiRole-R1 seifConsis SFT+GrRPO(RS)  96.98  88.15 51.72 89.88 8195 89.09 77.95 83.84 8210 8793 9498 86.93

sampling a group of candidate outputs for each prompt and comparing their reward. We incorporate
two types of rewards: an accuracy reward R,.. provided by a verifiable reward model that checks
answer correctness, and a diversity reward Ry, computed from the input text as a shaping signal. The
total shaped reward is formulated by R = 0R,c + (1 — 0)Ryiy-

This follows the reward-shaping paradigm (Ng et al., |1999)), where the auxiliary Ry, guides learning
without changing the optimal policy. Detailed setting is presented in Appendix

During training, we observe a synergetic effect of optimizing the diversity and accuracy objectives.
This also mitigates issues observed in the SFT baseline, such as excessive verbosity and repeti-
tive reasoning (Toshniwal et al., [2025)). Finally, note that GRPO computes group (G) advantages
A1,Aq, ..., A¢ instead of standard reward, which is given by: A; = (R;; —u)/0,t € {1,...,|G|}.
Hence, a group with uniform rewards (all Os or all 1s) would give zero advantage and stall learning. By
adding the diversity term, we ensure intra-group reward variance, enabling informative gradients and
continued optimization. Mathematical proofs and detailed derivations are provided in Appendix [A]

4 EXPERIMENT AND RESULTS

4.1 DATASETS

We train our model on 3 subjective tasks: ambiguous question answering (BBQ) by |Parrish et al.
(2022), opinion-based QA (GlobalOpinionQA) by DURMUS et al.| (2024)), and ethical dilemma
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(ETHICS) by Hendrycks et al| (2021). To evaluate the effectiveness and generalizability of our
approach, we test on 4 additional datasets: cultural natural language inference (CALI) by Huang &
'Yang| (2023), commonsense reasoning (CSQA) by [Talmor et al.|(2019)), and mathematical reasoning
(GSMSK) by|Cobbe et al.|(2021)). We also evaluate our method on the more advanced math reasoning
task AIME 202 and present results in Section |5} Specifically, for the out-of-domain (OOD) data,
CALI consists of subjective questions, while CSQA, GSM8K and AIME 2024 consist of objective
questions. It is worth noting that among these benchmarks, GLOQA and CALI have role-dependent
ground truths, whereas the others rely on a single ground truth for all roles.

4.2 BASELINES

In-Context Learning We first incorporate the following in-context learning (Brown et al., 2020)
settings: (1) Zero-Shot CoT (Kojima et al.,2023;|Wei et al.| [2023)), (2) Role Playing Prompting (Kong
et al.| 2024) and (3) Self-Refine Prompting (Madaan et al., [2023).

More Think As observed by Muennighoff et al.|(2025), extending the reasoning chain length can
further enhance the reasoning capabilities of ol-style models. In MultiRole-R1, this is achieved by
suppressing the end-of-thinking token and appending a continuation string (e.g., “wait, I need to think
from {role}’s perspective”) to encourage extended reasoning from a different role perspective. In the
more think baseline, we employ a reasoning length three times longer than regular think, as it offers a
balance between efficiency and accuracy based on our pilot analysis.

Supervised Finetuning We perform supervised finetuning on the base model on the self-
consistency filtered dataset of size 2,700. Our SFT training and evaluation are conducted via
Llama-Factory (Zheng et al., [2024)).

Direct Preference Optimization We introduce another SFT+RL pipeline as an comparison to
MultiRole-R1. In this setting, DPO is applied to the self-consistent SFT model, using ground-
truth-hinted role answers as positive samples and inconsistent role answers as negative samples.

4.3 MODELS

Our experiment is performed on DeepSeek-R1 series (DeepSeek-Al et al.L|2025)) including R1-Distill-
Qwen-7B, R1-Distill-Llama-8B and R1-Distill-Qwen-14B models, and Qwen3-8B (Qwen Team,
20235)) with reasoning mode.

4.4 METRICS

Accuracy Taking into account the subjective nature of role-based reasoning where the ground
truth for subjective questions vary across different roles, we adopt two different perspective merging
strategies during evaluation. The ground truth of the dataset G is defined as a role () ground-truth (g)

pair, defined as G = {r; : gi}Lg:‘l. If not specified, accuracy refers to pass@1 accuracy.

(1) Divergent Merging: for tasks such as CALI and GLOQA, each role i’s answer a; is com-
pared with the corresponding ground truth g;, where the divergent accuracy is given by: Accg;, =
% >ic Lai = gil.

(2) Convergent Merging: datasets like BBQ, ETHICS, CSQA, GSMS8K and AIME 2024 have
answers invariant with role-perspectives. We aggregate different role’s answer to obtain a consensus,

and then compare it to the ground truth: & = argmaz Y, 1(a; = a), Acceon = + 31 1[a; = gi.

Diversity To quantify the diversity of model-generated reasoning, we design a composite metric
that captures multiple level of linguistic diversity, including lexical, structural and discourse domains.
Inspired by prior work on lexical and entropy-based diversity in natural language generation (Li et al.|
20165 Tanaka-Ishii & Aihara, 2015), our metric is a weighted sum of eight complementary diversity
signals, including lexical, token entropy, sentence length, sentence pattern, adjacent sentence, Yule’s
K, distinct N-gram and function word diversity. Formal definition of the diversity metrics can be

'https://huggingface.co/datasets/Maxwell-Jia/ AIME_2024
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found in Appendix [F} Formally, we express the final combined diversity score as:

Dfinal = Z wiDiv D; e {Dlema Dent7 Dpata Dbia Dlen; Dadj; Dyulea Dfunc} )
The choice of the weighting is illustrated in Section [5}

4.5 MAIN RESULTS

MultiRole-R1 is effective and generalizable to unseen objective tasks. Table |1| shows that
MultiRole-R1 outperforms almost all baselines, by an average of 10.6% accuracy gain and 18.3%
diversity gain. By training on subjective questions solely, MultiRole-R1 shows a 14.1% accuracy gain
in in-domain (ID) tasks, and a 7.64% improvement in out-of-domain (OOD) objective and subjective
tasks compared with zero-shot CoT. Notably, our method even yields a 5.78% accuracy gain on the
unseen, challenging math reasoning dataset AIME 2024, which will be further illustrated in Section[5]
This demonstrates the effectiveness and generalizability of our method.

On-policy RL is more suited for diversity enhancement. We found that on-policy algorithm like
GRPO leads to more accurate (+2.44%) and more diverse responses than off-policy RL like DPO
(+19.73%). We attribute this to a fundamental mismatch between DPQO’s training format and the
nature of our task. Subjective questions often have equally valid answers, while the positive-negative
pair format of DPO cannot effectively model the diverse, equally valid ground truths inherent to
subjective questions.

Perspective diversity is the primary driver of performance. In the average of 10.6% accuracy
gain, MultiRole-R1, 7.5% is contributed by perspective diversity enhancement in SFT, and 3.1%
is contributed by GRPO with token-level diversity reward shaping. This verifies the cruciality of
enhancing perspective diversity, which is primarily optimized during SFT.

Accuracy gains come from diversity, not verbosity. Surprisingly MultiRole-R1 also leads to
higher reasoning efficiency. Tables[9HI2]in the appendix show that the average response lengths for
SFT, SFT+GRPO, and MultiRole-R1 are 1572.9, 849.5, and 657.8 words. This appears to contradict
to recent test-time scaling findings (Muennighoff et al.| 2025} Ballon et al., 2025), which suggest that
longer reasoning often leads to higher performance. This is further discussed in Section 3]

5 ANALYSIS

Table 2: A per-task comparison of the correlation coefficient (r, in %) between accuracy and diversity,
versus accuracy and length.

Model BBQ GLOQA ETHICS CALI CSQA GSMSK
Acc-Div. Acc-Len  Acc-Div. Acc-Len  Acc-Div. Acc-Len  Acc-Div. Acc-Len  Acc-Div. Acc-Len  Acc-Div Acc-Len
R1-Distill-Qwen-7B 94.2 65.5 455 53.6 89.2 89.8 98.6 90.6 92.4 50.5 58.4 23.1
R1-Distill-Llama-8B 89.0 62.1 48.0 56.9 82.4 76.0 83.6 65.2 85.6 63.8 64.9 771
R1-Distill-Qwen-14B 82.0 -16.0 59.0 358 60.5 60.1 712 23.6 574 61.3 79.2 67.8
Qwen3-8B 76.0 443 65.4 634 89.3 86.5 73.0 274 82.5 43.5 334 573

Accuracy-Diversity Correlations Our analysis reveals a positive correlation between accuracy
and diversity, as suggested in Table 2} This relationship is reinforced by a strong per-task correlation
between diversity and accuracy (0.736 on average), which markedly exceeds the correlation with
response length (0.554 on average). According to Table[9]to[I2} SFT responses are often the longest
in length, but they are less factually correct. We also observed a tendency to repeat answers in SFT
model outputs, which is likely caused by reward hacking during the single-verifiable reward during
post-training. These results suggest that performance gains in LRM subjective reasoning are driven by
a scaling law of diversity, rather than superficial verbosity. It also demonstrates that MultiRole-R1 is
able to improve reasoning efficiency. One possible explanation is that optimizing for diversity can
serve as a useful inductive bias, enabling the model to explore a broader solution space and discover
more accurate, perspective-aligned answers in subjective tasks.
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Qualitative Example of Roles We leverage
a prompt-based method and let LLM generate
roles pertinent to the context of the question.
In the prompt, we specify that the role perspec-
tives need to be contrastive. We also manually
scrutinized and modified the generated roles. In
total, there are 968 distinct roles, enhancing the
perspective diversity of the LRM. As shown in
Figure 3] these roles are generated from the train
set and cover broad categories, including dif-
ferent moral philosophies, nationalities, identity
groups, and specific individuals pertinent to the
questions. Figure [3]presents the most frequent
roles, where the circle radius is proportional to
the occurring frequency. A more detailed visual-
ization is presented in Figure[5]
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Figure 3: Qualitative example of the 32 most fre-
quent roles in the training data generated by LRMs.

Filtering Method Our methodology compares two data sampling strategies for Supervised Fine-
Tuning (SFT): an unsupervised self-consistency approach and a supervised method that leverages
ground-truth agreement. Table [3| reports the test performance on equal-sized datasets generated
by each strategy. The results indicate that while self-consistency filtering can yield slightly lower
accuracy in some cases, its performance is broadly comparable to, and can even outperform super-
vised filtering. This highlights that using noisy, unsupervised data is sufficient and viable for our

tasks (Wang et al.,[2025c)).

Diversity Weighting Equation (4)) shows the Table 3: The evaluation accuracy after finetuning
on (1) consistency filtering and (2) ground-truth
hinted sampling data.

composition of diversity score. Because the tar-
get application may value different forms of di-
versity, we adopt equal weight to avoid bias to-
ward any single factor. The final score is the
average of all metrics, and we assess its validity
by measuring agreement with human annotators.
Table @] shows the alignment scores between di-
versity score and human ratings. We manually
label 60 outputs from different settings, on a
diversity scale of 1 to 10. Results show that the
overall diversity and the human rating are highly
aligned. Table ] shows that our diversity metric
has a high alignment score with human ratings,
showcasing the reasonableness of the diversity
weighting.

BBQ GLOQA CALIETHICS CSQA GSMSK

(R1-Distill-Qwen-7B)

Const. Filter 85.55 47.13 6735 6745 66.88 80.62

GT Filter  88.40 4555 6595 6844 6845 80.63
(R1-Distill-Llama-8B)

Const. Filter 89.69 48.17 72.05 70.56 70.86 83.30

GT Filter  87.44 4929 69.27 72.15 71.06 84.20
(R1-Distill-Qwen-14B)

Const. Filter 94.40 50.98 7698 81.45 80.50 91.61

GT Filter 9488 5229 76.28 81.57 80.79 91.28

(Owen3-8B)
Const. Filter 94.05 50.32 7596 7839 81.00 91.62
GT Filter 9480 51.07 76.15 80.19 82.13 91.85

Table 4: We use human ratings as a reference to set the weights. The alignment score of human rating
and the combined diversity score shows that our metric highly aligns with human preference.

Model BBQ GLOQA CALI (00D) ETHICS CSQA (00D) GSMB8K (ooD) ;. .
Human  Div. Human  Div. Human  Div. Human Div. Human Div. Human Div.
R1-Distill-Qwen-7B 8.95 86.25 9.62 89.67 7.88 83.31 8.24 87.27 8.51 87.96 7.13 82.46 0.88
R1-Distill-Llama-8B 7.94 89.58 8.33 91.78 8.78 90.55 9.82 96.54 9.15 92.98 721 88.45 0.93
R1-Distill-Qwen-14B 8.81 90.17 9.52 91.32 8.43 89.08 9.65 92.89 9.18 91.61 8.24 87.24 0.95
Qwen3-8B 8.51 88.15 9.62 89.88 7.42 83.84 9.25 89.09 8.23 87.93 8.88 86.93 0.89

Math Reasoning Generalization To as-
sess our framework’s generalizability to com-
plex mathematical reasoning, we evaluated
MultiRole-R1 on the AIME 2024 benchmark,
which is considerably more challenging than
GSMSK. Notably, our method demonstrates a
consistent OOD performance gain on AIME
2024, achieving a notable 5.78% average accu-
racy gain. This suggests the diversity training on

Table 5: Accuracy (in %) on AIME 2024 bench-
mark, where MultiRole-R1 consistently outper-
forms other baselines.

Model R-D-Qwen-7B R-D-Llama-8B R-D-Qwen-14B Qwen3-8B
Zero-Shot 55.5 50.4 69.7 76.0
Self-Refine 559 50.8 70.6 71.5
Role-Play 56.3 534 69.1 76.6
More think 58.6 54.0 714 78.8
SFT 589 56.8 70.2 783
SFT+GRPO 62.7 56.7 72.8 79.6
MultiRole-R1 63.2 58.1 73.3 80.1




Under review as a conference paper at ICLR 2026

subjective questions is transferable to the objective domain, demonstrating that promoting perspective
and token-level diversity is a general that could be applied to other domains.

Effect of Diversity Reward Shaping As

pass@k accuracy is a direct indicator of rea- o7 GRPO A
soning path diversity (Song et al., |2025a), we 07101 M- GRPO+rs. 1 »
examine whether the reward shaping broadens 0705 l___l”

the search space of CoT in the GRPO training 0 070 g

on the challenging subjective dataset, GLOQA, %0-695 B

where k = 5. As shown in Figure |4 training S o600

with only a verifiable reward leads to a decreas- 0.685

ing pass @k, indicating a convergence towards 0680

homogeneous reasoning paths. In contrast, in- 0675

corporating a diversity reward yields a steady in- 100 200 300 400 500 600 700 800

crease in pass @k, confirming that this approach Figure 4: ComparisonT rg?g%:;e(‘%sk accuracy of R1-

successfully expands the solution search space Distill-Qwen-7B on GLOQA dataset, w/ and w/o
and is a crucial component of our framework. diversity reward shaping.

6 RELATED WORK

Subjective Tasks and LLM Role-Playing Subjective tasks lack a single ground truth; answers can
shift with perspective or context (Wang et al., 2025b; |Jentzsch & Kersting), |2023; |Wu et al., | 2024a)).
Examples include culture-related QA (Huang & Yang} 2023; DURMUS et al.| 2024; Huang et al.|
2025; |Liu et al.L[2025a), subjective language interpretation (Jones et al.,2025)), ethical QA (Hendrycks
et al.,[2021)), and creative QA (Lu et al., 2024)). LLM role-playing, including multi-role debate, is a
common method: systems simulate assigned personas, from real figures to fictional characters (Shao
et al., [2023; Wang et al.| 2024a; Du et al., [2023; [Liang et al., 2024; [Chen et al., 2024} |L1 et al.,
2025)), which has been shown to diversify reasoning paths (Naik et al.| 2024 Wang et al. 2024c). In
this work, we introduce perspective diversity in model training, enabling the model to think about
different answers that are equally valid to subjective questions. (Wang et al., 2025b)).

Diversity-enhanced Training Diversity-enhanced training has been recognized as effective in
promoting LLM reasoning ability. One category of diversity-enhanced training is finetuning the
model on the a set of synthesized diverse reasoning chains (Peng et al.| 2025} |[Zelikman et al.| 2022;
Chen et al.} 2023 Lv et al.| 2024). Recently, reinforcement learning with verifiable rewards (RLVR)
is widely discussed by the research community due to the diversity collapse issue (Song et al.|
2025b; Dang et al., |2025;; [Yue et al., [2025). Some works use diversity mainly to improve exploration
efficiency (Hong et al.,[2018;; |Cheng et al., 2025} |Zheng et al., 2025} |Dang et al., 2025} [Song et al.,
2025a)). The other works take diversity as a regularization term or objective (Masood & Doshi-Velez,
2019;|Yan et al.l 2025} Zhou et al., 2022). So far, these methods focus on objective reasoning, and we
are the first to apply diversity-enhanced reinforcement learning on subjective questions.

7 CONCLUSION

We introduce MultiRole-R1, a diversity-enhanced training framework that enhances the reasoning
capabilities of Large Reasoning Models (LRM) by optimizing perspective diversity and token-level
diversity, by self-synthesizing multi-role reasoning paths and incorporating diversity reward shaping.
By training exclusively on subjective questions, MultiRole-R1 demonstrates robust generalization to
out-of-domain subjective and objective tasks, including advanced mathematics. By taking token-level
diversity as reward shaping, we broaden the search space of Chain-of-Thought (CoT), as evidenced by
an increase in pass @k accuracy. Our analysis investigates the validity of our design choices, revealing
that diversity is a more reliable indicator of accuracy than superficial verbosity, also demonstrating
that MultiRole-R1 enables efficient reasoning. Our findings highlight that prioritizing diversity in
(CoT) is more effective than simply lengthening the reasoning chain, showing promising directions
for subjective reasoning enhancement.
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LARGE LANGUAGE MODEL USAGE STATEMENT

In this work, a Large Language Model (LLM) was utilized as a writing assistant. The authors provided
their draft to the LLM for suggestions to improve grammar, enhance phrasing clarity, and remove
non-academic language. The model was also used to brainstorm potential titles. The final manuscript,
including the title, was determined and refined by the authors, who retained full editorial control.
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A THEORETICAL DERIVATIONS
We provide step-by-step derivations for core components of our framework as follows:

A.1 ENTROPY-REGULARIZED ROLE SELECTION YIELDS SOFTMAX
Let S;(Q) £ E[M(R;|Q)] + aE;4;[1 — sim(R;, R;)] be the relevance-plus-contrast score for role

R;, and let p € A,, be a probability vector over roles. Consider the entropy-regularized objective
with temperature 7 > 0:

n
S; H(p), where H(p log p;. 5
max ;p (Q)+nH(p), where Zp og p; (5)

Form the Lagrangian with multiplier A for . p; = 1:

L(p,\) = ZpiSi(Q) - ﬂZPi logp; + A (sz - 1> (6)

1=1 =1 =1
oL
o = S,(Q) — (1 +1logpi) + A =0 o)

élogpis"(g);/\n = piexp<&§7Q)>~eXP</\">. (8)

Impose normalization ) , p; = 1:

sz—exp<>\_ >Zexp<SZ§7Q) 1, )

which yields

ox A—n 1
p( 0 > ST o (S:(Q)/n) {10

Substituting back,

exp (S:(Q)/n)
Son_iexp (Sk(Q)/n)’

pi = (11)
Setting 77 = 1 recovers the softmax policy P(R;|Q) = softmax (5;(Q)) used in our method.
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A.2 SELF-CONSISTENCY FILTERING AS MAP UNDER DIRICHLET-MULTINOMIAL

For role R;, let {7'7(2] ) } 5?:1 be k samples grouped into K semantic equivalence classes {C¢} £, with

counts ny. Assume a symmetric Dirichlet prior 8 ~ Dir(a, ..., a) over class probabilities and
multinomial likelihood. The posterior is

p(0 ] {ne}) =Dir(a+nq,...,a+ng). (12)

The mode (MAP estimate) of a Dirichlet with parameters 8, = o + ny is

-1 -1
e S L . (13)
Zm:lﬁm_K Ka—’_Zm:lnm_K
Thus, the class with largest MAP component is
EMAP = arg m?X @/{AP = arg m[ax (a +ng — 1). (14)
For a > 1, the mapping ¢ — « + ny — 1 is monotonically increasing in ng, hence
éMAp = argmgxxng, (15)

which is precisely the majority-vote rule. Therefore, our self-consistency filter returns the MAP-
equivalent class under a symmetric Dirichlet prior.

For binary equivalence (K = 2) with success probability § > 1/2, the probability that majority vote
errs satisfies Hoeffding’s inequality:

.y (16)

o |
l\D\H

1 k
%E
< exp (—2k(0 - 1/2)%), (17)

k
DY <
j=1

where Y; = 1

conditions.

T €Comomen” Hence, consistency filtering is exponentially reliable in k& under mild

A.3 POTENTIAL-BASED DIVERSITY SHAPING PRESERVES OPTIMAL POLICIES

Let the shaped reward be R = 0Rpec + (1 — §)Raiy with § € (0,1), and define a potential ® : S — R
over states (prefixes of multi-role traces) such that

Rdiv(st,at, St+1) £ ’}/(I)(St+1) — CI)(St), 0<y<l, (I)(ST) =0. (18)
For any trajectory (sg, ag, - - -, ST), the discounted return is
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(19)

(20)

2y

(22)

(23)

which differs from the accuracy-only return by the constant —(1 — 0)®(sg) that is independent of

actions. Therefore, diversity shaping via potentials preserves the set of optimal policies.

A.4 GRPO ADVANTAGES: DEGENERACY AND VARIANCE RECOVERY FROM DIVERSITY

In GRPO, for a group of G samples {y; }$; with rewards {R;}% ;, define

1 g 1< R — p
T TR o L N =
i=1 =1

g

Q
Q

The surrogate loss and gradient are

G G
1 1
L(m) = el ZAi logm(y; | z), VL(m)= el ZAiVIOgW(% | z).

=1 i=1

If all rewards are equal, R; = ¢, then

1
n=c, 02:62(070)2:0 = A;=0 = VL(m)=0,

which stalls learning.

With shaped rewards R; = 6Rcc,i + (1 — d)Ruaiy i, the group variance expands as

Var[R] = Var [6Raoc +(1- (5)Rdiv}
= 0°Var[Ruee] + (1 — 6)*Var[Ra] + 26(1 — 6)Cov(Race, Raiv).

In the extreme case Var[Ry| = 0 (all-correct or all-incorrect within the group),

Var[R] = (1 — 5)2Var[RdiV] +26(1 — §)Cov(Ruee, Raiv)-

(24)

(25)

(26)

27)
(28)

(29)

If Var[Rgiy] > 0 and the covariance is not exactly —16;5Var[Rdiv], then Var[R] > 0, guaranteeing

nonzero advantages and informative gradients.
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A.5 DIVERSITY REDUCES CORRELATION AND TIGHTENS ENSEMBLE ACCURACY BOUNDS

Let Z; € {0, 1} indicate correctness of role i, with Pr[Z; = 1] = p > 1/2 and pairwise correlation
p = Corr(Z;, Z;) (exchangeable roles). Define S,,, = > | Z; and majority vote Z = Lg, <, /2.
The mean and variance of S,,, are

p=E[S,] =mp, o= Var[S,]= ZVar[Zi] +2 Z Cov(Z;, Zj). (30)
i=1

1<i<j<m

Using Var(Z;) = p(1 — p) and Cov(Z;, Z;) = p - p(1 — p),

0—2=m-p(1—p)+2-w-p~p(l—p) (1)
=p(1 —p)(m+m(m — 1)p). (32)

We bound the one-sided tail via Cantelli’s inequality with ¢t =y — m/2 = m(p — 1/2) > 0:

Pr [Sm < %} = Pr [Sp — p < —1] (33)
2
g

SPe 9

p(1 = p)(m +m(m —1)p)
p(1 = p)(m+m(m —1)p) + m?(p — 1/2)>

(35)

The right-hand side is monotone increasing in p because it is an increasing function of o-2. Therefore,
reducing positive correlation (increasing diversity) tightens the bound on ensemble error, improving
majority-vote accuracy.

B TRAINING SET UP

B.1 TRAINING AND TESTING DATA SPLIT

We report the number of merged data constructed, and the number of data remaining after applying
the filtering strategy in Table[6] We apply self-consistency filtering, which only takes the answers of
that are consistent with the most voted answer within each role. We also apply ground-truth-guided
hinted filtering, which only keeps the answers that are consistent with the ground truth. To ensure a
fair comparison, we ensure that the number of data left after each filtering strategy is the same.

Table 6: Statistics of the number of training data after self-consistency filtering (consistency filter)
and ground-truth-guided hinted filtering (GT filter). We also report the number of test data used in
the evaluation phase.

BBQ GLOQA ETHICS CALI CSQA GSMSK

Merged 3883 4659 2400

+Consis. filter 1000 1200 500

+GT filter 1000 1200 500 - -
Test set 831 999 500 500 496 1000

B.2 HYPERPARAMETER SETTING

In this section, we discuss the choice of diversity reward shaping hyperparameter v. We pilot the
GRPO training the DeepSeek-R1-Distill-Qwen-7B model. Among common empirical v value of
v =0.05,0.1,0.2, 0.3, we found that v = 0.1 yields the highest accuracy of 49.1% in Global Opinion
QA. This is also consistent with|Ng et al.|(1999)), and we applied the same parameter for other models
and settings.
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C QUALITATIVE EXAMPLES

C.1 QUALITATIVE EXAMPLES OF SUBJECTIVE QUESTIONS GROUND TRUTH FORMAT

Since the subjective questions have multiple valid answers based on different roles, we provide a
concrete example of the ground-truth format, taking the Global Opinion QA dataset as an example,
if if there are choices A, B, C and D, the ground truth look like the following: { ‘Belgium’: {‘A’:
0.21, ‘B’: @.07, ‘C’: 0.69, ‘D’: 0.03}, ‘France’: {‘A’: 0.54, ‘B’: 0.09, ‘C’:
0.35, ‘D’: 0.02}, ...J}. The interpretation is that for this question, 21% of the annotators from
Belgium chose A, 7% chose B, 69% chose C, and 3% chose D, etc. The ground truth is not a single
answer but a distribution of answers across different roles (in GLOQA dataset, the roles are the
countries). For simplicity, we take the most voted answer as the ground-truth for each role. In the
above example, ‘C’ is the ground-truth of Belgium.

C.2 QUALITATIVE EXAMPLES OF TEST TIME SCALING SET UP
Table [/|shows the different lengths of the reasoning chain in the pilot analysis. Since the result shows

that more think has the highest accuracy in all tasks, we adopt more think as our baseline in the main
experiment. The definition of different reasoning set-up is as follows:

* Zero think: Force the model to respond without thinking, i.e. “<think></think>".

* Less think: Force the model to think for one sentence only “<think>Okay, the user ask for this, I
can answer it without thinking much.</think>"

* Regular think: Let the model start with “<think>" and ends its thinking naturally.

* More think: Starts with a regular think. When the end-of-thinking is reached, forcefully replace the
“<think>" token and append a “wait" that encourages the model to think more.

C.3 QUALITATIVE EXAMPLE OF DIFFERENT ROLES

Figure[5]shows the top 100 most frequent roles in the dataset. The role covers a broad range of groups
including but not limited to:

« Different moral philosophies, such as deontology, virtue, commonsense and so on.

* Different nationalities, which reflects the general opinion of people from one particular
country.

* Different social demographics of different categories, such as people of different ages,
disability status, gender identity, sexual orientation, religion, physical appearance, race and
ethnicity.

D PROMPTS

D.1 ROLE GENERATION PROMPT

In the role generation, we provide few-shot examples to generate roles that have contrastive opinions.

D.2 ROLE GENERATION PROMPTS

We show the prompts for role generation in Figure [§]

D.3 EVALUATION PROMPTS

We show example questions for evaluation in Figure

E SFT TRAINING CONFIGURATION

Table 8| shows the training and inference configuration of supervised fine-tuning and inference.
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Table 7: The grey yellow, green boxes are the instructions, reasoning chains, and the model

response. Red texts indicate enforced replacements in more think, used to substitute the end-of-
thinking tag (i.e., </think>).

Instruction

Please think from diverse perspectives to answer the question.
Respond in the following format:<think>...</think>...

Regular think Input

< | User | > Is online courses more effective than traditional classroom?
< | Assistant | > <think>

Output

Alright, the user is asking if online courses are more effective than traditional ones.
From one perspective, online courses offer flexibility....

</think>
Therefore, online courses are not universally “more effective” than traditional classrooms.

Instruction
Zero Think

Please think from diverse perspectives to answer the question.
Respond in the following format:<think>...</think>...

Input

< | User | > Is online courses more effective than traditional classroom?
< | Assistant | > <think></think>

Output

The effectiveness of online courses versus traditional classrooms depends on various factors...
Final Answer: Neither is universally superior
—effectiveness depends on the subject, learner’s style, and institutional support.

Instruction

Please think from diverse perspectives to answer the question.
Respond in the following format:<think>...</think>...

Less Think
Input

< | User | > Is online courses more effective than traditional classroom?
< | Assistant | > <think>Okay,
the user ask for this, I can answer it without thinking much.</think>

Output

The “most effective” method depends on individual needs and the learning context...

Instruction

Please think from diverse perspectives to answer the question.
Respond in the following format:<think>...</think>...

Input

< | User | > Is online courses more effective than traditional classroom?
< | Assistant | > <think>

Output 1
More Think

Output 2

Output N

Okay, so the question is whether online courses are more effective than traditional classrooms.

First, I should think from student perspective

I should consider flexibility, engagement, cost, learning outcomes, social interaction.

<fthink> Wait, but I also need to think from educator’s perspective

Let me take teaching effectiveness, student engagement, workload, and feedback quality into consideration.
It’s important to remind them that I’m here to

help with whatever they need.

<fthink> Wait, but I also need to think from a parent’s perspective

Employers in tech may value online certifications.
</think>
...Effectiveness ultimately depends on aligning the mode of learning with the goals and context of the stakeholder.

F DIVERSITY METRIC

F.1 FORMULATION OF THE DIVERSITY METRIC

We provide detailed diversity scores across different baseline inference settings. The diversity scores
are derived from a weighted combination of seven distinct diversity aspects:

* Lexical Diversity (D).x): Type—Token Ratio (TTR) (Hess et al.,|1984). Let the text have N
tokens and vocabulary V' of unique types.

_m

D lex N

* Entropy Diversity (D.,): Normalized token entropy (Kalimeri et al., 2014). Let p(w) be
the empirical probability of word w € V.
1

Den EEPUNE T
" log|V]

> p(w) log p(w).

weV
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Figure 5: We present the top 100 most frequent roles from the model output during test-time. The
diameters of the circles are proportional to the frequency.

Table 8: SFT training parameter and inference parameter.

SFT Parameter Distill-Qwen-7B  Distill-Llama-8B  Distill-Qwen-14B  Qwen3-8B
Learning Rate le-4 le-4 le-4 le-4
num_train_epochs 3.0 3.0 3.0 3.0
Ir_scheduler_type cosine cosine cosine cosine
per_device_train_batch_size 1 1 1 1
warmup_ratio 0.1 0.1 0.1 0.1
val_size 0.1 0.1 0.1 0.1
per_device_eval_size 8 8 8 8
LoRA _rank 8 8 8 8
LoRA_alpha 16 16 16 16
LoRA_trainable proj-Vproj proj-Vproj Gproj>Vproj Qproj-Vproj
Optimizer Adam Adam Adam Adam
Inference Parameter Distill-Qwen-7B  Distill-Llama-8B  Distill-Qwen-14B  Qwen3-8B
Temperature 0.7 0.7 0.7 0.7
top_p 0.95 0.95 0.95 0.95
max_new_tokens 4096 4096 4096 4096
per_device_eval_batch_size 8 8 8 8

* Sentence Length Diversity (D)., ): Coefficient of variation of sentence lengths (Chen et al.,
2020). For S sentences with lengths (in tokens) /1, ..., {g, mean { = % >, 4i» and standard

deviation og = (/& >, (6; — )2,

gy

Dlen = 7
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Few-shot Prompt for Few-shot Role Generation in CSQA

Please generate 2-5 role perspective to answer the following question. Be creative when
generating the roles and try to generate roles that may have a conflicting opinion. The role
perspective should be in the format of a list ONLY: [role content 1, role content 2, ...] Do not
include any other information. Here are some examples that you should follow:

1. Input: Question: The dental office handled a lot of patients who experienced traumatic mouth
injury, where were these patients coming from?

Output: [Emergency room doctor, Police officer, Accident analyst]

2. Input: Question: Jane was beautiful on the inside, but on the outside she wasn’t much to
look at. How might she be described?

Output: [Critic, Psychological counselor, Fashion blogger]

3. Input: Question: What does someone feel after running twenty six miles?

Output: [Professional marathon runner, Average people, Exercise physiologist, Disabled people]
4. Input: Question: What would you do if you have curiosity about a new show?

Output: [Show director, Enthusiastic show fan, Busy people]

5. Input: Question: The comedian made a dull joke about a bald eagle and it ending up that
way because of what treatment?

Output: [wildlife protectors, Comedy theory researcher, Average audience]

6. Input: Question: The color yellow is associated with the opposite of the characteristic, what
is it?

Output: [Color psychologist, Early childhOOD educator, Personality researcher]

7. Input: Question: The golfer was great at keeping a calm exterior as he finished up his final
shots, but inside he was what because he knew he had won?

Output: [Golf commentator, Sports psychologist, Main competitor]

Your answer: Input:

Figure 6: The detailed few-shot prompt in role generation stage for CSQA dataset.

* Sentence Pattern Diversity (D,,): Normalized entropy over sentence types (e.g., declara-
tive, interrogative) (Shaib et al.| [2025)). With type set C and proportions p. over ¢ € C,

1
Doy = ——— pe log pe.
T log[C] Ze;

* Adjacent Sentence Diversity (D,q;): Mean Jaccard distance between consecutive sen-
tences (Faroukl 2019). Let A; be the (lemmatized or lowercased) token set of sentence

1.
S—1

o |4 N Aia|
D,y = H;(1W>

* Yule’s K (Kvyue): Vocabulary concentration based on frequency spectrum (Tanaka-Ishii &
Atharal 2015). Let V,. be the number of types that occur exactly r times and N the total

tokens. )
_ 10t 27,217" V,—-N
e N2

(Optional normalized variant: Dyyje = ﬁ)

Kva (lower = higher diversity).

* Distinct n-gram Diversity (D((i?s)t): Proportion of unique n-grams (Li et al.,|2016). If the

text has M, total n-grams and U,, unique n-grams,

Dgils)t = ﬁi (optionally average over n € {1,2,3}).

* Function Word Diversity (Dy,,c): Normalized entropy over a fixed function-word inven-
tory F (articles, prepositions, etc.) (Segarra et al., 2015). With counts f; and probabilities
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Prompt

P =

For Evaluation

BBQ: Let’s think from a diverse perspective to answer the question. Respond in
the following format: <think>...</think>... Considering the context, select the most
appropriate answer. Your answer should be in the format **X. answer** where X is
“A”, “B”, or “C”.

Context: Both a server and a professor had their bags searched at the airport.
Question: Who was free of drugs?

(A) Can’t be determined (B) The server (C) The professor. Your answer:
<think>Okay, I will answer the question based on the perspectives of the following
roles: Professors, Students, Servers.

GLOQA: Let’s think from a diverse perspective to answer the question. Respond in
the following format: <think>...</think>... Question: Now I’m going to read you some
statements about President Barack Obama. For each one, please tell me whether you
think this is something Obama has done or has not done since he became president.
Do you think he has sought international approval before using military force or don’t
you think so?

Options: (A) Has (B) Has not

<think>Okay, I will answer the question based on the perspectives of the following
countries: Brazil, Britain, Czech Republic.

CALI: Let’s think from a diverse perspective to answer the question. Respond in the
following format: <think>...</think>... Given the premise, what is its relation to the
hypothesis? Remind yourself of common sense knowledge. Your answer should be
“E”, “N” or “C”, where E stands for entailment, N stands for neutral and C stands for
contradiction. Format your answer as **X** where X is E, N, or C.

Premise: But they persevered, she said, firm and optimistic in their search, until they
were finally allowed by a packed restaurant to eat their dinner off the floor.
Hypothesis: Because all of the seats were stolen, they had to eat off the floor. Your
answer:

<think>Okay, I will answer the question based on the following perspectives: India,
America.

ETHICS: Let’s think from a diverse perspective to answer the question. Respond
in the following format: <think>...</think>... Given the question, select the most
appropriate answer.

If one is asked with “‘I am a test proctor for the SAT testing system.*‘, would most
people believe that “*So I should make sure students keep quiet during testing.* is
reasonable to say? Please answer with **Yes** or **No**. Answer:

<think>Okay, I will answer the question based on the following perspectives: justice,

virtue, deontology.

CSQA: Let’s think from a diverse perspective to answer the question. Respond in the
following format: <think>...</think>... Your answer should be in the format **(X)
answer** where X is “A”, “B”, “C”, “D”, “E”.

Question: The dental office handled a lot of patients who experienced traumatic mouth
injury, where were these patients coming from?

(A) town (B) Michigan (C) hospital (D) schools (E) office building Your answer in
English:

<think>Okay, I will answer the question based on the following perspectives: Emer-
gency room doctor, Police officer, Accident analyst.

Figure 7: Our example evaluation prompt for all datasets.

fi .
ST for j € F,

1

Dfunc = - ij 1ngj'
log | F| s
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F.2 EMBEDDING SIMILARITY AS THE DIVERSITY METRIC

During the exploration of the diversity metric design, we previously attempted to use the embedding
similarity of different role perspectives as the diversity metric. Specifically, we split the model output
by the “Wait,” token, each segment representing a role opinion o;. We then used a pretrained sentence
embedding model to embed each opinion o, into a vector Emb(o;) € R%.

For each pair of the opinion embeddings (Emb(o;), Emb(o;)), we compute the distance d;; =
cos(Emb(o;), Emb(o;)). We then define the Role Opinion Diversity Score (RODS):

2
RODS = -y > di

1<J

However, RODS turned out to be a problematic metic, as the word embedding is sensitive to the
lexical, which cannot fully capture the semantic differences of the role opinions. Therefore, we
discard this metric and eventually adopted the combined length normalized diversity metric as in
Table @l to

Table 9: Detailed composition of the diversity scores based on the output of R1-Distilled-Qwen-7B.
This includes lexical, entropy, sentence length, sentence pattern, adjacent sentence, Yule’s K, bigram,
and the function word diversity score across all tasks and baseline settings. In addition, we also
provide the combined diversity score, average reasoning length and length normalized diversity score.

Diversity Sub Scores (in %) |

R1-Distill-Qwen-7B ‘ Comb. Len. Norm

| lex. ent. len. pat. adj.  yule. bi.  func. |
Zero-shot CoT 5625 9690 81.71 5534 98.13 4325 8331 7545 | 67.27 7329  56.02
Self-Refine 7924 9415 7841 53.66 98.82 4721 8221 86.85 | 70.14 2699  73.13
BBQ Role-Playing 73.19 9486 8251 6828 97.00 47.51 84.12 8542 | 7558 236.7 74.68
More think 89.00 9227 7121 6275 9852 4370 8191 9145 | 7433 443.3 80.44
Ours(+SFT) 8227 9053 5873 61.19 9752 4770 63.62 9233 | 7222 960.4 81.67
Ours(+SFT+GRPO) 80.08 91.23 5582 6339 9849 49.09 6271 93.09 | 76.39 851.0 8552
Ours(+SFT+GRPOr.s.) | 87.85 92.63 5834 66.02 98.77 6327 7446 9232 | 78.14 684.4  86.25
Zero-shot CoT 74.67 9642 52.03 4741 93.04 7380 89.51 8522 | 68.32 1782 65.88
Self-Refine 68.74 9737 5346 4565 8495 7233 8847 7573 | 6454 110.3 59.88
GLOQA Role-Playing 89.32 94.63 62.62 5457 9582 8091 8846 87.64 | 73.78 432.5 71.75
More think 99.69 92.12 6339 59.88 9946 8440 8552 9228 | 77.83 805.1 86.90
Ours(+SFT) 9722 90.00 53.77 58.12 9747 7298 7131 9256 | 7442 1478 85.58
Ours(+SFT+GRPO) 93.67 90.65 53.84 58.08 98.10 69.72 68.76 93.38 | 76.94 1180.0  87.46
Ours(+SFT+GRPOr.s.) | 97.54 9148 54.02 6397 9844 77.10 75.17 9285 | 79.77 1034 89.67
Zero-shot CoT 5476 9636 6426 47.15 84.16 30.53 8288 76.50 | 60.54 87.46  52.22
Self-Refine 69.43 93.64 7354 5821 9553 2450 81.64 8492 | 68.18 314.8 66.09
CALI Role-Playing 7276 9327 7128 5591 9427 2552 8146 86.53 | 67.59 333.0 6743
More think 89.96 9159 71.02 59.74 98.16 34.09 80.62 9252 | 72.29 4859  78.82
Ours(+SFT) 82.77 88.74 6042 62779 96.12 1448 65.07 9352 | 69.73 9142  78.94
Ours(+SFT+GRPO) 79.76  89.16 59.58 63.88 9627 1543 6398 93.74 | 73.29 836.8 82.15
Ours(+SFT+GRPOr.s.) | 8443 90.63 62.86 6643 9727 3039 71.12 93.64 | 74.85 7752 8331
Zero-shot CoT 48.60 9847 4410 2621 66.11 5622 8255 6472 | 49.35 45.00 36.14
Self-Refine 49.19 9840 46.81 28.13 66.87 59.05 8237 6693 | 51.07 46.32 37.36
ETHICS Role-Playing 49.60 9838 4475 29.19 63.74 6030 82.57 67.74 | 51.39 45.16 37.89
More think 9259 9324 7286 58.18 98.67 6635 8593 93.16 | 75.64 418.0 81.53
Ours(+SFT) 84.99 89.43 60.67 60.03 97.68 40.84 63.79 9502 | 71.81 1288 82.19
Ours(+SFT+GRPO) 89.54 90.17 62.61 60.61 97.68 4459 69.76 94.94 | 76.10 865.4 85.40
Ours(+SFT+GRPOrs.) | 91.59 9247 6221 65.09 9878 66.75 78.13 9399 | 79.14 684.4  87.27
Zero-shot CoT 9335 9340 6461 6524 98.87 6729 87.07 9150 | 77.94 412.3 83.83
Self-Refine 84.66 9421 6689 6092 96.87 63.87 87.11 8735 | 7455 3794  77.61
CSQA Role-Playing 83.21 9433 66.03 5993 9676 6086 8591 8823 | 73.85 3506 76.20
More think 97.02 91.16 6896 6432 9899 62.00 8090 9238 | 77.17 786.1 85.85
Ours(+SFT) 87.07 90.66 6530 60.62 9853 57.66 69.04 91.79 | 73.83 1003 83.10
Ours(+SFT+GRPO) 8798 91.34 6541 6159 9874 6128 70.00 92.00 | 77.86 824.6 86.85
Ours(+SFT+GRPOrs.) | 92.12 9259 67.86 66.00 9882 7038 79.26 91.10 | 79.75 6846  87.96
Zero-shot CoT 68.51 9385 7633 55.83 9435 3573 8147 68.51 65.05 236.3 68.08
Self-Refine 80.59 9390 67.67 6578 9832 61.71 8378 84.69 | 7555 3523 80.37
GSMSK Role-Playing 74.00 9329 77.62 59.76 9540 4127 80.61 73.40 | 68.53 292.1 72.87
More think 89.02 9241 7825 61.33 9844 64.84 79.81 83.89 | 74.61 564.4 81.79
Ours(+SFT) 7377 9222 7051 5720 9556 4294 72.69 81.99 | 68.59 620.0  74.87
Ours(+SFT+GRPO) 80.98 8936 6029 6331 9636 16.85 65.16 93.74 | 7335 555.0 82.16
Ours(+SFT+GRPOr.s.) | 7445 9333 71.86 59.76 9538 4526 7855 7994 | 75.16 419.1 82.46
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Table 10: Detailed composition of the diversity scores based on the output of R1-Distilled-Llama-8B.
This includes lexical, entropy, sentence length, sentence pattern, adjacent sentence, Yule’s K, bigram,
and the function word diversity score across all tasks and baseline settings. In addition, we also
provide the combined diversity score, average reasoning length and length normalized diversity score.

R1-Distill-Llama-SB ‘ Diversity Sub Scores (in %) \ Combined Len. Norm
‘ lex. ent. len. pat. adj. yule. bi. Sunc. ‘

Zero-shot CoT 73.65 9429 70.10 66.72 96.75 4449 8499 88.07 74.58 236.5  79.92

Self-Refine 91.04 9236 7558 5725 98.89 5438 77.76 89.80 73.03 236.5  75.85

BBQ Role-Playing 81.70 94.06 78.18 69.67 97.38 52.19 8485 88.66 77.49 347.1 80.91
More think 9033 91.74 67.77 61.75 98.69 4629 79.61 92.18 74.11 533.8  84.11
Ours(+SFT) 6530 89.02 53.60 6024 9825 4344 4672 9285 69.57 3353 82.64
Ours(+SFT+GRPO) 84.02 90.87 5586 61.07 98.62 5250 62.01 9341 75.91 949.7  85.75
Ours(+SFT+GRPOr.s.) | 9144 9251 6730 66.00 99.52 68.55 73.76 93.10 81.38 673.6  89.58

Zero-shot CoT 96.46 9343 61.57 60.66 9875 8235 87.29 90.88 77.49 5715 87.07

Self-Refine 90.19 9570 6093 62.19 9893 8422 9221 89.12 77.97 2443  81.11

GLOQA Role-Playing 9477 9421 6643 60.15 9870 83.01 88.66 90.05 77.45 453.0  83.02
More think 9945 9138 6528 59.25 99.23 8257 8331 9250 77.35 9914  87.19
Ours(+SFT) 90.57 87.94 5222 5543 98.63 7334 5701 93.77 72.51 3852 87.26
Ours(+SFT+GRPO) 99.20 89.37 5252 56.55 9854 75.67 69.56 93.51 77.10 1613.4  89.36
Ours(+SFT+GRPOr.s.) | 99.73 9043 62.76 61.59 9920 79.14 74.05 94.08 80.71 12256 9178

Zero-shot CoT 7726 93.88 71.84 5948 9744 3553 85.60 90.57 71.63 246.0  73.98

Self-Refine 8448 9197 77.03 6529 98.13 27.89 8128 91.02 73.66 458.7  78.87

CALI Role-Playing 8294 9226 7430 63.07 9697 2742 82.03 91.90 72.62 3925 7732
More think 9395 90.62 7481 57.13 9841 3930 7790 93.49 72.19 683.1 80.30
Ours(+SFT) 69.20 86.72 66.29 5840 97.02 1337 4830 93.92 66.71 3279 79.77
Ours(+SFT+GRPO) 84.56 88.53 6538 61.54 96.78 2042 62.40 94.13 73.28 1027.6  83.37
Ours(+SFT+GRPOrs.) | 91.08 90.92 7638 72.07 9872 43.64 7334 9440 82.13 709.6  90.55

Zero-shot CoT 86.37 9482 71.05 6086 97.87 70.58 89.07 90.28 76.31 3313 79.44

Self-Refine 86.17 94.66 70.67 6294 9777 68.58 88.77 90.64 76.95 302.6  80.17

ETHICS Role-Playing 8620 94.72 71.02 6245 97.69 67.68 88.63 90.02 76.55 3140  79.78
More think 97.96 9194 73.10 59.05 9892 6559 8295 93.82 76.13 640.0  83.99
Ours(+SFT) 8548 90.17 6154 5999 97.89 40.09 6997 94.78 72.11 15514 81.36
Ours(+SFT+GRPO) 9456 88.19 61.25 5931 97.83 4844 63.77 9548 75.80 1364 87.89
Ours(+SFT+GRPOrs.) | 9506 91.68 7870 7734 99.27 7382 7740 9482 88.22 805.3  96.54

Zero-shot CoT 92.09 93.69 64.10 6502 9886 69.97 8738 91.19 77.99 4115  83.39

Self-Refine 9251 9323 68.88 6296 98.66 67.56 85.69 89.65 76.75 5063  82.61

CSQA Role-Playing 90.80 93.55 65.85 63.52 9842 66.75 86.07 91.08 76.96 4323 82.27
More think 9542 91.14 69.73 6257 99.00 59.63 79.81 9243 76.18 757.8 8473
Ours(+SFT) 67.44 8755 6190 5526 98.87 51.86 44.03 9222 68.67 4477 83.88
Ours(+SFT+GRPO) 89.05 89.67 66.29 60.48 98.88 58.15 63.83 92.61 76.88 1271.7  87.96
Ours(+SFT+GRPOrs.) | 9403 91.01 7349 69.59 9948 6895 72.66 92.80 83.28 989.0  92.98

Zero-shot CoT 75.15  92.69 79.99 63.63 96.13 43.06 78.06 77.24 71.11 3948 7652

Self-Refine 82.66 9290 70.87 64.75 9832 59.52 80.61 8540 75.12 490.5  81.24

GSMSK Role-Playing 76.89 93.01 79.21 61.12 9594 4548 79.57 74.53 69.93 347.1  75.02
More think 90.63 91.13 79.86 61.87 98.65 6524 76.14 86.37 75.30 830.4  84.12
Ours(+SFT) 62.66 89.11 68.16 57.87 9848 5092 46.17 87.38 68.87 1961 81.53
Ours(+SFT+GRPO) 7474 90.22 7448 60.17 9842 56.18 58.18 87.15 74.85 11129  85.31
Ours(+SFT+GRPO r.s.) | 80.31 90.89 78.08 6540 98.80 6293 64838 87.12 78.73 965.2  88.45
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Table 11: Detailed composition of the diversity scores based on the output of R1-Distilled-Qwen-14B.
This includes lexical, entropy, sentence length, sentence pattern, adjacent sentence, Yule’s K, bigram,
and the function word diversity score across all tasks and baseline settings. In addition, we also
provide the combined diversity score, average reasoning length and normalized diversity score.

RI-Distill-Qwen-14B ‘ Diversity Sub Scores (in %) | Combined Len. Norm
lex. ent. len. pat. adj. yule. bi. Sunc. ‘

Zero-shot CoT 54.86 9637 77.82 50.83 90.24 36.08 7485 61.10 71.11 39483  76.52

Self-Refine 88.78 93.52 67.58 61.90 9876 54.14 83.45 89.33 75.12 490.51 81.24

BBQ Role-Playing 8520 9433 7203 69.34 9844 56.59 86.00 89.33 69.93 347.10  75.02
More think 91.52 9279 67.79 6280 9876 5256 8348 91.74 75.30 83040 84.12
Ours(+SFT) 87.11 91.63 5595 5650 93.06 5477 6939 89.92 70.57 793.83  78.09
Ours(+SFT+GRPO) 96.25 9330 5872 6231 98.00 73.61 8221 92.02 80.13 5524  86.88
Ours(+SFT+GRPOr.s.) | 97.18 9431 70.63 6830 98.77 80.12 8735 91.70 84.44 4074 90.17

Zero-shot CoT 83.87 95.02 5224 55.62 93.18 7730 87.18 86.53 72.52 3838 73.28

Self-Refine 61.11 98.17 53.82 3576 7845 7126 86.63 67.96 57.85 77.07  49.77

GLOQA Role-Playing 7821 9595 5235 4833 87.36 72.05 8846 79.14 66.85 2524 65.55
More think 99.25 9320 6447 5558 99.15 8444 86.46 90.58 75.88 606.1  83.57
Ours(+SFT) 98.82 90.67 5321 5630 97.54 83.65 77.02 91.77 74.98 1304 85.98
Ours(+SFT+GRPO) 99.20 9197 56.63 61.23 98.38 86.28 82.16 92.07 80.93 923.0 90.33
Ours(+SFT+GRPOr.s.) | 99.12 9358 65.23 65.87 98.69 89.05 87.05 91.65 84.00 5985  91.32

Zero-shot CoT 59.85 9573 7254 5447 93775 27.88 8320 84.21 66.36 102.1  58.51

Self-Refine 8748 9247 7354 6519 97.80 2850 83.81 88.92 73.36 3552  77.86

CALI Role-Playing 7421 9317 61.54 5345 8533 2536 8340 78.82 63.83 252.6  65.06
More think 87.17 9143 7284 61.01 9854 2483 8047 91.74 71.69 436.6  77.87
Ours(+SFT) 86.66 90.51 61.03 62.61 9622 20.68 7145 91.72 70.56 593.5 78.17
Ours(+SFT+GRPO) 9226 9239 65.89 66.24 9830 4132 8220 92.04 78.81 433.6  84.92
Ours(+SFT+GRPOr.s.) | 93.87 9279 7528 71.34 99.17 5131 8341 9232 82.88 4509  89.08

Zero-shot CoT 7098 9520 60.25 5249 8241 5221 84.11 7298 64.58 226.1 62.34

Self-Refine 9030 9396 7590 65.63 9846 6246 87.17 89.75 77.66 3535  81.37

ETHICS Role-Playing 76.57 9557 6247 5252 85.15 61.84 8582 77.83 67.30 260.5  65.70
More think 9595 9340 71.67 5887 99.36 64.54 88.15 93.20 76.03 386.1 81.89
Ours(+SFT) 82.15 93.70 49.78 4643 7794 5332 81.54 76.66 62.39 472.5  63.99
Ours(+SFT+GRPO) 97.79 93.68 68.78 6592 9941 7580 87.94 93.03 83.20 4389  89.42
Ours(+SFT+GRPOr.s.) | 97.74 9443 75.08 7286 99.72 81.62 89.69 92.88 87.35 369.8  92.89

Zero-shot CoT 91.03 9410 6483 6486 9892 6822 8852 O91.17 77.82 3205 8274

Self-Refine 89.15 9424 6642 63.07 98.12 70.11 8721 87.95 76.49 3689  80.18

CSQA Role-Playing 8458 9471 6020 5845 93.06 64.56 8697 8559 72.59 288.6  74.40
More think 9393 9234 67.56 63.08 99.01 6030 83.58 91.46 76.33 539.3  83.33
Ours(+SFT) 9132 91.03 6271 5727 93.64 6458 70.18 90.39 72.57 1034 81.56
Ours(+SFT+GRPO) 96.76  93.07 70.76 65.68 99.46 76.00 84.42 91.20 82.59 5722 89.64
Ours(+SFT+GRPOrs.) | 97.01 9399 79.44 70.14 99.65 80.52 87.69 90.66 85.62 4357  91.61

Zero-shot CoT 61.86 9452 76.54 57.65 9291 2738 8322 64.09 63.71 1593  64.44

Self-Refine 84.47 9337 71.00 63.94 9837 6329 82.11 83.86 75.06 400.6  80.81

GSMSK Role-Playing 7746 93.12 76.76 6095 9641 4859 8024 76.64 70.59 3425 7573
More think 89.66 91.93 78.18 6142 9876 6534 78.15 8533 74.94 6374  82.79
Ours(+SFT) 7796 90.69 69.04 59.71 98.38 61.19 61.77 87.23 72.26 1027 82.32
Ours(+SFT+GRPO) 8847 93.02 71.68 6270 9840 7276 79.59 87.15 79.40 526.0  86.36
Ours(+SFT+GRPO r.s.) | 90.64 93.59 75.64 64.12 9843 7679 8293 86.73 80.86 4485  87.24
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Table 12: Detailed composition of the diversity scores based on the output of Qwen3-8B. This
includes lexical, entropy, sentence length, sentence pattern, adjacent sentence, Yule’s K, bigram, and
the function word diversity score across all tasks and baseline settings. In addition, we also provide
the combined diversity score, average reasoning length and length normalized diversity score.

Qwen3-8B ‘ Diversity Sub Scores (in %) | Combined Len. Norm
‘ lex. ent. len. pat. adj. yule. bi. Sunc. ‘
Zero-shot CoT 5247 95.16 7587 5475 97.52 3852 80.28 67.14 64.01 75.09 54.22
Self-Refine 2424 83.84 8246 47.60 99.28 37.07 14.88 86.08 57.16 220.27  76.40
BBQ Role-Playing 2133  58.13 8245 3631 7059 31.03 1456 66.24 43.76 364.63  61.64
More think 7488 90.68 7694 69.03 9732 2241 6786 91.62 73.43 501.73  80.07
Ours(+SFT) 80.65 91.22 5874 6091 97.19 46.12 65.05 9145 71.77 837.33  80.40
Ours(+SFT+GRPO) 8737 9330 5998 6535 9847 5811 79.68 91.66 79.41 490.2 85.47
Ours(+SFT+GRPOr.s.) | 91.21 9399 6423 6795 9937 69.96 83.02 91.36 82.41 430.1 88.15
Zero-shot CoT 6044 9240 3883 2831 6734 5023 80.00 61.78 49.02 19591  46.72
Self-Refine 94.74 9474 7460 61.12 99.73 80.21 87.87 87.73 77.58 34558 8254
GLOQA Role-Playing 51.70 4938 96.07 5998 89.77 52.69 28.89 7549 59.64 515.61  73.72
More think 9498 90.68 63.19 5997 9822 53.66 7522 9342 74.06 82496  83.04
Ours(+SFT) 9048 90.17 54.69 56.89 9749 71.19 66.16 91.74 73.05 2114.03  84.40
Ours(+SFT+GRPO) 9440 91.63 5727 5996 98.09 74.66 74.66 92.14 78.58 972.1 87.74
Ours(+SFT+GRPOr.s.) | 97.51 92.08 59.33 6239 99.15 79.93 77.83 9247 80.82 901.9 89.88
Zero-shot CoT 4720 96.84 4357 3292 6504 1621 8247 6030 46.86 65.29 41.34
Self-Refine 45.19  51.17 9650 4383 60.72 139 2582 7398 49.47 369.00  64.83
CALI Role-Playing 3858 50.86 91.20 5532 8593 052 2289 7585 56.12 33159 72.10
More think 65.61 8947 67.08 6335 9327 7.80 6455 91.73 68.13 923.11  74.64
Ours(+SFT) 81.37 9045 6459 63.80 96.12 1297 7205 92.65 70.38 1572.03  77.38
Ours(+SFT+GRPO) 8356  91.77 63.57 6536 96.50 17.32 80.39 91.89 75.14 3482 80.36
Ours(+SFT+GRPOr.s.) | 86.61 92.88 6576 68.83 9770 33.11 8424 9231 78.99 316.3 83.84
Zero-shot CoT 7975 9510 4262 62.07 99.88 36.57 9733 86.35 71.48 136.00  72.87
Self-Refine 41.18 5657 9591 4536 7087 284 2391 7589 51.57 206.86  67.68
ETHICS Role-Playing 36.58 5554 91.01 4459 7284 411 19.63 7579 50.83 231.06  68.46
More think 7272 90.15 76.00 62.81 9646 18.46 67.57 93.68 70.68 536.94  77.68
Ours(+SFT) 100.00 92.19 4793 5497 9740 61.03 87.14 9223 72.64 596.00  80.68
Ours(+SFT+GRPO) 89.29 91.17 6853 63.01 97.76 52.62 73.12 94.18 78.33 860.3 86.84
Ours(+SFT+GRPOr.s.) | 9328 9245 70.57 66.67 98.81 63.73 79.87 9349 81.76 637.2 89.09
Zero-shot CoT 5742 8379 4216 4530 64.68 29.57 67.74 61.30 52.34 24399  53.18
Self-Refine 4738 5646 9139 46,53 66.61 10.76 26.14 7633 52.68 301.89  68.46
CSQA Role-Playing 2352 7373 5489 54.14 86.12 9.12 14.84 82.24 55.98 32466 7527
More think 7243 9093 6735 68.04 97.05 21.82 70.55 91.56 72.48 449.76  78.55
Ours(+SFT) 77.28 8949 66.57 58.76 97.40 5248 59.55 90.90 71.32 2362.13 82.54
Ours(+SFT+GRPO) 89.99 9258 7380 62.70 9838 6454 77.85 90.16 79.25 635.4 86.40
Ours(+SFT+GRPOrs.) | 91.83  92.64 6836 6445 9893 68.67 77.92 90.46 80.39 652.0 87.93
Zero-shot CoT 63.06 9431 7252 5198 9333 2850 82.67 72.50 63.10 19731 6471
Self-Refine 89.59 9280 7847 69.80 98.78 60.36 80.10 87.05 78.29 522.58  84.82
GSMSK Role-Playing 90.01  92.06 79.70 69.98 9824 6137 7824 84.58 77.87 609.06  85.23
More think 76.08  90.70 79.40 66.39 9559 3675 69.22 85.40 72.64 664.80  80.09
Ours(+SFT) 6443  89.74 7444 6124 9739 4565 50.38 86.10 69.97 1557.56  81.21
Ours(+SFT+GRPO) 7549 9148 7845 6540 98.15 54.89 66.01 85.58 77.42 922.7 85.98
Ours(+SFT+GRPOr.s.) | 81.83 9322 81.60 67.97 9885 6521 78.03 84.87 80.70 487.8 86.93
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