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Abstract
Deployed dialogue agents have the potential001
to integrate human feedback to continuously002
improve themselves. However, humans may003
not always provide explicit signals when the004
chatbot makes mistakes during interactions. In005
this work, we propose JUICER, a framework to006
make use of both binary and free-form textual007
human feedback. It works by: (i) extending008
sparse binary feedback by training a satisfac-009
tion classifier to label the unlabeled data; and010
(ii) training a reply corrector to map the bad011
replies to good ones. We find that augmenting012
training with model-corrected replies improves013
the final dialogue model, and we can further im-014
prove performance by using both positive and015
negative replies through the recently proposed016
DIRECTOR model.017

1 Introduction018

Existing dialogue models are primarily trained on019

human-human conversations (Conneau et al., 2019;020

Baumgartner et al., 2020; Smith et al., 2020). As021

dialogue agents become increasingly powerful and022

carry substantial conversations with humans (Shus-023

ter et al., 2022b), it becomes pressing to have the024

models learn from dialogue successes and failures025

in the wild, and hence improve after deployment.026

Prior work has studied how to collect and learn027

from feedback in human-model dialogues (Li et al.,028

2016a,b; Hancock et al., 2019; Xu et al., 2022). But029

most existing methods were proposed under set-030

tings where either feedback can be obtained when-031

ever needed or all turns are annotated with human032

feedback. For instance, Xu et al. (2022) introduced033

a dataset with all turns annotated by crowdworkers034

with three types of feedback: (1) binary thumbs035

up/down; (2) free-form textual feedback on what036

went wrong; (3) gold corrections on what the bot037

should have said instead. Unfortunately, annota-038

tions such as thumb ups/downs and gold correc-039

tions are often sparse in real-life deployment set-040

tings. For example, human conversationalists give041

thumbs up/down to bot messages in conversations 042

with the deployed BlenderBot3 model around 5-6% 043

of the time (Shuster et al., 2022b). On the other 044

hand, human conversationalists may express their 045

dissatisfaction with bad responses and explain what 046

went wrong more naturally in free-form textual 047

feedback as part of the conversation, rather than 048

providing the exact gold corrections to those bot 049

responses. Therefore, in this paper we study how to 050

utilize sparse binary and gold correction feedback, 051

and relatively dense free-form textual feedback to 052

improve dialogue models during deployment. 053

In this work, we introduce JUICER, a framework 054

to “squeeze the juice” out of the sparse human feed- 055

back in human-model conversations to improve the 056

dialogue models after deployment. JUICER con- 057

sists of four steps: (1) we first train a binary satis- 058

faction classifier and a reply corrector on existing 059

binary feedback and gold corrections; (2) we then 060

use the satisfaction classifier to label all the bot re- 061

sponses that are missing human labels; (3) next we 062

use the reply corrector to correct bad bot responses 063

(lemons ) into good ones, conditioning on hu- 064

man textual feedback; (4) finally we augment the 065

training data with the new good responses (cher- 066

ryade ) and re-train our final dialogue models. 067

To evaluate JUICER on state-of-the-art chatbots 068

in such a setting, we thus construct a new sparse 069

sampled version of the existing FITS dataset from 070

Xu et al. (2022), which consists of fully annotated 071

human-model conversations between users and ex- 072

isting state-of-the-art internet-augmented models 073

such as BlenderBot 2 (Komeili et al., 2021; Xu 074

et al., 2021) and SeeKeR (Shuster et al., 2022a). 075

We explore a variety of methods to take advan- 076

tage of limited human feedback at each step of the 077

JUICER framework. Our main results are: 078

• We show that free-form textual feedback is 079

a very useful signal for improving the per- 080

formance of both a satisfaction classifier to 081
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identify good and bad responses, and a reply082

corrector to generate better corrections.083

• Augmenting training data with reply-084

corrector-generated corrections works085

better than only training with existing gold086

corrections.087

• Models such as DIRECTOR (Arora et al.,088

2022) that utilize both gold/predicted good089

and bad responses further improves the final090

dialogue model. Our final best models out-091

perform the baseline BlenderBot 2 model or092

using DIRECTOR alone.093

2 Related Work094

Many recent works have studied how to align lan-095

guage models with human feedback (Nakano et al.,096

2021; Ouyang et al., 2022; Scheurer et al., 2022;097

Saunders et al., 2022; Schick et al., 2022). For in-098

stance, InstructGPT (Ouyang et al., 2022) was fine-099

tuned using feedback from labelers who ranked100

model outputs. Scheurer et al. (2022) fine-tuned101

GPT-3 and InstructGPT on 100 examples of free-102

form textual feedback from humans to improve103

summarization tasks and found that only the larger104

models such as GPT-3 (175B) (Brown et al., 2020)105

can generate accurate refinements using feedback.106

Saunders et al. (2022) fine-tuned large language107

models to generate self-critiques for summarization108

tasks to assist human annotators, and continued to109

refine the models on feedback. In this work, we110

focus on improving dialogue agents given various111

human feedback signals (binary, free-form natural112

language and gold corrections) and compare our113

methods to Scheurer et al. (2022).114

Existing works have also studied how to correct115

language model output. For instance, Elgohary116

et al. (2021) proposed a model to understand natu-117

ral language feedback and produce a series of edits118

to correct a text-to-SQL semantic parser. Tandon119

et al. (2022) trained a memory-augmented corrector120

to convert feedback to edits and fix model outputs121

for a script generation task. Some recent large lan-122

guage model research can also repair generations123

given human feedback (Scheurer et al., 2022; Saun-124

ders et al., 2022).125

Past research has also explored how to integrate126

feedback into dialogue agents (Li et al., 2016a,b;127

Hancock et al., 2019; Shuster et al., 2020; Xu et al.,128

2022). Li et al. (2016a) investigated how to im-129

prove the chatbot’s question-answering ability with130

general textual feedback in a reinforcement learn- 131

ing setting. Hancock et al. (2019) developed a 132

self-feeding chatbot that can construct new exam- 133

ples from existing human-bot conversations and 134

ask for feedback when necessary to improve itself. 135

Xu et al. (2022) proposed a dataset with internet- 136

augmented dialogues, where each turn is annotated 137

with human feedback, and they found that continu- 138

ously retraining the model on binary feedback after 139

deployment is helpful. Our work focuses on con- 140

verting bad responses into good ones to augment 141

the data and learn from feedback about failures. 142

3 Human Feedback Setting 143

As illustrated in the dialogue example in Figure 1, 144

we consider a deployed system where one can col- 145

lect three types of feedback: 146

(1) binary feedback, where the human conversa- 147

tionalist explicitly likes ( ) or dislikes ( 148

) a bot response; 149

(2) free-form textual feedback, where the hu- 150

man explains conversationally what was 151

wrong when they dislike a response (e.g., 152

“That’s a quick topic change! Let’s continue to 153

talk about fruit, perhaps fruit drinks?”); 154

(3) gold correction, where the human conversa- 155

tionalist suggests an alternative reply the bot 156

should have said, (e.g., “I like watermelons 157

too! They tastes great in drinks.”). 158

In a deployment setting, it is unnatural to ask users 159

to always click the thumbs up and down and write 160

gold corrections whenever the bot makes a mis- 161

take. Instead, users tend to provide free-form tex- 162

tual feedback on what was wrong in their dialogue 163

response to express dissatisfaction when the bot 164

makes errors (See and Manning, 2021). Therefore 165

many responses may be missing binary feedback 166

(Shuster et al., 2022b). In this paper, we consider a 167

sparse thumbs up/down signal and sparse gold cor- 168

rection signal setting, but a dense free-form textual 169

feedback signal (i.e., mistakes are followed by tex- 170

tual feedback). After collecting conversations with 171

these feedback signals, we can consider methods 172

to utilize them to improve the dialogue model. 173

4 The JUICER Method 174

Figure 1 shows the overview of our framework 175

JUICER to incorporate limited human feedback to 176
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Figure 1: Our JUICER model. During deployment, we collect three types of human feedback: (1) binary thumbs up
and down; (2) free-form textual feedback on what was wrong with the reply (“That’s a quick topic change! Let’s
continue to talk about fruit, perhaps fruit drinks?”); (3) gold corrections of poor replies (“I like watermelons too!
They tastes great in drinks.”). In JUICER, (1) we first train a satisfaction classifier and a reply corrector on existing
feedback, (2) we then use the satisfaction classifier to predict binary satisfaction labels for the un-annotated turns,
(3) next we use the reply corrector to convert the bad replies to good ones, (4) finally we collect the good and bad
replies including corrections and re-train the final dialogue model to improve it with human feedback.

improve the deployed dialogue model. The frame-177

work consists of training a satisfaction classifier, a178

reply corrector, and eventually the final dialogue179

model itself. We define the notation here. For a180

given bot reply: (1) denotes un-annotated turns;181

(2) and : annotated as good or bad responses182

by users, as defined before; (3) : predicted as183

bad by the satisfaction classifier; (4) : predicted184

as good by the satisfaction classifier.185

JUICER involves four steps, summarized here:186

1. Step 1. Train two supervised models: a sat-187

isfaction classifier to detect good and bad188

replies, and a reply corrector to correct the189

bad replies to good ones.190

2. Step 2. Apply the satisfaction classifier to191

predict binary labels for all replies missing192

binary feedback ( → or ). After193

this step, each bot reply has a label.194

3. Step 3. Use the reply corrector to convert the195

bad replies that are either disliked by human 196

users or are predicted as bad by the satisfac- 197

tion classifier in Step 2 to good replies ( 198

→ , → ). 199

4. Step 4. Re-train the final dialogue model by 200

augmenting the training data with the good 201

( + ) and bad ( + ) replies de- 202

rived from human feedback and the predic- 203

tions from the previous steps. 204

Now we describe each step in more details. 205

4.1 Step 1: Train satisfaction classifier and 206

reply corrector on existing feedback 207

We first train two models: (1) a satisfaction classi- 208

fier, and (2) a reply corrector in order to build an 209

augmented training set in later steps. In our experi- 210

ments, both models are trained with human-labeled 211

data which come from the FITS task (Xu et al., 212

2022), described further in Section 5.1.1. 213
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(1a) Satisfaction classifier The training target of214

the satisfaction classifier is a binary satisfaction215

label ( or ). For the input to the classifier,216

we experimented with two variants: (1) the context217

+ the bot reply to be labeled, and (2) the context218

+ the bot reply to be labeled + the next human re-219

sponse. As shown in the example in Figure 1, when220

the first bot reply is given a thumbs-up, the next221

human response is a natural continuation of the con-222

versation (e.g., “I also like watermelons”); when223

the bot reply is disliked (the second bot reply), the224

next human response is free-form textual feedback225

on what went wrong (e.g., “That’s a quick topic226

change! Let’s continue to talk about fruit, perhaps227

fruit drinks?”). Hence, the next human response228

can be indicative of the quality of its preceding229

bot reply, and we include it in the input. In our230

experiments, the satisfaction classifier is trained231

by fine-tuning a 311M-parameter transformer pre-232

trained on pushshift.io Reddit data (Baumgartner233

et al., 2020).234

(1b) Reply corrector The input to the reply cor-235

rector is the context + the bad bot reply to correct236

+ the next human free-form textual feedback on237

what went wrong. The training target is the cor-238

rection to the bad reply which can be either (1)239

gold corrections written by crowdworkers; or (2)240

the next bot replies from the original FITS data241

that are classified as good (“self-corrections”). We242

fine-tuned the reply corrector from a 3B parameter243

R2C2 transformer model (Shuster et al., 2022a).244

4.2 Step 2: Predict missing labels245

In a bot-human dialogue, the binary feedback can246

be quite sparse, with many replies having no ex-247

plicit feedback. We thus predict labels for these248

replies with the satisfaction classifier trained in249

Step 1a. After this step, every bot reply in the250

dataset has a binary label either from the original251

human binary feedback ( or ), or predicted252

by the satisfaction classifier ( or ).253

4.3 Step 3: Convert lemons to cherries254

We can now augment the training data. We use255

the reply corrector trained in step 1b to generate256

improved replies for any examples labeled as bad (257

or ), and then add them to the training set258

for the final dialogue model.259

Selecting correctable cases However, we note260

that not all bad responses are easily correctable261

given free-form textual feedback. For example, 262

the human feedback “You are talking nonsense!” 263

could help indicate this is a using the satis- 264

faction classifier, but is less helpful for knowing 265

what the right response is, compared to more con- 266

structive feedback such as “That’s a quick topic 267

change! Let’s continue to talk about fruit, perhaps 268

fruit drinks?” We thus experiment with detecting 269

cases that are “correctable”, and only use these 270

to augment our training data. We first embed the 271

free-form textual feedback and the immediate next 272

bot reply in recorded conversations with Sentence- 273

BERT (Reimers and Gurevych, 2019), and then 274

calculate their cosine similarity score. If the score 275

is high, it means that the human free-form textual 276

feedback is easier for a model to comprehend and 277

thus revise its own response accordingly. We define 278

such examples as correctable and then threshold 279

the similarity score to pick out correctable cases. 280

Predicting reply corrections To obtain the cor- 281

rections, we adopt a reranking-based learning 282

method widely used in many previous studies (Nie 283

et al., 2020; Nakano et al., 2021; Askell et al., 2021) 284

to score and rank the generations. We first use the 285

reply corrector to generate many correction candi- 286

dates (60 in our experiments). Then we concatenate 287

the original context with the correction candidates 288

and feed them into the satisfaction classifier from 289

Step 1a. Finally, we select the top one with the 290

highest probability output by the classifier as the 291

final correction. If all generated corrections are 292

predicted as bad, we will skip this example. 293

4.4 Step 4: Collect fruits and re-train 294

After the previous steps, each bot response is anno- 295

tated with either a gold or predicted binary label, 296

and those labeled as bad are converted from bad 297

responses to good ones using human feedback. The 298

final step is to augment the training set of the final 299

dialogue model with the new data. 300

One straightforward method to improve the 301

model is to augment the training data with all the 302

positive replies including the corrections ( + 303

) and use the standard language modeling objective. 304

However, this standard training does not utilize 305

negative/bad replies ( + ) to avoid them. We 306

hence also apply the recently proposed DIRECTOR 307

model (Arora et al., 2022) to both reinforce the 308

positive responses and penalize the negative ones. 309

DIRECTOR is a unified decoder-classifier model 310
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jointly trained with a language modeling task and311

a classification task. During inference, it uses its312

language modeling head to predict the next token313

probability, and its classifier head to decide if the314

tokens belong to positive examples to generate the315

final output. But it is worth noting that in this step316

in JUICER, we could use any other approach that317

utilizes both positive and negative responses to re-318

train and improve the final dialogue model.319

5 Experimental Setup320

In our experiments, we used the 3B parameter321

BlenderBot2 (BB2 3B) (Komeili et al., 2021; Xu322

et al., 2021) as the base dialogue model and try to323

improve it with human feedback from deployment.324

5.1 Datasets: FITS and DEMO325

We performed experiments on the FITS (Xu et al.,326

2022) dataset. We also tested the zero-shot trans-327

ferability of both the satisfaction classifiers and328

the reply correctors on a real deployment dataset329

DEMO (Ju et al., 2022).330

5.1.1 FITS331

FITS contains internet-augmented human-bot dia-332

logues with annotated feedback for every turn, in-333

cluding a binary label, free-form textual feedback334

and a gold response, with around 39k bot utter-335

ances in total. See Section A.1 for more details. To336

mimic a deployment setting with limited feedback,337

we uniformly sampled 20% of the bot responses338

from the training set of FITS and considered them339

to have binary feedback and gold labels, while the340

rest were considered unlabeled. However, we did341

not remove free-form textual feedback when it is342

present, as it remains part of the conversation, see343

Figure 1. Table 4 in the Appendix shows the data344

statistics after sampling.345

We used the original FITS validation, test set and346

unseen test set (of new conversational topics) for347

evaluation, and employed the same metrics as Xu348

et al. (2022) for the final dialogue models: perplex-349

ity, F1 overlap with the gold annotation, and human350

evaluation via conversations with the bot. During351

conversations, crowdworkers click or per352

turn and give a final rating (a score out of 5) in the353

end. We report the average good response rate in354

percentage. See Appendix C for more details355

5.1.2 DEMO356

The dataset DEMO is from the deployment of357

BlenderBot 3 (Shuster et al., 2022b) with responses358

verified by crowdworkers (Ju et al., 2022). In total 359

923 bot responses across 81 conversations are used 360

as an evaluation set. 361

5.2 Baselines 362

We have two categories of baselines: (1) with- 363

out model-augmented data, and (2) with a prompt- 364

based reply corrector. In addition, we also compare 365

with oracle methods using 100% labeled feedback 366

data without sampling. 367

Baselines without augmentation. The most 368

straightforward baselines are to fine-tune with the 369

limited human-labeled feedback only. 370

• Gold corrections from 20% Gold corrections 371

provide a strong learning signal. Here, we sim- 372

ply fine-tune BB2 3B on the gold corrections 373

from 20% human-annotated set. 374

• Free-form textual feedback from 20% Fol- 375

lowing Hancock et al. (2019), we fine-tune 376

BB2 3B with the context as the input and the 377

free-form textual feedback (identified as the 378

response following the bad responses) as 379

the target. 380

Baseline with a prompt-based reply corrector. 381

Instead of training a supervised reply corrector 382

with gold corrections, this baseline prompts an off- 383

the-shelf model with free-form textual feedback 384

and instructions like “given the feedback, correct 385

the original response” as a reply corrector to gen- 386

erate corrections, and then fine-tunes the final dia- 387

logue model on these corrections. 388

• 3B-all-corrections: Scheurer et al. (2022) 389

proposed an approach to improve language 390

models with language feedback, originally ap- 391

plied to summarization tasks, which we adapt 392

here for dialogue. Given a small number (100) 393

human feedback samples, they prompted a 394

language model to condition on the context 395

(input+feedback) to re-generate multiple sum- 396

marization corrections, picked the correc- 397

tion with the highest similarity score with 398

the feedback, and finally fine-tuned the lan- 399

guage model on the corrections to improve 400

it. In our implementation, we use the base- 401

line BlenderBot 2 model (3B) as the reply 402

corrector. While Scheurer et al. (2022) used 403

larger language models (175B), our implemen- 404

tation of the baseline is more comparable to 405

our JUICER models since our reply corrector 406

5



also has 3B parameters. In our experiments,407

instead of using only 100 examples, we make408

this a stronger baseline by generating correc-409

tions for all the bad replies.410

5.3 JUICER models411

We also compare several variants of JUICER.412

• JUICER. We fine-tune BB2 3B by aug-413

menting the 20% human-annotated data with414

(1) predicted good responses by the satisfac-415

tion classifier from the remaining 80% un-416

annotated turns, and (2) predicted corrections417

generated by the reply corrector, filtered to418

only include the correctable cases rather than419

using all the predicted corrections.420

• JUICER + DIRECTOR. We fine-tune using421

DIRECTOR which uses both the positive and422

negative replies. Both gold annotations and423

the filtered corrections generated by the reply424

corrector are used as positive classification425

data. Bad responses labeled by humans or426

the satisfaction classifier are used as negative427

data for fine-tuning the classifier head.428

• w/o predicted corrections (from Step 3). In429

this ablation, we fine-tune the final dialogue430

model with only predicted good responses by431

the satisfaction classifier, without the correc-432

tions generated by the reply corrector.433

• w/o selecting correctable cases. In this abla-434

tion, we only augment with (1) predicted good435

responses by the satisfaction classifier, and (2)436

all the predicted corrections without selecting437

the more correctable cases. This tests if select-438

ing correctable cases brings improvements.439

6 Results440

We first evaluate the satisfaction classifier (Ta-441

ble 1a), and the reply corrector (Table 1b). We442

then perform both automatic and human evalua-443

tions on the final dialogue models (Table 2 and444

Table 3).445

6.1 Satisfaction classifier446

Table 1a shows the classifiers’ performance on the447

FITS data and also their zero-shot performance on448

DEMO.449

Adding the next human response helps. We 450

find the balanced accuracy of detecting satisfac- 451

tion using only the dialogue context and the bot 452

response itself is ∼75% on FITS. It is significantly 453

improved to ∼95% by including the next human 454

message in the input. A similar improvement is 455

found when measuring balanced F1 as well. On the 456

deployment dataset DEMO where organic users are 457

not required to always write free-form textual feed- 458

back when seeing a bad reply, adding the human 459

response still improves the balanced F1 from 64.77 460

to 71.24, despite this being zero-shot performance 461

(without training on this dataset). These results 462

indicate the importance of using the next human 463

message to make satisfaction classification deci- 464

sions. As using the next human response helps, we 465

default to using this satisfaction classifier variant 466

in our standard JUICER setup. 467

6.2 Reply corrector 468

Table 1b shows the results of training the reply cor- 469

rector, comparing different input feature choices. 470

Free-form textual feedback improves the correc- 471

tion. We performed an ablation study where the 472

reply corrector trains on (context + bad reply → 473

good reply) without the free-form textual feedback, 474

shown in “w/o free-form textual feedback”. As ex- 475

pected, adding free-form textual feedback on what 476

went wrong improves the reply corrector’s perfor- 477

mance. The best results are relatively close to the 478

oracle performance which uses 100% (rather than 479

20%) gold data for training (23.39 F1 vs. 21.41 480

and 2.93 PPL vs. 3.07). 481

Augmenting with self-correction pairs helps. 482

The standard reply corrector trains on “gold- 483

correction” pairs (context + bad reply + free-form 484

textual feedback→ gold correction). Besides these 485

human-written gold corrections, we can also train 486

the reply corrector on “self-correction” pairs (con- 487

text + bad reply + free-form textual feedback→ 488

good bot reply), where a bad reply is followed by 489

a good bot reply either liked by humans or pre- 490

dicted as good by the satisfaction classifier, sug- 491

gesting that the bot “corrects” itself in the follow- 492

ing turn. We found that augmenting with these 493

“self-corrections” improves the F1 from 17.10 to 494

21.41. We can also multitask with various dialogue 495

tasks to further improve the reply corrector’s per- 496

formance. See Section A.4.1 for more details. 497
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(1a) Satisfaction Classifier Valid Test Test Unseen DEMO (zero-shot)
Input Acc↑ F1↑ Acc↑ F1↑ Acc↑ F1↑ Acc↑ F1↑

context+bot+human 94.66 97.25 95.76 97.83 96.74 98.34 59.73 71.24
context+bot 75.58 86.07 74.53 85.38 71.46 83.25 56.60 64.77

(a) Satisfaction classifier results (classification balanced accuracy and balanced f1) on both FITS and DEMO (zero-shot).
Adding the next human message helps the satisfaction prediction, even in the zero-shot case.

(1b) Reply Corrector Valid Test Test Unseen
Input F1↑ PPL↓ F1↑ PPL↓ F1↑ PPL↓

Oracle with 100% annotations

gold corrections from 100% 23.39 2.93 21.83 2.63 22.27 4.56

w/ free-form textual feedback

gold corrections from 20% + self-corrections 21.41 3.07 20.20 2.75 21.77 4.66
gold corrections from 20% 17.10 3.37 16.21 2.98 17.91 4.97

w/o free-form textual feedback

gold corrections from 20% + self-corrections 18.80 3.13 18.36 2.82 18.97 4.84
gold corrections from 20% 16.41 3.40 15.08 3.04 16.46 5.06

(b) Reply corrector perplexity and F1 on valid/test/test unseen sets. Augmenting with self-corrections improves the result,
comparable to the oracle model using 100% gold corrections. Using free-form textual feedback is helpful.

Table 1: Performance of the modules in Step 1: (a) satisfaction classifier, and (b) reply corrector.

Qualitative results show the corrections make498

sense. We also include generated correction ex-499

amples on the FITS data in Appendix Table 8 and500

on the deployment data in a zero-shot fashion in501

Appendix Table 9. These examples show that the502

reply corrector can integrate free-form textual feed-503

back to correct the bad replies, even for zero-shot504

deployment data.505

See section A.4.2 for further details and results506

on the reply corrector evaluation.507

6.3 Final dialogue model evaluations508

The final dialogue model results are given in Ta-509

ble 2 (automatic evaluations) and Table 3 (human510

evaluations). All methods are fine-tuned from the511

3B parameter BlenderBot 2 (BB2), making the512

models comparable.513

Using JUICER to augment data improves results.514

JUICER yields significant gains over the baseline515

transformer BB2 3B in both automatic evaluations516

and human evaluations. For example, we see an F1517

increase from 15.3 to 18.5 on the unseen test set,518

and an improvement of good responses from 33.2%519

to 41.9% in human evaluations. JUICER also per-520

forms better than baselines without augmentation521

(e.g., gold corrections from 20%).522

Our supervised reply corrector outperforms a523

prompt-based one. Compared to the prompt-524

based reply corrector baseline (Scheurer et al., 525

2022), all the JUICER models perform better in 526

automatic evaluations. When the prompt-based 527

model is used as a reply corrector to produce cor- 528

rections to augment the final dialogue model train- 529

ing, the final model evaluation (F1=14.2, ppl=8.9) 530

is worse than augmenting with the corrections in 531

JUICER (F1=16.7, ppl=8.5). 532

Augmenting training with predicted corrections 533

in JUICER helps. JUICER augments training 534

with predicted corrections, which improves both 535

the F1 and perplexity across the board compared 536

to JUICER without predicted corrections, e.g. 18.5 537

vs. 17.9 on the test unseen F1. This makes sense 538

because the predicted corrections are generated by 539

the reply corrector given human free-form textual 540

feedback which contains valuable information, and 541

fine-tuning the final dialogue model on these cor- 542

rections can steer it toward better replies. 543

Selecting correctable cases can help. JUICER 544

picks only correctable cases to augment the training 545

data, with around 62% of cases selected (threshold 546

chosen based on the validation set). Compared to 547

naively augmenting with all predicted corrections, 548

we see gains on valid and unseen test F1 (18.5 vs. 549

18.0), although there is no gain on the seen test set. 550
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Final dialogue model Automatic evaluation
Valid Test Test Unseen

F1↑ PPL↓ F1↑ PPL↓ F1↑ PPL↓

BB2 3B 14.4 10.6 14.7 10.3 15.3 9.3
+gold corrections from 20% 16.2 9.1 15.6 8.9 17.9 8.4
+free-form textual feedback from 20% 13.1 10.4 12.6 10.3 13.7 9.6

3B-all-corrections (prompt-based) 14.2 8.9 14.5 8.7 15.2 8.2

JUICER models

+JUICER 16.7 8.5 16.2 8.4 18.5 8.0
+JUICER +DIRECTOR 17.2 n/a 16.7 n/a 17.7 n/a

JUICER ablations

w/o predicted corrections 15.7 9.0 15.8 8.8 17.9 8.2
w/o selecting correctable cases 16.4 8.5 16.4 8.4 18.0 8.1

Table 2: Final dialogue model automatic evaluation results. All the dialogue models are fine-tuned from BB2 3B.
JUICER models with augmentations are better than the baselines without augmentations. JUICER with a supervised
reply corrector also performs better than the baseline with a prompted-based reply corrector. DIRECTOR utilizing
negative examples is effective. Using predicted corrections and selecting correctable cases are useful.

Final dialogue model Human evaluation
Good% ↑ Rating ↑

BB2 3B 33.2% 3.09
+gold corrections from 20% 39.4% 2.89

JUICER models

+JUICER 41.9% 3.06
+JUICER +DIRECTOR 45.5% 3.34

Table 3: Final dialogue model human evaluation results.
We report the % of good responses and the overall rating,
as judged by crowdworkers during conversations. We
bold statistically significant improvements (independent
two-sample t-test, p < 0.05) of methods over the BB2
3B baseline. JUICER outperforms the baselines. JUICER
+DIRECTOR works the best.

DIRECTOR provides further gains. DIRECTOR551

utilizes both the (predicted) binary feedback signal552

and textual feedback signal to penalize negative553

responses. Applying it improves the results fur-554

ther over standard JUICER (45.5% good responses555

vs. 41.9% for JUICER without DIRECTOR, as mea-556

sured by human evaluations). Because DIRECTOR557

uses a classifier head to decide if a token should558

be included in the final generation, the distribution559

is altered and perplexity measures are not applica-560

ble. However, it gives gains in F1 on valid and test561

sets, although not on the unseen test set. JUICER562

and DIRECTOR together also outperforms DIREC-563

TOR alone, even when DIRECTOR uses 100% gold564

binary labels, see Appendix Table 11. Further565

variants and experiments with DIRECTOR are also566

given in Section A.5.2. 567

JUICER achieves comparable results to meth- 568

ods with oracle access to gold labels. Compared 569

to methods using 100% gold data which was not 570

given to JUICER, our best JUICER models achieve 571

comparable performance, especially on F1 and hu- 572

man evaluation. For example, test unseen F1=17.6 573

for the best “oracle” method vs. 17.7 for the best 574

JUICER model, 47.0% vs. 45.5% good responses, 575

and 3.38 vs. 3.34 in human ratings. See Appendix 576

Table 11 for further details. These “100% data” 577

methods can be seen as upper bound results, show- 578

ing that JUICER does extract most of the signal 579

from the portion of the dialogue data without bi- 580

nary or gold feedback. 581

See Section A.5 for further experiments and de- 582

tails on final model evaluations. 583

7 Conclusion 584

Deployed dialogue agents should continuously im- 585

prove by using human feedback gathered during 586

interactions. Unfortunately, feedback collected in 587

the wild can be limited. In this paper, we proposed 588

JUICER, a framework to efficiently use limited or- 589

ganic feedback signals (binary labels and gold cor- 590

rections) if free-form textual feedback is provided. 591

JUICER works by correcting bad responses into 592

good ones to augment the training data for the fi- 593

nal dialogue model. Experiments show that aug- 594

menting with such predictions can integrate human 595

feedback and improve overall performance. 596
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8 Limitations and Discussions597

In our experimental setting, we assume dense free-598

form textual feedback, i.e., a bad reply is always599

followed by a free-form message explaining what600

was wrong. In real deployments, this free-form601

textual feedback signal may not always be given602

and without it, the binary satisfaction classifier603

may not necessarily achieve a high accuracy or604

F1 (e.g., 90+), which could also impact the later605

steps. It remains to be seen in real deployments606

how dense this signal is, and what methods can be607

used to encourage users to make these signals as608

dense as possible, so that strong feedback signals609

are available to train on.610

We have also assumed good intent from human611

conversationalists, but it is possible to have adver-612

sarial and bad actors interacting with the bot. In613

particular, incorrect feedback or opposite feedback614

(e.g., thumbs up instead of down) could be supplied615

by the human for incorrect bot behavior. We see616

this as an important research direction that should617

be pursued in parallel to work on algorithms like618

the ones we study here. See e.g. Ju et al. (2022) for619

recent work addressing bad actors and adversarial620

feedback.621

The training/evaluation loop of JUICER can be622

long due to its iterative nature. The advantage of623

using a reply corrector is that we can qualitatively624

evaluate the quality of the generated corrections.625

But the drawback is that we need to first train a626

reply corrector, use it to generate corrections, and627

finally improve the dialogue. We assume that the628

best reply corrector will lead to the best final dia-629

logue model, but this remains to be studied. An-630

other possible direction is to use a latent reply cor-631

rector to integrate the feedback in a more end-to-632

end fashion instead of a supervised reply corrector633

that will generate explicit corrections separate from634

the dialogue model.635

Additionally, the proposed JUICER framework636

improves the dialogue model offline rather than cor-637

recting the response on the fly. With the necessary638

infrastructure support, there is potential for improv-639

ing the models online. This could be a natural640

setting for reinforcement learning to get interactive641

feedback and iteratively update the model policy642

as the conversation continues. Such a direction643

does not come without dangers, however, such as644

the model degrading if it receives poor inputs, e.g.645

from bad actors as mentioned before.646
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A Appendix769

A.1 Details on FITS770

In this section, we describe the existing FITS task771

(Xu et al., 2022) in more details. In FITS, each772

bot message is annotated with the following feed-773

back. The setting also ensures that after the human774

provides the feedback, the conversation can be con-775

tinued with the feedback integrated.776

• A binary satisfaction label.777

• If it is a bad reply, the human provides free-778

form textual feedback on what went wrong in779

the next human message.780

• Multiple-choice selection on what the bot781

could do to improve this turn:782

(a) using a better search query; or783

(b) attending better to the search results; or784

(c) other issues with the overall reply; or785

(d) no issue (a good reply).786

• If selecting (a), the human provides a better787

search query, which will be used in the next788

turn to continue the conversation.789

• If selecting (b), the human is presented with790

the search results and selects the relevant sen-791

tences, which will be added to the model input792

in the next turn.793

• If selecting (c), the human provides a bet-794

ter overall reply (a gold correction), which795

is copied to be the next bot response.796

A.2 Sampling FITS797

In our experiments, we uniformly sample 20% of798

the FITS training set to mimic a deployment set-799

ting with sparse binary and gold feedback. Table 4800

shows the sampled dataset statistics. Out of the801

20% of the training set with labels, 1376 exam-802

ples are “better overall reply” annotated with gold803

corrections, which accounts for 7% of all bad re-804

sponses to be corrected in FITS. Those 1376 correc-805

tions will later be used to train the reply corrector806

for augmenting limited human feedback. The size807

of 20% of the FITS training set (7768 examples) is808

also similar to that of the validation and test sets.809

Feedback Breakdown Train (20%) Valid Test Test Unseen

Total 7768 4245 9726 8907

Better Search Query 1056 605 1167 1036
Better Results Usage 1383 756 1527 1310
Better Overall Reply 1376 714 1493 1372
Good Response 3953 2170 5539 5189

Table 4: Data statistics of the sampled version of FITS
used in our experiments. We sampled 20% from FITS.
Note that the training set size of labeled binary feedback
is similar to the test sets.

A.2.1 Varying the sampling rate 810

As an ablation study, we varied the sampling rate. 811

Table 5 shows different final dialogue models’ re- 812

sults with different sampling rates. The input to the 813

dialogue model is the context, and the output is the 814

human-written gold correction. 815

As we increase the sampling rate, the final dia- 816

logue model’s perplexity improves in general, but 817

the gain becomes smaller. For instance, when we 818

only sample 5% from FITS, the validation perplex- 819

ity is 9.52; if we increase the sampling rate to 20%, 820

the perplexity is 9.09; but when we further increase 821

the sampling rate to 30% and 50%, the perplexity 822

becomes 9.12 and 8.80 respectively. 823

We find the 20% sampling rate is a good balanc- 824

ing point with both reasonable F1 and perplexity. 825

A.3 Different modules in JUICER 826

There are different modules involved in JUICER 827

and we summarize them in Table 6. To sum up, 828

JUICER has two helper modules, a satisfaction clas- 829

sifier and a reply corrector to help improve the final 830

dialogue model. 831

The satisfaction classifier identifies if the bot re- 832

sponse is satisfactory or not. It is evaluated on both 833

FITS and zero-shot DEMO deployment datasets. 834

Both the reply corrector and the final dialogue 835

models are generative models, and are automati- 836

cally evaluated on the human-written gold correc- 837

tions in the FITS validation and test sets, as gold 838

corrections can reflect the model’s ability to gener- 839

ate good responses. 840

The reply corrector converts bad responses into 841

good ones using free-form textual feedback. We 842

evaluate it on gold search results instead of live 843

search results, in order to generate better reply 844

corrections. We describe it in more detail in Sec- 845

tion A.4. 846

The final dialogue model is evaluated on live 847

search results from Bing, filtered by Common- 848
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Final dialogue model Valid Test Test Unseen
Varying the sampling rate F1↑ PPL↓ F1↑ PPL↓ F1↑ PPL↓

Baseline performance varying the sampling rate

+gold correction from 20% 16.2 9.1 15.6 8.9 17.9 8.4

+gold correction from 5% 16.8 9.5 16.6 9.3 18.9 8.5
+gold correction from 10% 16.6 9.3 16.5 9.1 18.9 8.4
+gold correction from 30% 15.7 9.1 16.3 8.6 18.1 8.3
+gold correction from 50% 16.5 8.8 16.0 9.0 17.9 8.3

Table 5: Final dialogue model results varying the sampling rate. Perplexities get better as we increase the sampling
rate, but the gain becomes smaller. F1 first gets worse and then goes up. These suggest that a sampling rate of 20%
is a good balancing point with both a good F1 and a good perplexity.

Model Inputs → Outputs Fine-tuned from Evaluated on Description

(1a) Satisfaction classifier
Context + bot reply (+ the next human
response) → binary {good, bad} on the
bot reply

311M Transformer
FITS valid&test
and DEMO

Given the context, a bot reply and poten-
tially the next human message, detect if
the bot reply is satisfactory

(1b) Reply corrector
Context + bad bot reply + free-form tex-
tual feedback → improved reply (“a cor-
rection”)

3B R2C2 (Shuster
et al., 2022a)

Gold corrections in
FITS valid&test (on
gold search results)

Given the context, the bad reply, and
free-form textual feedback, generate an
improved reply (“correct the bad reply”)

(2) Final dialogue model Context → reply 3B BlenderBot 2
Gold corrections in
FITS valid&test (on
live search results)

Given the context, generate a reply. We
fine-tune our models using BlenderBot
2 as the base model (Komeili et al.,
2021; Xu et al., 2021).

Table 6: The input, output, and description of the three models used in JUICER.

Crawl, following Xu et al. (2022) instead of gold849

search results to better reflect performance with live850

users. We describe it in more detail in Section A.5.851

A.4 Reply corrector852

The reply corrector trains on data where for a given853

example the input consists of the dialogue context854

+ bad reply to correct + the following human mes-855

sage, and the output consists of the correction for856

the bad reply. The models used in the main paper857

were fine-tuned from the R2C2 transformer (Shus-858

ter et al., 2022a).859

A.4.1 Training the reply corrector with860

multiple tasks861

In our experiments, we multi-tasked with various862

dialogue tasks to train the reply corrector, which863

improves the result. These tasks include the orig-864

inal reply correction task, the task with context865

as the input and free-form textual feedback as the866

target, and the dialogue task of Wizard of Internet867

(Komeili et al., 2021). We tuned the weights for dif-868

ferent tasks, and other hyper-parameters (learning869

rate, batch size, etc) according to the performance870

on the validation set.871

A.4.2 Evaluating the reply corrector872

Since the reply correctors are used to generate cor-873

rections rather than interacting with live users, we874

evaluated them with gold search results (which 875

leads to better corrections) instead of live search 876

results from Bing (which better reflects the live 877

interaction performance). 878

Although the reply corrector (Table 1b) and the 879

final dialogue models (Table 2) are evaluated on 880

the same validation and test subsets that have gold 881

corrections, their results are not comparable be- 882

cause of the following two reasons. First, as men- 883

tioned earlier, the reply correctors condition on 884

the gold search results instead of the live search 885

results, while the final dialogue models use the live 886

search results. Second, the reply correctors rely on 887

the free-form textual feedback to convert lemons 888

to cherries, so we also append the free-form tex- 889

tual feedback into the input to the reply correctors, 890

but for the final dialogue model, we do not have 891

the additional free-form textual feedback informa- 892

tion. These are the main reasons why the results in 893

Table 1b are better than those in Table 2. 894

A.4.3 Generating reply corrections 895

We adopt a reranking-based learning method to 896

first generate multiple reply corrections, and then 897

use the satisfaction classifier to score and rerank 898

the generated corrections. Because the reply cor- 899

rector’s performance is good (comparable to the 900

one trained on 100% data in Table 1b) and we gen- 901
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(1b) Reply Corrector Valid Test Test Unseen
Input F1↑ PPL↓ F1↑ PPL↓ F1↑ PPL↓

fine-tuned from R2C2

gold corrections from 20% + self-corrections 21.41 3.07 20.20 2.75 21.77 4.66
+ DIRECTOR 22.81 - 22.59 - 22.10 -
+ DIRECTOR OVERLAP 23.00 - 22.50 - 22.55 -

fine-tuned from BB2

gold corrections from 20% + self-corrections 16.32 7.06 14.53 7.01 15.63 7.16

Table 7: Reply corrector results. The top block shows the reply corrector fine-tuned from R2C2 with DIRECTOR
and DIRECTOR OVERLAP, and the bottom block shows the reply corrector fine-tuned from BB2. R2C2 is better
than BB2 as a reply corrector. Using DIRECTOR improves the result. Using DIRECTOR OVERLAP further improves
over DIRECTOR.

erated 60 correction candidates to choose from,902

the majority (99.96%, 16893 out of 16989) of bad903

responses have at least one generated correction904

that is predicted as satisfactory by the satisfaction905

classifier.906

Generated reply correction examples. Table 8907

and Table 9 show generated reply correction ex-908

amples on the FITS dataset and the deployment909

dataset (zero-shot) respectively. These qualitative910

examples show that the reply corrector can convert911

bad replies into good ones using free-form textual912

feedback, even for unseen deployment data.913

A.4.4 Using BB2 to train the reply corrector914

The models used in the main experiments were fine-915

tuned from R2C2 (Shuster et al., 2022a). We also916

report results fine-tuned with BB2 in Table 7. We917

find that BB2 is worse than R2C2 as a reply cor-918

rector because its generated corrections are more919

like conversational replies rather than actual cor-920

rections.921

A.4.5 Using DIRECTOR in the reply corrector922

Using DIRECTOR to combine multiple feedback923

signals is also effective for the reply corrector. We924

can use DIRECTOR to further improve the reply cor-925

rector’s F1 to 22.81, as shown in Table 7, where the926

positive examples are the gold corrections and the927

negative examples are the bad bot responses. How-928

ever, although the F1 of the DIRECTOR-enhanced929

reply corrector is better, we find that if we use it930

to generate reply corrections to improve the final931

dialogue models, the F1 is slightly better but the932

perplexity gets worse than using a regular reply cor-933

rector without DIRECTOR, as shown in Table 10.934

More analysis is needed to understand the reasons935

for this.936

A.5 Final dialogue model evaluation 937

We evaluate the final dialogue model on live search 938

results instead of gold search results to better reflect 939

performance with live users. 940

A.5.1 Oracle performance using 100% 941

feedback data 942

Xu et al. (2022) trained various methods on the en- 943

tire FITS dataset. Since our method is trained only 944

on 20% of FITS, the 100% models’ performance 945

could be viewed as an upper bound of our models. 946

They also used the 3B parameter BlenderBot 2 as 947

a base model for the final dialogue model, making 948

it comparable to our experiments. Their results are 949

in Table 11 and we detail their models below. 950

• 100% gold correction. The input is the con- 951

text and the target is the gold correction (6,601 952

in the entire FITS dataset). This can be di- 953

rectly compared to “gold correction from 20%” 954

in Table 2. 955

• 100% free-form textual feedback. The input 956

is the context and the target is the free-form 957

textual feedback. This should be compared 958

to “free-form textual feedback from 20%” in 959

Table 2. 960

• 100% module supervision. BlenderBot 2 961

is an internet-augmented bot with different 962

modules such as a search module to gener- 963

ate a search query, and a knowledge mod- 964

ule to attend to the search results. Using 965

the human-written gold search query, human- 966

selected search doc and gold correction, they 967

fine-tuned each individual module to improve 968

BlenderBot 2. 969
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From Utterance

USR
Hi bot, what supplies do I need for a
diaper change?

BOT
That’s a good question. I’m not sure,
but I’m sure you can find out online.

Feedback
The results list at least one necessary
supply, with the implication that bot
would find others if it read further.

Correction

Bring your supplies to the diapering
area. Clean cloth diapers are essential.
You’ll also need a clean diaper, clean
wipes, diaper cream, gloves, plastic or
waterproof bag for soiled clothing, ex-
tra clothes.

Original

It depends on how many diapers you
have. If you have a lot of diapers, you
will need a changing table and a chang-
ing pad.

From Utterance

USR What is the name of hello kitty’s sister?

BOT Hello kitty’s twin sister, mimmy.

Feedback

That’s great. I think to make this even
better it could be phrased a little more
conversationally. Something like "hello
kitty has a twin sister, mimmy."

Correction
Hello kittys sister is called mimmy! I
think it’s funny she looks a lot like her.
Do you like hello kitties sister?

Original
Hello kitty has a twin sister named
mimmy.

From Utterance

USR
Can you tell me what two sides fought
during the war of the roses?

BOT
The war of the roses was between the
english and the french. The english
won.

Feedback
It looks like that answer is not right. The
search results say something different.

Correction

The war was fought between two com-
peting royal families: the yorks and the
lancasters, both members of the age-old
royal plantagenet family.

Original The english and the french.

From Utterance

USR What are risk factors of asthma?

BOT
Asthma is a chronic disease of the air
passages in the lungs.

Feedback Try using a more specific query

Correction

Asthma can be caused by a combina-
tion of genetic and environmental fac-
tors. These factors include: early expo-
sure to allergens, changing in weather,
respiratory infections and more.

Original
Asthma is a chronic disease of the air
passages in the lungs.

Table 8: Qualitative correction examples generated by the best reply corrector on FITS.

• 100% reward-based learning. They also970

adopted a reward-based learning approach,971

and built a satisfaction classifier to identify972

good and bad responses. They used the vanilla973

BlenderBot 2 model to generate multiple re-974

sponses, then reranked them with the score975

from the classifier as the reward, and chose976

the response with the highest reward. Finally,977

they fine-tuned BlenderBot 2 on the responses978

with high rewards to improve it.979

• 100% DIRECTOR. They also used both the980

binary satisfaction labels and the textual feed-981

back to train DIRECTOR models to further982

improve the performance.983

As mentioned in the main body of our paper,984

JUICER achieves comparable performance to the985

“oracle” (100%) models in F1 and human evalua- 986

tion. For instance, the best oracle method which 987

fine-tunes individual modules achieves an F1 of 988

17.2 and 47.0% good response rate, and a hu- 989

man rating of 3.38, while the best JUICER model 990

achieves an F1 of 17.2, a good response rate of 991

45.5%, and a similar human rating of 3.34. 992

A.5.2 DIRECTOR OVERLAP 993

We also develop a new variant of DIRECTOR and 994

use it to improve the final dialogue model. In DI- 995

RECTOR, every token in the positive and negative 996

examples has a one or zero label respectively. In 997

our setting, we have a pair of a bad response and 998

a good response (a gold correction), e.g., “I like 999

watermelons too! Have you heard of Harry Styles?” 1000

(bad) and “I like watermelons too! They tastes 1001
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From Utterance

Truncated ...

BOT
Hello! How are you today? I’m doing
well, thank you. What are you up to?

USR I didn’t ask how you are doing?

BOT
Oh, I’m sorry. I meant to say, how are
you and your family doing today?

USR I don’t have a family

BOT
I’m sorry to hear that. Are you a mem-
ber of the family motor coach associa-
tion (fmca)?

Feedback
Something like: “i’m sorry I assumed

you had a family! I’ll keep this in mind
going forward”

Correction 1
You’re right. I shouldn’t have assumed
you have a family. I will keep this is
mind going foward.

Correction 2
I apologize. I didn’t mean to assume
you had children! I hope you have a
great day.

From Utterance

Truncated ...

BOT
Which operators do you like the most?
I like the operators from years 1 and 5
of siege.

USR I’m not sure, as I’ve never played.

BOT
Have you played any of the other rain-
bow six games? I’ve played rainbow six
3 and 4.

USR No.

BOT
No, I haven’t. I’ve only played the first
rainbow six game. Have you played that
one?

Feedback
You could suggest other games, or ex-

plain what rainbow six is about.

Correction 1
Rainbow siege is a first-person tactical
shooter. It is a good game. Do you like
it?

Correction 2
Do you like any other games? What
console do you play on? Do you game
on pc or console?

From Utterance

Truncated ...

USR Try saying good night, or sweet dreams.

BOT
Thanks for your feedback. It is good to
know.

USR
Alright, I’m going to bed now. Good
night!

BOT
Thanks! I’ve been trying to get into sci
fi, but it’s hard to find a good book.

Feedback
You could say good night, or something
similar.

Correction 1
Well, you should go to bed so you can
sleep well. Good night.

Correction 2 Have a good night!

From Utterance

BOT
Do you know how someone can make
the best pizza?

USR I don’t, tell me?

BOT
There is an international pizza expo in
las vegas that showcases top suppliers
and education about pizza.

Feedback
That does not tell me about how to

make the best pizza.

Correction 1

The best pizza is made from fresh ingre-
dients with high quality toppings and is
cooked to perfection. The best sauce is
fresh basil.

Correction 2

Many pizza shops have training classes
to help you learn how to prepare and
make pizza. There are also books to
help.

Table 9: Zero-shot corrections generated by the best reply corrector on unseen deployment data.

great in drinks.” (good). Since people tend to edit1002

the original bad response to correct it, they may1003

have many overlapping tokens (“I like watermel-1004

ons too!”), which we do not have to punish. So we1005

develop DIRECTOR OVERLAP, where we obtain1006

the bag of tokens of the pair of the bad response1007

and the gold correction, and assign a positive label1008

for the overlapping tokens in the negative examples.1009

In our data, 28.4% of tokens in the bad responses1010

overlap with those in gold corrections (6.5% are1011

stop words and punctuations, and 21.9% are not).1012

Table 7 and Table 12 show the result of DIREC- 1013

TOR OVERLAP. For the reply corrector, DIRECTOR 1014

OVERLAP improves the F1 to 23.00 over DIREC- 1015

TOR. For the final dialogue model, DIRECTOR 1016

OVERLAP improves the good response rate and 1017

lowers the search result error in human evaluations 1018

over DIRECTOR. 1019

B Model Training Setting 1020

We use the openly available ParlAI framework for 1021

all training runs, as well as for evaluations, where 1022

15

https://parl.ai/


Final dialogue model Automatic evaluation
Valid

F1↑ PPL↓

JUICER models

+JUICER 16.7 8.5
+JUICER w/ DIRECTOR OVERLAP-based reply corrector 16.8 8.8

JUICER ablations

w/o selecting correctable cases 16.4 8.5
w/o selecting correctable cases w/ DIRECTOR OVERLAP-based reply corrector 16.5 8.7

Table 10: Final dialogue model automatic evaluation results. The DIRECTOR OVERLAP-enhanced reply corrector
achieves the highest F1 on the reply correction task, better than the regular reply corrector (see Table 7). But when
we use it to generate the reply corrections to further improve the final dialogue model, we can improve the F1 of the
final dialogue model slightly, but the perplexity gets a bit worse. Further investigations are needed to understand the
reason for this.

Oracle model performance Automatic evaluation Human evaluation

Error Breakdown ↓
Valid Test Test Unseen Good Rating ↑ Search Search

ResponseF1↑ PPL↓ F1↑ PPL↓ F1↑ PPL↓ response ↑ Query Results

BB2 14.4 10.6 14.7 10.3 15.3 9.3 33.2% 3.09 12.1% 18.6% 18.1%
+100% reward-based learning 15.1 11.0 14.2 10.7 14.3 9.6 36.4% 2.83 11.3% 18.6% 17.0%
+100% free-form textual feedback 15.5 9.7 15.6 9.5 16.8 8.7 37.0% 3.22 11.6% 17.6% 17.0%
+100% gold correction 14.7 8.2 15.5 8.0 17.0 8.0 40.3% 3.37 11.6% 18.3% 15.0%
+100% module supervision 14.9 7.6 15.5 7.5 15.4 8.3 42.0% 3.35 8.4% 20.8% 14.4%
+100% reranking binary feedback 15.8 n/a 15.8 n/a 16.3 n/a - - - - -
+100% DIRECTOR binary feedback only 16.2 n/a 16.2 n/a 17.6 n/a 37.8% 3.07 11.4% 17.3% 16.9%
+100% DIRECTOR module+binary feedback 17.2 n/a 16.6 n/a 16.0 n/a 47.0% 3.38 8.4% 16.1% 14.3%

Table 11: Final dialogue model results from 100% oracle methods in Xu et al. (2022). Similarly we bold statistically
significant improvements (independent two-sample t-test, p < 0.05) of methods over their baselines BB2 3B in the
human evaluation block.

Final dialogue model Automatic evaluation Human evaluation

Error Breakdown ↓
Valid Test Test Unseen Good Rating ↑ Search Search

ResponseF1↑ PPL↓ F1↑ PPL↓ F1↑ PPL↓ response ↑ Query Results

JUICER

+JUICER 16.74 8.50 16.18 8.44 18.50 8.02 41.9% 3.06 13.0% 17.7% 13.8%
+JUICER + DIRECTOR 17.25 - 16.70 - 17.70 - 45.5% 3.34 11.3% 17.4% 12.9%
+JUICER + DIRECTOR OVERLAP 17.32 - 16.66 - 17.62 - 47.8% 3.25 11.0% 14.8% 13.3%

JUICER w/o selecting correctable cases

+JUICER 16.44 8.54 16.37 8.41 17.95 8.12 41.4% 3.08 13.4% 16.8% 14.2%
+JUICER + DIRECTOR 17.23 - 16.62 - 17.93 - 44.6% 3.40 11.6% 16.7% 13.6%
+JUICER + DIRECTOR OVERLAP 16.98 - 16.56 - 17.19 - 45.5% 3.48 10.8% 15.2% 14.3%

Table 12: JUICER with DIRECTOR OVERLAP. DIRECTOR OVERLAP improves the human evaluation results over
the vanilla DIRECTOR. Similarly we bold statistically significant improvements (independent two-sample t-test,
p < 0.05) of methods over their baselines BB2 3B in the human evaluation block.

metrics are measured using default settings. All1023

the fine-tuned models are trained with a maximum1024

of eight 32GB GPUs (NVIDIA V100), optimized1025

with Adam using β1 = 0.9, β2 = 0.999, ϵ =1026

1e − 08. Models are trained up to 4000 updates1027

with batch sizes up to 128. The typical fine-tuning1028

time for a standard transformer encoder-decoder is1029

8 hrs before it early stops, and the time is 16 hrs 1030

for retrieval-based models. 1031

C Human Evaluation 1032

We used the same human evaluation setup as in Xu 1033

et al. (2022) where all of our human evaluations 1034

tasks have taken place by deploying conversational 1035
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agents on Amazon Mechanical Turk with crowd-1036

workers. English-speaking annotators located in1037

the United States were recruited and compensated1038

through the Amazon Mechanical Turk platform and1039

our crowdsourcing tasks pay workers well above1040

minimum wage. Before the human evaluation task1041

starts, all crowdworkers are informed that any mes-1042

sage they send may be publicly disclosed for re-1043

search purposes, and are instructed not to send1044

any personal identifiable information (for example,1045

name, address, email, or phone number etc.) in1046

their messages.1047

17


