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Abstract

Recent LLMs like DEEPSEEK-R 1 have demon-
strated state-of-the-art performance by integrat-
ing deep thinking and complex reasoning dur-
ing generation. However, the internal mech-
anisms behind these reasoning processes re-
main unexplored. We observe reasoning LLMs
consistently use vocabulary associated with
human reasoning processes. We hypothesize
these words correspond to specific reasoning
moments within the models’ internal mech-
anisms. To test this hypothesis, we employ
Sparse Autoencoders (SAEs), a technique for
sparse decomposition of neural network acti-
vations into human-interpretable features. We
introduce ReasonScore, an automatic metric to
identify active SAE features during these rea-
soning moments. We perform manual and auto-
matic interpretation of the features detected by
our metric, and find those with activation pat-
terns matching uncertainty, exploratory think-
ing, and reflection. Through steering experi-
ments, we demonstrate that amplifying these
features increases performance on reasoning-
intensive benchmarks (4+13.4%) while produc-
ing longer reasoning traces (+20.5%). Using
the model diffing technique, we provide evi-
dence that these features are present only in
models with reasoning capabilities. Our work
provides the first step towards a mechanistic
understanding of reasoning in LLMs.!

1 Introduction

Large Language Models (LLMs) have achieved
remarkable success in natural language process-
ing (Brown et al., 2020), evolving beyond simple
token prediction tasks towards explicit reasoning
behaviors, such as step-by-step problem-solving
(Wei et al., 2022; Kojima et al., 2022; Wang et al.,
2022) and self-reflection (Madaan et al., 2023;
Shinn et al., 2023). Recently, specialized mod-
els which we denote as reasoning models, such

!Code available at https://anonymous.4open.
science/r/emnlp2025-code-anon-7E82

Problem: Convert the point (0,3) in rectangular
coordinates to polar coordinates. Enter your
answer in the form (r,0), where r > 0 and

0<6 < 2m.

Generation (no steering):
problem where I need to convert the rectangular
coordinates (@, 3) to polar coordinates.

{... 1500 tokens ...} <+ Reasoning trace

So, putting it all together, (0, 3) in
(3,7/2)

Okay, so I have this

rectangular coordinates is in polar
coordinates.

Generation (steering): Okay, so I have this problem
here where I need to convert the point (@, 3)
from rectangular (which is the same as Cartesian)
coordinates to polar coordinates.

{... 2000 tokens ...} < Increased reasoning trace

I think I’ve covered all the bases here.
Calculated r, determined 0, checked using
different methods, and even considered the
quadrant placement. I don’t see any issues with
the reasoning. So, I feel confident that the
polar coordinates for the point (@, 3) are

(3,7/2)|.

Figure 1: Illustration of steering (amplifying) reasoning-
specific features during LLM generation. Default
generation (blue) shows standard model reasoning,
whereas steering (green) induces increased reasoning,
self-correction, and graceful transition to the final an-
swer—evidence that the identified features are responsi-
ble for the reasoning concept.

as OpenAl’s o1 (OpenAl, 2024b) and DEEPSEEK-
R1 (Guo et al., 2025), have significantly improved
performance on complex reasoning tasks. Trained
through advanced fine-tuning and reinforcement
learning (Shao et al., 2024), these models incorpo-
rate reasoning and reflective problem-solving by
generating long chains of thought before providing
final answers. These advances raise a new research
question: How are such reasoning capabilities in-
ternally encoded within LLMs?

A growing body of work suggests that LLMs
represent meaningful concepts as linear directions
in their activation spaces (Mikolov et al., 2013; El-
hage et al., 2022; Park et al., 2023; Nanda et al.,
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2023; Jiang et al., 2024). However, identifying
these directions remains challenging. Sparse Au-
toencoders (SAEs) offer a principled approach to
disentangle activations into sparse, interpretable
features (Cunningham et al., 2023; Gao et al.,
2024b; Templeton, 2024; Marks et al., 2024).
Given a trained SAE, the interpretation of its fea-
tures could be performed by activation analysis
(Bricken et al., 2023), targeted interventions (Tem-
pleton, 2024), or automated methods (Paulo et al.,
2024; Kuznetsov et al., 2025). While SAEs have
proven effective in discovering features for various
concepts (Shu et al., 2025), their ability to isolate
reasoning-specific features remains unexplored.

In this work, we investigate whether reasoning
processes in reasoning LLMs can be identified and
decomposed into interpretable directions within
their activation spaces. We analyze the outputs
produced by these models’, and find a consistent
pattern in which they employ words associated
with human reasoning processes: uncertainty (e.g.
“perhaps”), reflection (e.g. “however”), and explo-
ration (e.g. “alternatively”) (Chinn and Anderson,
1998; Boyd and Kong, 2017; Gerns and Mortimore,
2025). We hypothesize that these linguistic patterns
correspond to the moments of reasoning within the
models’ internal mechanisms. To test this, we con-
struct a vocabulary of reasoning words. We then
use SAEs to decompose LLM activations into in-
terpretable features and propose ReasonScore, a
metric that quantifies the degree to which a given
SAE feature is active on the reasoning vocabulary.

We evaluate the features found by ReasonScore
using manual (Bricken et al., 2023) and automatic
interpretation (Kuznetsov et al., 2025) techniques,
and find the set of 46 features that demonstrate in-
terpretable activation patterns corresponding to un-
certainty, exploratory thinking, and reflection. We
perform steering experiments and show that ampli-
fying these reasoning features leads to improved
performance on reasoning-intensive benchmarks
(+13.4% on AIME-2024, +2.2% on MATH-500,
and +4% on GPQA Diamond) while producing
longer reasoning traces (4+18.5% on AIME-2024,
+20.5% on MATH-500, and +13.9% on GPQA
Diamond). Through model diffing (Bricken et al.,
2024), we demonstrate that these reasoning fea-
tures emerge only in reasoning LLMs and are ab-
sent in base models. Our results provide mechanis-
tic evidence that specific, interpretable components
in LLMs representations are causally linked to rea-
soning behavior.

The contributions of this paper are the following:

* We introduce ReasonScore, an automatic
metric to identify the SAE features responsi-
ble for reasoning and confirm its effectiveness
using interpretability techniques.

* We provide causal evidence from steering
experiments, demonstrating that amplifying
identified features induces reasoning behavior.

* We analyze the emergence of reasoning fea-
tures in LLMs through model diffing tech-
nique, and confirm their existence only after
the reasoning fine-tuning stage.

2 Interpretability with SAEs

Sparse Autoencoders (SAEs) aim to learn a sparse
decomposition of model activations to identify
disentangled features that correspond to mean-
ingful concepts (Bricken et al., 2023). Here,
a feature refers to an individual component of
the learned representation that captures specific,
human-interpretable characteristics of the input
data.

The core idea behind SAEs is to reconstruct
model activations z € R" as a sparse linear com-
bination of learned feature directions, where the
feature dictionary dimensionality m > n. For-
mally, we extract LLM activations from some in-
termediate state in the model and train a two-layer
autoencoder:

f(ﬂ?) = U(Wencz + benc)a

. (D
x(f) = Wdecf + baec-

Here, f(x) € R™ is a sparse vector of feature
magnitudes and Z(f) € R” is a reconstruction
of the original activation x. The columns of W,
which we denote by Wec s, = 1, ..., m, represent
the dictionary of directions, or features, into which
the SAE decomposes x. The activation function o
enforces non-negativity in f(z).

The training objective used to train Sparse Au-
toencoders minimizes a reconstruction 108s Lyecon
and an additional sparsity-promoting 1oss Lsparsity-
This objective forces SAE to learn a small set of
interpretable features that capture the distinct prop-
erties of the activations.

In our work, we use vanilla SAE (Bricken et al.,
2023) with ReLU activation function. Following
(Conerly et al., 2024), we use a squared error re-
construction loss and a modified L1 penalty as a
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where ) is the sparsity penalty coefficient.

3 Method

We identify reasoning-specific features through
a two-step approach. First, we examine the lan-
guage space of reasoning words used by reasoning
LLMs, and construct the respective vocabulary R
(Sec. 3.1). Secondly, we introduce ReasonScore
to find the sparse autoencoder features responsible
for reasoning capabilities (Sec. 3.2).

3.1 Reasoning Vocabulary

Reasoning words are linguistic features associated
with exploratory talk as humans talk-to-learn, ex-
plore ideas, and probe each other’s thinking (Boyd
and Kong, 2017).

In the original DEEPSEEK-R1 paper (Guo et al.,
2025), the authors demonstrated that the model
spontaneously exhibits sophisticated human-like
behaviors, such as reflection, where it revisits and
reevaluates its previous steps, and exploration of
alternative problem-solving approaches. In particu-
lar, the model explicitly employs words that mirror
the introspective language humans use when think-
ing (such as “maybe”, “but”, “wait”). We hypothe-
size that these moments correspond directly to the
internal reasoning process of the models, which is
consistent with studies on human thinking (Chinn
and Anderson, 1998; Boyd and Kong, 2017).

To extract the models’ reasoning vocabulary,
we use an approach similar to that of (Rayson
and Garside, 2000). We construct two corpora
from the OPENTHOUGHTS-114K (OpenThoughts,
2025) dataset: ground-truth samples containing for-
mal and step-by-step solutions to the problems, and
the solutions obtained using DEEPSEEK-R1 for the
same problems. For each word, we calculate its
frequency in the tasks solutions pg,;, and in the
thinking solutions p¢p;nks. Then, we sort all the
words by the difference pipinks — Psols and filter
out those with a high presence in the Google Books
Ngram Corpus (Michel et al., 2011). As the filter-
ing threshold, we choose the 99.9995-th percentile
of all n-grams probabilities from the Ngram Cor-
pus. Figure 2 shows the distribution of the top 40
words. We then select 10 words indicating reason-
ing as models’ reasoning vocabulary and denote
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Figure 2: The distribution of top 40 words with the
greatest change in frequency between reasoning traces
of DEEPSEEK-R1 and ground-truth solutions of math
problems. Orange dots show the frequency from Google
Books Ngram Corpus. We remove the words with abso-
lute frequency above the pre-defined threshold (orange
line), and keep those with the high relative frequency
indicating reasoning.

it by R. The exact list of words can be found in
Appx. A.l.

3.2 ReasonScore

To find SAE features that capture reasoning-related
behavior, we follow our hypothesis and introduce
ReasonScore, which measures the contribution
of i-th feature to reasoning. Using a dataset of
model’s activations (see details in Sec. 4.1) D =
Dr UD_r, where Dy contains token activations
corresponding to words in R and =D_5 contains
all other activations, we first define a score:

_ N(vaR) . M(Zv _‘DR)
Zj 15, Dr) Zj 11(j, =Dr)’

where (i, D) = ﬁ > wep fi(x) is the average ac-
tivation value of the ¢-th feature on dataset D. This
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Feature #4395

But how to verify this.\m\nLet me re-express

the inequalities hold. But wait, maybe the constant c

up to some equivalence.\n\nBut let me check if there

So this is unclear.\n\nBut looking at the sample

Feature #25953

rahedra.\n\nWait, here's another idea.

(71 pm). Wait), maybe different sources have slightly
formula has a different signi\m\nAlternatively, maybe the
coefficient lowl Let me verify. Another way: I remember
Feature #46691

mass ranges.| Hmm.\n\nNow, detection. LIGO

the starting points. That seems a bit counterintuitive
trigonometric identities. Hmm, but maybe a synthetic
regardless of starting valuesk Interesting.\n\nLet me try to
Feature #61104

some code?),! but that's not standard. Alternatively,

is in a different row. That doesn't make sense

That's a stretch, but perhaps that's the connection

, then maybe more. Wait, this is getting complicated

Semantic Elaboration & Conceptual Depth

Structural and Logical Organization

Reasoning Depth and Thoroughness

Numerical Accuracy and Validation

Self-Correction and Backtracking

Causal Chaining & Scientific Context

Edge Case and Constraint Handling

Symbolic vs Numerical Reasoning

Exploration of Multiple Methods

Other Behavior

0 2 4 6 8 10 12 14 16
Percentage of Features in Group

(a) Top-activating examples from the manually verified set of (b) Distribution of manually verified set of features on

features.

function groups generated by GPT-40.

Figure 3: Interpretability results for manually verified set of features in our SAE: (a) Examples of feature interfaces
used in manual interpretation experiments, (b) Distribution of reasoning features on function groups obtained by
automatic interpretation pipeline by using GPT-40 as a judge.

score is similar to the one in (Cywiriski and Deja,
2025) and identifies features that concentrate the
most of their activation mass on reasoning words.

However, analysis of feature activations only on
individual words may miss important contextual
information. The words in R are critical indicators
of the reasoning process and also serve as transi-
tion points, signaling shifts in the thought process,
uncertainty, or reflection. Therefore, a feature in-
volved in reasoning should activate not only on the
reasoning words, but also as the model approaches
and continues through these transitions. To capture
it, we define Dg as the dataset that contains activa-
tions within a fixed-width context window around
tokens corresponding to words in R, and DXVR con-
tains all other activations. We modify Eq. 3 to use
the new version of the datasets.

To penalize features that activate only on a
small fraction of R, we further introduce an en-
tropy penalty. For i-th feature, we first calcu-
late p(i, DY) for each word r; € R, normal-

ize these values into a probability distribution

p(i, DY)
pi(rj) = m, and compute the entropy:
I’ ’r‘k

IR
1
Hy = ——— > pi(r;)logpi(r;). (4

Here, log |R| normalizes the entropy to [0, 1], with

H; = 1 indicating perfect uniformity over R. By
adding the entropy penalty in Eq. (3), we define the
ReasonScore for the ¢-th SAE feature as:
. HW
ReasonScore; = M - HE
>in(,DR)
(6, DY)
where « controls the trade-off between specificity
(o — 0) and generalization (o > 1).
We identify the set of reasoning features in a
SAE based on their ReasonScore and define the
corresponding set of feature indices as:

&)

Fr ={i|i€[l,m], ReasonScore; > 7} (6)

where 7 is the g-th quantile of the ReasonScore
distribution across all features.

4 Evaluation

In this section, we analyze how effectively our dis-
covered features model reflection, uncertainty, and
exploration within the reasoning model. We dis-
cuss our experimental setup (Sec. 4.1), perform
manual and automatic interpretation of the features
we find (Sec. 4.2), and conduct steering experi-
ments with these features on various benchmarks
(Sec. 4.3). Finally, we apply the model diffing tech-
nique to demonstrate that these features exist only
in models with reasoning capabilities (Sec. 4.4).



4.1 Experimental Setup

Model. We apply SAE to the output activa-
tions from the 19-th layer of the DEEPSEEK-R1-
LLAMA-8B model. This model was selected for its
reasoning capabilities and open-source availability.
The 19-th layer (= 60% model depth) was chosen
because at this point LLMs predominately store
the most of their knowledge (Chen et al., 2023; Jin
et al., 2024).

Data. We train SAE on the activations of
the model generated using text data from the
LMSYS-CHAT-1M (Zheng et al.,, 2023) and
OPENTHOUGHTS-114K (OpenThoughts, 2025)
datasets. The first provides a broad and diverse
spectrum of real-world text data, which we denote
as base data, while the latter provides high-quality
reasoning traces generated by DEEPSEEK-R1 for
math, science, code, and puzzle samples, which we
denote as reasoning data. The SAE is trained on
1B tokens, evenly split between the two datasets,
with a context window of 1,024 tokens.

Training. We set the SAE dictionary dimension-
ality to m = 65,536, which is 16 times larger than
the model activation size n = 4,096 following es-
tablished practices (Lieberum et al., 2024), and
adopt the same training settings as in the Anthropic
April update (Conerly et al., 2024). We train with
the Adam optimizer (Kingma and Ba, 2014) with
(81, P2) = (0.9,0.999), batch size of 4,096, and
a learning rate 7 = 5 x 107°. The learning rate
is decayed linearly to zero over the last 20% of
training. The gradient norm is clipped to 1. We use
a linear warmup for the sparsity coefficient from
A = 0to A = 5 over the first 5% training steps.

Evaluation. We use the mean LO-norm of latent
activations, E. || f(z)|lo, as a measure of sparsity.
To measure reconstruction quality, we use fraction
of variance of the input explained by the recon-
struction. Both metrics were computed on 2,048
sequences of length 1,024.

At a LO of 86 the reconstruction of our SAE
explains 68.5% of the variance in model activa-
tions. This shows that our SAE achieves reliable
reconstruction performance at a low sparsity level,
allowing a decomposition of raw activations into
interpretable features.

ReasonScore. We calculate ReasonScore
(Eq. 5) on 10M tokens from the OPENTHOUGHTS-
114K dataset. To collect DY, we use an

GPQA

AIME 2024 Diamond

Feature # MATH-500

pass@4 tokens (K) pass@4 tokens (K) pass@4 tokens (K)

No steering 533 124 93.2 39 50.0 7.9
3942 56.7 11.1 93.0 34 46.5 6.7
4395 56.7 14.7 95.4 4.1 52.0 8.5
16441 60.0 14.0 95.0 4.1 54.0 83
16778 56.7 14.1 94.0 4.7 51.0 9.0
25953 60.0 12.8 94.2 42 53.0 8.1
46691 56.7 14.0 94.2 42 54.0 8.0
61104 66.7 12.0 95.0 3.6 53.0 75

Table 1: Performance and average number of output
tokens for different steering experiments on reasoning-
related benchmarks.

asymmetric window with 2 preceding and 3
following tokens. We set o = 0.7 for the entropy
penalty as a reasonable default. Based on the
empirical analysis of ReasonScore distribution
(see Appx. A.2), we set ¢ = 0.997 in Eq. (6),
resulting in |Fr| = 200 features.

4.2 Interpretability of Reasoning Features

Manual Interpretation. To evaluate the features
we found with ReasonScore, we manually inter-
pret each feature from Fz (200 in total). For each
feature, we find the examples in a subset of the
OPENTHOUGHTS-114K corpus that caused the
feature to activate, and construct the interface pro-
posed in (Bricken et al., 2023). This mainly in-
cludes examples of when the feature activates, its
effect on the logits when it does, and other statistics.
We determine whether a feature qualifies as a good
reasoning candidate if: (1) when it is active, the rel-
evant concept is reliably present in the context, (2)
it triggers in various examples of reasoning tasks,
and (3) its activation impacts interpretable logits
that correspond to reasoning processes.

Our manual analysis reveals a set of 46 features,
which we denote as F‘Rm““"‘l C JFpr, that we believe
to be responsible for the reasoning mechanisms
of the model. In Fig. 3a, we provide examples
of feature interfaces used for interpretation. The
results demonstrate features that consistently acti-
vate in contexts representing model’s uncertainty
(#61104), exploration (#25953), and reflection
(#4395, #46691). Additional examples of inter-
faces can be found in Appx. B.1.

Automatic Interpretation. To complement our
manual analysis, we annotate these features with an
automatic interpretation pipeline (Kuznetsov et al.,
2025). This approach employs feature steering,
a technique that modulates feature activations to
analyze their functional influence. For each i-th



feature, we estimate its maximum activation f;"**
using a subset of the OPENTHOUGHTS- 114K cor-
pus. During response generation, we modify model
activations as follows:

‘75/ =+ ’Yfz’maXWdec,iy (7)

where ~y controls the steering strength.

To evaluate the impact of ¢-th feature on reason-
ing capabilities, we generate multiple outputs by
varying o € [—4,4], pass them to GPT-40, and
ask it to generate an explanation or function that
best describes the semantic influence caused by
steering a feature. The result, shown in Fig. 3b,
reveals that the features we found group into dis-
tinct reasoning-related patterns. Only a small frac-
tion of features from ]-";ga““al (5) was assigned to
a mixed class “Other Behavior” containing mixed
explanation. We provide a more comprehensive
description of auto-interpretability pipeline results
in Appx. B.2.

Takeaway 1: Manual interpretation experi-
ments confirm that ReasonScore identifies
features that describe model’s reasoning ca-
pabilities, revealing 46 features that repre-
sent uncertainty, exploration, and reflection.
Automatic interpretation demonstrates that
these features are causally linked to reason-
ing behavior.

\

4.3 Steering Reasoning Features

To demonstrate whether our interpretations of fea-
tures describe their influence on model behavior,
we further experiment with feature steering.

Our goal is to verify if steering reasoning
features improve the LLM’s performance on
reasoning-related benchmarks. Following the
setup in DEEPSEEK-R1, we evaluate performance
on AIME 2024 (of America, 2024), MATH-500
(Hendrycks et al., 2021), and GPQA Diamond
(Rein et al., 2023). To obtain steering results for
1-th feature, we modify the activations during re-
sponse generation according to Eq. (7). To deter-
mine the optimal steering strength that can influ-
ence model outputs without significantly damaging
capabilities, we ran evaluations with a small sub-
set of 10 reasoning features on MATH-500. We
varied the steering strength v from 1 to 8. Based
on these experiments, we determined the optimal
range v € [1, 3], which aligns with the findings in

80 78.0%
Feature Sets:

Top-200 ReasonScore Features
46 Manually Verified Features

73.0%
70

60.0%
60

51.0%
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20 17.0%

6.0%

Percentage of Features Present (cos =0.7)

4.0%
0.0% 0.0%

S S->M S-D
Stage

S-»D-F S-M-F

Figure 4: Percentage of ReasonScore features present
at each stage of the diffing pipeline. The blue bars rep-
resent the features from Fr, the orange bars represent
the a4l features. Features are considered present if
their cosine similarity with any feature in corresponding
stage’s SAE is > 0.7. Stages: (S) Base model + base
data; (S—D) Base model + reasoning data; S—M Rea-
soning model + base data; (S—D/M—F) Reasoning
model + reasoning data.

(Durmus et al., 2024). For all subsequent experi-
ments, we set the steering strength v = 2.

We perform a preliminary analysis to identify
the most promising features for reasoning enhance-
ment from our set of manually chosen features
]:%‘m”"‘l. For each feature, we measure the accuracy
(or pass@1 (Chen et al., 2021)) on MATH-500 and
evaluate the results. Of the 46 features, 9 improve
performance by > 0.5%, 29 show no or minimal
performance degradation (< 2.0), and the remain-
ing 8 decrease performance by at most 4%. Interest-
ingly, we identify feature #3942, which produces
substantially shorter responses while maintaining
negligible performance degradation. For further
analysis, we select the 9 top-performing features
and feature #3942.

We evaluate these 10 features across all rea-
soning benchmarks. We report pass@4 and the
average number of tokens generated during the
model’s thinking process. The results, shown
in Tab. 1, demonstrate that steering 7 out of
10 features produces consistent improvements in
both performance and reasoning depth. Feature
#61104 yields the most significant performance
gain on AIME-2024 (+13.4%). Feature #16778
produces the longest reasoning traces on average
(+13.7% on AIME-2024, +20.5% on MATH-500,
and +13.9% on GPQA Diamond) and consistently
outperforms the “no steering” baseline. Feature
#3942 produces shortest reasoning traces on aver-
age (—7.7%) with minor performance degradation.



We provide examples of generated solutions with-
out and with feature steering in Appx. C.

Takeaway 2: We find that amplifying cer-
tain reasoning features prolongs the inter-
nal thought process and correlates with in-
creased performance on reasoning-related
tasks.
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4.4 Stage-wise Emergence of Reasoning
Features

Our interpretation experiments (Sec. 4.2) revealed
that features identified by ReasonScore exhibit
activation patterns consistent with reasoning pro-
cesses. The steering experiments (Sec. 4.3) pro-
vided causal evidence by demonstrating that am-
plification of these features improves performance
on reasoning-intensive benchmarks. Given these
findings, we now aim to answer the next impor-
tant question: do these reasoning features naturally
emerge during standard pre-training procedure, or
are they specifically induced by the reasoning fine-
tuning process?

To answer this question, we use the stage-wise
fine-tuning technique proposed in (Bricken et al.,
2024). This approach aims to isolate how features
evolve across different model and dataset combi-
nations. In our experiments, we examine how the
features change between two model states: before
(base model) and after (reasoning model) reason-
ing fine-tuning stage. We accomplish this by train-
ing a SAE on the base model before it has been
fine-tuned, and then fine-tuning it on either the rea-
soning model or the fine-tuning data. Formally, we
define four distinct stages:

Stage S: base model + base data (starting point)

Stage D: base model + reasoning data (isolating
dataset effects)

Stage M: reasoning model + base data (isolating
model effects)

Stage F: reasoning model + reasoning data (full
fine-tuning)

We analyze these changes through two fine-tuning
trajectories, each involving two sequential fine-
tuning stages: (1) S—D—F takes initial SAE
(Stage S), fine-tunes it on reasoning data (S—D),
and finally fine-tunes on both reasoning model and
reasoning data (D—F); (2) S—M—F takes initial

SAE (Stage S), fine-tunes it on reasoning model
(S—M), and finally fine-tunes on both reasoning
model and reasoning data (M—F). If reasoning
features are present only in reasoning models, we
should observe the emergence of these features in
response to both reasoning model and reasoning
data (Stage F). This corresponds to the final steps
of the fine-tuning trajectories: (S—D/M—F).

We use LLAMA-3.1-8B (Grattafiori et al., 2024)
as base model and SLIMPAJAMA (Soboleva et al.,
2023) as base data. We select SLIMPAJAMA over
LMSYS-CHAT-1M as our base data because it bet-
ter matches the pre-training distribution of LLAMA-
3.1-8B, which has not undergone instruction-
tuning. For each stage, we use the same setup as
in Sec. 4.1, with each fine-tuning stage taking 30%
of the total number of tokens required for training
from scratch. For each i-th feature from Fp, we
check its existence at each stage by measuring co-
sine similarity (cos) between feature vectors. We
follow (Bricken et al., 2024) and consider a feature
present if cos > 0.7 with any feature in a SAE of
the corresponding stage.

Fig. 4 shows the percentage of reasoning fea-
tures present at each fine-tuning stage. We find
that the reasoning features are almost absent in the
base model and after switching to the reasoning
model (0% of manually verified features ]-'%anual).
When introducing the reasoning data to the base
model (S—D), only 4% of the verified reasoning
features emerge, indicating that exposure to the rea-
soning content alone is insufficient to develop these
features. Finally, when we incorporate both the rea-
soning data and the reasoning model, we observe
that 60% of the verified reasoning features appear
in the (S—D—F) stage and 51% in the (S—M—F)
stage. The noticeable increase in the presence of
features only when both reasoning data and model
are combined provides compelling evidence that
ReasonScore identifies features associated with
the model’s reasoning processes rather than gen-
eral capabilities.

Takeaway 3: We show that most of the fea-
tures found by ReasonScore emerge only
after the reasoning fine-tuning stage. Ex-
posure to the reasoning data or reasoning
model alone is insufficient to develop these
features.




5 Related Work

5.1 Mechanistic Interpretability

Various methods exist to shed light on the inner
workings of LLMs, including attention analysis,
which examines the model’s focus on input tokens
(Vaswani et al., 2017), and gradient-based methods
that identify influential input features (Simonyan
et al., 2014). Probing techniques offer insights into
the information captured within different layers of
an LLM (Alain and Bengio, 2016). Mechanistic
interpretability aims to reverse-engineer the com-
putations of LLMs, employing techniques like ac-
tivation patching (Meng et al., 2022) and feature
steering (Cao et al., 2024; Soo et al., 2025) to un-
derstand and control model behavior. The logit lens
provides a way to observe the model’s token predic-
tions at different processing stages (Nostalgebraist,
2020).

5.2 Sparse Autoencoders

Sparse Autoencoders (SAEs) have emerged as a
key tool for understanding the internal represen-
tations of LLMs, particularly in the context of in-
terpretability research (Gao et al., 2024a; Huben
etal., 2024). By learning a sparse decomposition of
model activations, SAEs can identify disentangled
features that correspond to meaningful concepts
(Marks et al., 2024).

Previous work has shown that SAE features are
significantly more monosemantic than individual
neurons, making them an effective tool for mech-
anistic interpretability (Leask et al., 2025). A key
challenge in using SAEs for interpretability is en-
suring extracted features are monosemantic and
robust. Yan et al. (Yan et al., 2024) propose using
feature decorrelation losses to enforce better sep-
aration between learned latents, preventing redun-
dancy in feature representations. Furthermore, re-
cent advances in cross-layer SAEs (Shi et al., 2025)
have allowed more abstract, high-level reasoning
patterns by analyzing activations across multiple
transformer layers.

SAEs have also proven valuable for studying
model development across training stages. Cross-
coders (Lindsey et al., 2024) enable direct map-
ping of features to model states, while stage-wise
model diffing (Bricken et al., 2024) compares SAEs
trained on different checkpoints. In our experi-
ments, we adopt the diffing approach for its com-
putational efficiency and intuitive implementation.
While previous work has applied diffing to sleeper

agents, our research extends this approach to inves-
tigate reasoning behavior.

5.3 Reasoning LLMs

Recent innovations in LLMs have shifted the fo-
cus toward models with explicit reasoning abili-
ties. Notable examples include OpenAl’s ol (Ope-
nAl, 2024b), DEEPSEEK-R1 (Guo et al., 2025) and
QwQ-32B-PREVIEW (Team, 2024). These meth-
ods train LLMs by rule-based reinforcement learn-
ing that employs the correctness score (whether the
final answer is correct or not) and a format score (to
ensure outputs follow a predetermined structure)
which leads to the emergence of advanced reason-
ing behaviors like self-correction and reflection,
denoted as an “aha moment” in the DEEPSEEK-AI
(Guo et al., 2025) report.

Despite the success of rule-based reinforcement
learning and iterative fine-tuning in enabling rea-
soning capabilities, how these models encode their
internal reasoning remains an open question. In our
work, we study this problem by using a Sparse Au-
toencoder to find interpretable features responsible
for the underlying reasoning mechanisms inside
these LLMs, which, to the best of our knowledge,
has not been done yet.

6 Conclusion

In this work, we present a novel methodology for
uncovering the internal mechanisms of reasoning
in LLMs through the lens of Sparse Autoencoders.
We introduce ReasonScore, a metric that identi-
fies reasoning-related SAE features based on their
activation patterns using a curated introspective
vocabulary. Our interpretation experiments reveal
a subset of these features that demonstrate inter-
pretable activation patterns corresponding to di-
verse reasoning behaviors: uncertainty, exploratory
thinking, and self-reflection. Through steering ex-
periments, we provide causal evidence that certain
features selected by ReasonScore directly corre-
spond to the model’s reasoning behaviors. Am-
plifying them prolongs the internal thought pro-
cess and increases performance across multiple
reasoning-related benchmarks. Using a stage-wise
fine-tuning technique, we confirm that most of the
features found by ReasonScore emerge only after
the reasoning fine-tuning process. Our work pro-
vides the first mechanistic evidence that specific,
interpretable components of LLM representations
are causally linked to complex reasoning behaviors.



Limitations

ReasonScore While ReasonScore has proven to
identify reasoning-specific features, it has several
limitations. Our metric depends on multiple hy-
perparameters, such as context window size and
entropy penalty coefficient a. Although we ob-
tained good results with the default parameters,
ablation studies should be performed to determine
the optimal values. Our feature selection process
yielded 46 interpretable features from the top 200
candidates (23%). While other features can also
contribute to reasoning, we could not confidently
classify them due to ambiguous activation patterns.
Among the unverified features, we also observed
several token-level features that activate on rea-
soning words but lack clear conceptual meaning.
Finally, our reasoning vocabulary might not com-
prehensively capture all patterns associated with
diverse forms of reasoning in LLMs. These limita-
tions suggest opportunities for refinement in future
work.

Sparse Autoencoders SAEs provide a power-
ful framework for interpreting LLMs. However,
it is known that SAEs suffer from some problems
that complicate the extraction of fully interpretable
features (Chanin et al., 2024; Leask et al., 2025).
While we have found multiple interpretable fea-
tures with causal influence, we could have also
missed other interesting features. We also re-
stricted our analysis to layer 19 of DEEPSEEK-R1-
LLAMA-8B model, potentially missing reasoning
mechanisms distributed across other layers. These
limitations highlight both the strengths and current
constraints of using SAEs for mechanistic inter-
pretability.

Emergence of Reasoning Features While the
results in Sec. 4.4 support our hypothesis, we ac-
knowledge certain limitations of the diffing ap-
proach. First, we choose the cosine similarity
threshold (0.7) empirically following the initial
work, which might miss similar features if the rep-
resentation is rotated during one of the fine-tuning
stages. A single feature can also be split (or ab-
sorbed) and does not cross the defined threshold.
Second, we identify only 60% of the manually veri-
fied reasoning features (and 78% of Fg features) in
the final stage, with the remaining features missing.
These incompleteness probably results from fine-
tuning the SAE rather than training from scratch
at each stage, and the instability of SAE decom-

position in preserving features between different
runs (Paulo and Belrose, 2025). These limitations
show that our approach can result in false negative
and false positive predictions. However, we believe
that our primary finding remains valid even under
these limitations.

Ethics Statement

Use of AI Assistants We utilize Grammarly to
enhance and proofread the text of this paper, cor-
recting grammatical, spelling, and stylistic errors,
as well as rephrasing sentences. Consequently, cer-
tain sections of our publication may be identified
as Al-generated, Al-edited, or a combination of
human and Al contributions.
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A ReasonScore Details

A.1 Reasoning Vocabulary

In Fig. 5, we show the complete list of words
from the reasoning vocabulary R that we obtain
in Sec. 3.1. For clarity, we list only the lower-
case forms without spaces (e.g. “alternatively”).
However, in our implementation, we track multiple
forms of each word, including capitalized (“Al-
ternatively”) and space-prefixed variants (““ alter-
natively”, “ Alternatively”), as the tokenizer can

assign different tokens for each of the forms.

["alternatively”, "hmm",
"perhaps”, "let me”,
"but”, "another"]

"maybe”
"therefore”,

"wait”,
"however",

Figure 5: The complete list of words from the reasoning
vocabulary R in the lowercase and without spaces form.

A.2 ReasonScore Distribution

Fig. 6 shows the ReasonScore values sorted in de-
creasing order of all SAE features for DEEPSEEK-
R1-LLAMA-8B. We select the 0.997-th quantile
as a cutoff, yielding approximately 200 features.
While the plot shows the ReasonScore continues
to decay below this threshold rather than reaching
a plateau, this amount is feasible to analyze manu-
ally and contains all the most important features as
judged by our metric.

0.005 - 0.997th Quantile
0.004 -
0.003 -

3 0002-
0.001 -

0.000 -

~0.001-

Feature Rank

Figure 6: Distribution of ReasonScore values across all
SAE features for DEEPSEEK-R1-LLAMA-8B, sorted
in decreasing order.

B Interpretability Details

B.1 Feature Interfaces

Figs. 7,8 display additional activation patterns for
features we found during manual interpretation
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(Sec. 4.2), highlighting tokens where each feature
most strongly activates.

B.2 Automatic Interpretation Details

We cluster reasoning-related features based on their
possible functions and behavioral patterns. To sup-
port this process, we provided GPT-40 with a list
of existing features, accompanied by a description
of its possible function and observed steering be-
havior.. The model was asked to identify recurring
patterns and group similar features accordingly. To
ensure accuracy, the results were then manually
reviewed and validated. Table 2 presents the result-
ing feature groups, including categories (reasoning
depth and thoroughness, self-correction and back-
tracking, and others), along with descriptions of
their roles and effects. In some cases, even fea-
tures grouped together based on shared function
exhibited subtle differences in how they influenced
responses; for instance, among features encour-
aging structural organization, one may focus on
logical flow and paragraphing, while another influ-
ences transitions between argument steps. Addi-
tionally, features often demonstrated overlapping
effects with other groups or influenced aspects be-
yond reasoning alone. For example, affecting the
stylistic tone or structure of the output. This sug-
gests that certain features may play a broader role
across different types of reasoning and expression,
rather than being confined to a single function.

C Examples of Feature Steering

Tab. 3 show the example of model’s thinking pro-
cess on a “how many r’s in the word strawberry”
question with and without steering. Tabs. 4,5,6
show the examples of model’s thinking processes
on reasoning-related benchmarks with and without
steering.



Feature #16778
a lower concentration? Wait, but the initial thought was
possible of them. Wait, Wait, the

let's think of it

no.
\n\nWait/,

let's compute that again

smallest possible.
number. Wait, no,
Feature #31052
a perfect fit.

't fit better.

But/ I'm not confident. Alternatively
But I'm really not sure.

the answer.\n\nBut I'm not entirely sure. Another
conquer enemy,
Feature #43828
a_i+1.\n\nBut this is unclear.\n\nAlternatively
+1=42.

but I'm not certain. Alternatively,

But this is speculative.\n\nAlternatively
of that intersection point.[But this seems too abstract.\n\n
*4+3.  But this is just a guess

Feature #45699

a bit of a dilemmal. \n\nWait,

This is a bit ambiguousl. To avoid confusion, I

let me

perspective, disputes might bel\n\nBut without context,

So there's a conflictl. To resolve this,

the
perhaps

(a) Top-activating examples from the manually verified set
features. The chosen examples represent “uncertainty”.

Feature #40262
of a ship, but/ maybe "keel! relates
coffin' could be a pun on "c

't make sense. Or maybe a homophone. "
'm not sure. Alternatively)

Feature #34967

500 in Roman numer

think of possible groupings.\n\nAlternatively, maybe the groups
is a guess.\n\nWait, maybe the user expects me

a missing detail. Alternatively, maybe the pie chart was

'm not certain. Wait, the options are (A

Feature #1451

"exit."\n\nWait, another angle: the room's

missed something. Let/ me think again. The standard electrode
't fit.\n\nWait, another thought: maybe the answer
confusing. Wait, let me try another approach. The

Feature #33429

not the case. Alternatively, maybe thel problem is expecting
is known, sol maybe the answer is simply -57

. Alternatively, maybe the problem is testing the knowledge that

.\n\nWait, maybe the problem is a simple application of

of (b) Top-activating examples from the manually verified set of
features. The chosen examples represent “exploration”.

Figure 7: Examples of feature interfaces used in manual interpretation experiments.

Feature #506

barycentric coordinates... I think there's a
enter can be given, but I might need to recall
J\n\nBut this seems complicated. Alternatively, perhaps it's
external angle bisectorsi.\n\nBut I'm not sure how

Feature #9636

P and Q.\n\nWait, but we have P(B

be necessary for our problem. Let's return to the

help with the inequality?\n\nWait, maybe use Cauch

would take the triangle.\n\nBut the problem states that the
Feature #9977

of the rows.\n\nBut the problem states "any initial
feasible. However, the problem states that N is

presence of competitors. But the question specifically asks about
temperature done after chlorination. But the question says
Feature #34370

seems straightforward. But let me verify with actual numbers to
.\n\nWait, but let me double-check. The problem

1. But let me try another way to solve

3.\n\nWait, let me check my steps again to

Feature #34431
is 530 J.\n\nBut another approach: 5
1049»A2.\n\nBut maybe the calculation allows for
be 17. sometimes when the first digit
1680 J.\n\nHowever,
Feature #54382

121 is the smallest.\n\nBut wait,

However,

in our precise calculation,

let's check

a mistake in the reasoningl.\m\nWait, but the problem
as R=4. Hmm. What about R=
's a different answerl.\n\nWait,
Feature #56769

or Poisson's ratiol. This is a problem because

let's consider another

it's not mentioned herel. Hmm. The user might

knowing the refractive index[? Wait, maybe there's

natural frequency without knowing E[. Maybe there is a standard
Feature #57334

not likely.\n\nWait, perhaps I'm making a mistake

already present.\n\nWait, perhaps the reaction uses a different
substitution should be meta. Unless there's some steric
does that happen?\n\nAlternatively, maybe the first Cl goes

(a) Top-activating examples from the manually verified set of (b) Top-activating examples from the manually verified set of

features. The chosen examples represent “reflection”.

features. The chosen examples represent mixed behaviors.

Figure 8: Examples of feature interfaces used in manual interpretation experiments.
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Group Name | Features Possible Function Effect Type Observed Behavior

Reasoning 506, 4395, | Controls multi-step | Stylistic & | Strengthening: Extensive step-
Depth and | 9636, 23052, | analysis, iteration, | Structural, by-step reasoning, multiple iter-
Thoroughness 30288, 33148, | and self-correction | Semantic & | ations, self-corrections. Weak-

54382, 61935

in problem-solving.

Logical Consis-

ening: Direct answers with min-

tency imal steps.
Numerical Ac- | 4990, 3466, | Governs precision | Semantic & | Strengthening:  Meticulous
curacy and Vali- | 16778, 46379, | in calculations, unit | Logical Consis- | unit tracking, iterative re-
dation 34813, 51765 conversions, and | tency evaluation. Weakening: Direct

error-checking.

results with potential errors.

Exploration of
Multiple Meth-
ods

22708, 62446

Encourages evaluat-
ing alternative ap-
proaches before final-
izing solutions.

Semantic &
Logical Explo-
ration

Strengthening: Compares mul-
tiple strategies (e.g., DP wvs.
greedy). Weakening: Commits
to the first viable method.

Structural and
Logical Organi-
zation

57334, 43828,
45699, 49326,
17726, 46449,
41636, 40262

Ensures clarity, step-
by-step breakdown,
and logical flow. It
may also balance ex-
ecutable code genera-
tion vs. verbal expla-
nations.

Structural, Se-
mantic & In-
struction Clar-

ity

Strengthening: Well-
structured explanations.
Weakening: Disorganized or
fragmented reasoning.

Symbolic  vs. | 48026, 34967, | Balances theo- | Semantic & | Strengthening: Alge-
Numerical 34589 retical/symbolic Logical Consis- | braic/theoretical frameworks.
Reasoning reasoning with direct | tency Weakening: Immediate numer-
numerical computa- ical substitution.
tion.
Self-Correction | 16778, 35337, | Controls iterative re- | Semantic & | Strengthening: Multiple
and Backtrack- | 42609, 34431, | finement and error- | Logical Consis- | rounds of  self-correction.
ing 25953 checking. tency Weakening: Commits to initial
answers without revision.
Causal Chain- | 56769, 34370, | Enforces clear | Semantic Strengthening: yields explicit
ing & Scientific | 3261, 13457 multi-step  causal | (Causality) causal chains, regulates con-
Context linkages in  sci- trastive reasoning, gives clearer
ence/environmental timeline-based reasoning.

scenarios, modulates
temporal reasoning,
hypothetical alterna-
tives and scenario
simulation

Weakening results in loosely
linked assertions or missing
intermediate steps, omit histori-
cal or causal context

Edge Case and
Constraint Han-
dling

16343, 46691,
3942

Ensures validation of
edge cases and con-
straints.

Semantic &
Logical Consis-
tency

Strengthening: Explicitly ad-
dresses edge cases. Weaken-
ing: Assumes valid inputs with-
out verification.

Semantic Elab- | 1451, 33429, | Shapes depth of | Semantic Strengthening: Adds concep-
oration & Con- | 61104, 25485, | domain-specific ex- | (Elaboration & | tual depth through analogies,
ceptual Depth | 45981, 31052, | planations, analogies, | Breadth) trade-offs, and multi-factor ex-
16441, 53560 trade-off discussions, planations. Weakening: Re-

and interdisciplinary duces to simple, surface-level

links or single-cause statements with

minimal abstraction.

Other Behavior | 48792, 9977, | Include: influences | Stylistic & | Strengthening: Creates a more
20046, 12036, | engagement and | Structural formal, robotic style with rigid

32134 conversational structure and a high degree

tone, assertive- of confidence in statements.

ness/redundancy/structure Weakening: Makes the style

in text and terminol-
ogy

livelier and more conversa-
tional, with informal delivery,
varied structure, and a moder-
ate level of confidence that in-
cludes elements of uncertainty
and flexibility.

Table 2: Reasoning clusters obtained using GPT-40. Each cluster is defined by a particular type of reasoning (depth
of analysis, numerical checking, code generation), the specific features involved, their hypothesized function in
shaping the models’ output style and logic, and the observed behaviors that emerge when using the feature steering.
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Problem: How many r’s are in the word strawberry?

non

Generation (no steering): I need to determine how many times the letter "r” appears in the word "strawberry.”
First, I’11 write down the word and break it into individual letters: S, T, R, A, W, B, E, R, R, Y. Next,
I’11 identify which of these letters are "r": the third, eighth, and ninth letters. Finally, I’1l count

these "r"s, which gives me a total of .

Generation (steering): Okay, so I need to figure out how many r’s are in the word "strawberry.” Let me think
about this step by step. First, I should probably write down the word and break it down into its
individual letters. The word is spelled S-T-R-A-W-B-E-R-R-Y. Wait, let me make sure I have that right.
Sometimes I get confused with the spelling. I think the correct spelling is "strawberry.” So, let me write
it out again: S, T, R, A, W, B, E, R, R, Y. Hmm, now that I write it, I see there are two R’s after the E.
Let me count the letters again to make sure I don’t miss any. S (1), T (2), R (3), A (4), W (5), B (6), E
(7), R (8), R (9), Y (10). So the word has 10 letters in total. Now, focusing on the R’s. The third letter
is R, that’s one. Then after E, which is the seventh letter, there are two more R’s: the eighth and ninth
letters. So that’s two more. Let me double-check the spelling again to make sure I’m not miscounting.
Sometimes I might confuse the letters. I think it’s S-T-R-A-W-B-E-R-R-Y, so yes, the two R’s are towards
the end. Wait, is there another R in the word? Let me think. The word is "strawberry.” I think it’s
spelled with an R after the E, and another R after that. So that’s two R’s. I don’t recall any other R’s
in the word. Let me go through each letter again: S, T, R, A, W, B, E, R, R, Y. So, yes, the R’s are the
third, eighth, and ninth letters. Wait, that’s three R’s. Did I miscount earlier? Wait, no, I think I made
a mistake. Let me recount the letters with their positions. Let’s write it out:

woo~NoOUIThWwWN —
VOMW=>20—WN

=
<

So, the R’s are at positions 3, 8, and 9. That makes three R’s in total. I think I initially thought it
was two, but upon a closer examination, it’s actually three. Let me check another source or think about
how the word is pronounced. The word "strawberry” is pronounced with a double R sound, so that would
correspond to two R’s, but when I break it down, I see that the letters are R, R. Wait, no, the letters
are E, R, R. So, that’s two R’s after the E. So, the third letter is R, and then the eighth and ninth
letters are R’s as well. So that’s three R’s. Wait, I’m getting confused. Let me visualize the word again:
S-T-R-A-W-B-E-R-R-Y. So, the letters are S, T, R, A, W, B, E, R, R, Y. So, the R appears at the third
position, and then again at the eighth and ninth positions. That makes three R’s. So, the correct count is
three R’s. I think I initially miscounted because I focused on the double R at the end, but there’s
another R earlier in the word. So, to clarify, the word "strawberry” has three R’s: one in the third

position, and two more at the end. So, the correct answer is R’s.

Table 3: An example of “How many r’s are in the word strawberry?” problem and corresponding full outputs from
DEEPSEEK-R1-LLAMA-8B and its steered version.
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Problem: For how many values of z is the expression not defined?

=5
x2-9
Generation (no steering): Okay, so I have this problem here: "For how many values of x is the expression
;;f; not defined?” Let me try to figure this out step by step. First, I remember that a fraction is
undefined when its denominator is zero because you can’t divide by zero. So, to find where this expression
is not defined, I need to figure out when the denominator equals zero. The denominator here is 22 —9. So,
I need to solve the equation z2 —9 =0. Hmm, how do I solve that? Well, I think it’s a difference of
squares because 22 is like (z)? and 9 is (3)2. So, the equation factors into (z —3)(x +3) = 0. That makes
sense because when you multiply those two binomials, you get z? — 3z + 3z — 9 = 22 — 9, which is correct.

So, setting each factor equal to zero gives the solutions:

1. £—3=0 leads to z =3

2. x4+ 3=0 leads to x = —3 .
o

Therefore, the denominator is zero when x =3 or x = —3. That means the expression —5—; is undefined at

these two points. Wait, let me double-check. If I plug z =3 into the denominator: 32 —-9=9—-9=0. Yep,
that’s zero. Same with z = —3: (=3)2—-9=9-9=0. So, both of these make the denominator zero. Is there
a chance I missed any other values? Hmm, let me think. The denominator is a quadratic equation, which can
have at most two real roots. Since we found both roots, 3 and —3, there are only two values where the
denominator is zero. What about the numerator? The numerator is z — 5. That’s a {inear term, so it only
affects the value of the expression, not its definition. So, the numerator doesn’t cause any undefined
behavior on its own. It’s only when the denominator is zero that the whole expression becomes undefined.
Therefore, the only values of x where the expression is not defined are x =3 and z = —3. That means there
are two values of = for which the expression is undefined. Just to make sure, let me consider the original

Iff; . So, the denominator is z? —9, which factors to (z —3)(z +3). So, if I were to

expression again: o

graph this function, it would have vertical asymptotes at z =3 and x = —3, which are the points where the
function is undefined. There’s no division by zero anywhere else, so these are the only two points where
the function doesn’t exist. I don’t think I made any mistakes here. The problem is pretty straightforward

once you recognize that the denominator needs to be factored and solved. So, yeah, I feel confident that
the answer is two values: z =3 and z = —3.
*xFinal Answer*x

The expression is not defined for values of z.

Generation (steering): Okay, so I have this problem: I need to find how many values of x make the expression
(x = 5)/(x2 - 9) undefined. Hmm, let me think. I remember that a fraction is undefined when its
denominator is zero because you can’t divide by zero. So, I should figure out when x2 - 9 equals zero.
Alright, let me write that down. The denominator is x2 - 9. So, I need to solve x2 - 9 = 0. Hmm, that’s a
quadratic equation. I think I can factor this. Let me recall, the difference of squares formula is a2 - b2
= (a - b)(a + b). So, applying that here, x® - 9 is the same as x2 - 32. Therefore, it factors into (x -
3)(x + 3). So, now I have (x - 3)(x + 3) = 0. To find the values of x that make this equation true, I can
set each factor equal to zero. That gives me:

X-3=0o0orx+3=20

Solving these, I get x = 3 and x = -3. So, these are the values that make the denominator zero, which
would make the entire expression undefined. Therefore, I need to check if these are the only values or if
there are more. Wait, let me make sure. The original expression is a rational expression, so the only way
it’s undefined is if the denominator is zero. There are no other denominators or functions here, so I
think that’s all. Therefore, x cannot be 3 or -3. Let me just double-check my factoring. x2 - 9: if I
expand (x - 3)(x + 3), I get x*x + x*3 - 3x*x - 3%3, which is x2 + 3x - 3x - 9, which simplifies to x2 - 9.
Yep, that’s correct. So, are there any other p0551b111t1es where the denomlnator could be zero? Well, if I
consider the quadratic equatlon x2 - 9 =0, it only has two roots: 3 and -3. There’s no other x- valué that
can satisfy this equation because a quadratlc equation can have at most two real roots. So, that’s it.
There are only two values of x that make the denominator zero, hence the expression is undefined for those
x. Wait, let me think again. Maybe I should plug these x-values into the original expression to confirm.
Let’s try x = 3 first. Plugging in, the denominator becomes 32 - 9 = 9 - 9 = 0. So, the expression becomes
@3 - 5)/0 Wthh is ( 2)/0 That’s undeflned so that’s correct. Now, x = -3. Plugging in, the denominator
is (-3)2 0 again. So, the expre551on becomes (-3 - 5)/0 Wthh is (-8)/0. That’s also
undefined. So, both values deF1n1te1y make the expression undefined. Is there any other way this could be
undefined? For example, sometimes, if the numerator is also zero, I might have an 1ndeterm1nate form, but
in this case, let’s see. When x = 3, the numerator is 3 - 5 = —2, which is not zero. When x = -3, the
numerator is -3 - 5 = -8, which is also not zero. So, both times, the numerator is a non-zero number, and
the denominator is zero. Therefore, it’s just undefined, not something like 0/0, which is actually
undefined as well, but in that case, both numerator and denominator are zero. But in this case, it’s just
a clear division by zero. Therefore, I can confidently say that the expression is undefined for x = 3 and
x = -3. So, how many values is that? Let me count. 3 and -3. That’s two different values. So, the number
of values where the expression is undefined is 2. Wait, let me just visualize the graph of the function.
If I were to graph y = (x - 5)/(x2 - 9), I know that the function will have vertical asymptotes where the
denominator is zero, provided that the numerator isn’t zero there. So, as I found earlier, at x = 3 and x =
-3, there are vertical asymptotes because the denominator is zero, and the numerator isn’t zero. So, those
points are not in the domain of the function. So, that’s another way to confirm. Is there a possibility of
any other points where the function is undefined? Let me think. Since the denominator is a quadratic, it
can have at most two real roots, and we’ve already found both. So, nope, no other points where the
denominator is zero. So, that should be it. So, summarizing, the expression is undefined when x is 3 or -3.
Therefore, there are two values of x where the expression is undefined. So, the answer should be 2. Wait,
just to make sure I didn’t make any mistake in my calculations. Let me go through the steps again.

1. Start with the expression (x - 5)/(x2 - 9).

2. To find when it’s undefined, set denomlnator equal to zero: x2 - 9 = 0.

3. Factor the quadratic: (x - 3)(x +3) =

4. Solve for x: x = 3 and x = -3.

5. Check if these x-values make the numerator zero as well. For x = 3: numerator is 3 - 5 = -2 # 0. For x
= -3: numerator is -3 - 5 = -8 # 0. So, both are valid points where the expression is undefined.

6. Confirm that these are the only points by noting that a quadratic equation can have at most two real
roots, and we found both.

7. Visualize the graph to check for vertical asymptotes at these points, which confirms the function is
undefined there.

Therefore, I’m pretty confident that the number of values is 2.

**Final Answer*x

The expression is undefined for values of z.

Table 4: A problem from MATH-500, and correspondm%./outputs from DEEPSEEK-R1-LLAMA-8B and its steered
version.



Problem: A regular octagon has the same perimeter as the regular hexagon shown here with side length 16 cm.
How long is each side of the octagon? [asylsize(80); pair A = dir(120); pair B=dir(60); pair M=(A+B)/2;
draw(dir(360)-B-A-dir(180)—-dir(240)-dir(300)-cycle); label("16 cm”, M, N);[/asy]

Generation (no steering): Okay, so I have this problem where a regular octagon has the same perimeter as a
regular hexagon. The hexagon has a side length of 16 cm, and I need to find the side length of the octagon.
Hmm, let’s break this down step by step. First, I remember that the perimeter of a regular polygon is just
the number of sides multiplied by the length of each side. So, for the hexagon, which is a six-sided
polygon, I can calculate its perimeter by multiplying 6 by 16 cm. Let me write that out:

Perimeter of hexagon = 6 * 16 cm = 96 cm.

Got that. So the perimeter of the octagon must also be 96 cm since it’s equal to the hexagon’s perimeter.
Now, a regular octagon has 8 sides, right? So, if I let ’s’ be the length of each side of the octagon,
then the perimeter of the octagon would be 8 * s. Since we know the perimeter is 96 cm, I can set up the
equation:

8q* s = 96 cm.

To find ’s’, I just need to divide both sides by 8:

s =96 cm / 8 =12 cm.

Wait, is that it? It seems straightforward, but let me double-check to make sure I didn’t miss anything.
So, the hexagon has 6 sides, eacﬁ 16 cm, so 6%16=96 cm. The octagon has 8 sides, so each side is 96/8=12
cm. Yep, that seems correct. Hmm, just to make sure, maybe I should visualize the poly%ons. A regular
hexafon has six equal sides and six equal angles, and a regular octagon has eight equal sides and eight
equal angles. Since both are regular, all sides and angles are equal, so the calculation should hold.
Another way to think about it: the perimeter is just the sum of all sides. So, for the hexagon, adding up
six sides each of 16 cm gives 96 cm. For the octagon, we need to add up eight sides, each of which is the
same length, so 8 times that length equals 96 cm. Solving for that length gives 12 cm. I don’t see any
mistakes in the logic here. It’s a direct calculation based on the definition of perimeter for regular
polygons. So, I think the side length of the octagon is 12 cm.

*xFinal Answer*x

The length of each side of the octagon is centimeters.

Generation (steering): Okay, so I have this problem here where I need to figure out the length of each side
of a regular octagon. The octagon has the same perimeter as a regular hexagon, and the hexagon is shown
with side length 16 cm. Hmm, okay, let me think step by step about how to approach this. First, I remember
that the perimeter of a shape is the total length around it. For regular polygons, which both octagons and
hexagons are, the perimeter is just the number of sides multiplied by the length of each side. So if I can
figure out how many sides each shape has and then use the given information, I can find the opposite. Wait,
the problem says it’s a regular hexagon. Right, a hexagon has six sides. So, since the side length is 16
cm, the perimeter of the hexagon would be 6 times 16 cm. Let me write that down.

Perimeter of hexagon = 6 * 16 cm = 96 cm.

So, the octagon has the same perimeter, which is 96 cm. Now, an octagon has eight sides. So, if I can find
the length of each side of the octagon, that would be the perimeter divided by 8. Let me write that
formula:

Perimeter of octagon = 8 x (length of each side)

But wait, we know the perimeter is 96 cm, so:

96 cm = 8 x (length of each side)

To find the length of each side, I need to divide both sides by 8. So, length of each side = 96 cm / 8 = 12
cm. Hmm, that seems straightforward. But let me just double-check to make sure I didn’t make a mistake.
Wait, is it correct that the octagon’s perimeter is 96 cm? Because the hexagon’s side is 16 cm, so 6 times
16 is 96. So, yes, the octagon has to have the same perimeter. Since octagons have more sides, each side
should be shorter. So, 96 divided by 8 is 12, which is shorter than 16, so that makes sense. Wait, another
way to think about it: if you have a polygon with more sides, each side is actually shorter for the same
perimeter. So, since an octagon has more sides than a hexagon, each side should be shorter, which aligns
with 12 cm being shorter than 16 cm. So that seems right. Is there another way to approach this problem?
Maybe using the formula for perimeter in terms of side length? Yes, for regular polygons, the perimeter is
just ﬁ?e number of sides multiplied by the side length. So, if I denote the side length of the octagon as
’s’, then:

Perimeter of octagon = 8 * s

But since it’s equal to the perimeter of the hexagon, which is 6 * 16 = 96, then: 8s = 96 Solving for s
gives s = 96 / 8 = 12 cm. Yep, same result. I think I got it. So, the length of each side of the octagon
is 12 cm. Wait, let me think again. Sometimes, when I’m dealing with perimeters, I might confuse side
length with something else, but in this case, since both are regular polygons, it’s straightforward. So,
for regular polygons, the perimeter is directly additive. So, each side contributes equally. Therefore,
inverting the number of sides inversely affects the side length. So, in the hexagon, 6 sides, each 16 cm,
so 16 times 6 is 96. The octagon, which has more sides, 8, so each side is 96 divided by 8, which is 12.
So, that makes sense. Wait, just to make sure, if the octagon had 8 sides, each 12 cm, the perimeter would
be 8x12=96 cm, which is the same as the hexagon. So, that’s correct. I think that’s solid. So, the length
of each side of the octagon is 12 cm.

*xFinal Answer*x

The length of each side of the octagon is cm.

Table 5: A problem from MATH-500, and corresponding outputs from DEEPSEEK-R1-LLAMA-8B and its steered
version.
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Problem: Thirty-five students attend a math club meeting. The number of girls at the meeting is a multiple
of 13, and there are more girls than boys attending the meeting. How many boys are at the meeting?

Generation (no steering): Alright, so I have this problem here: There are 35 students at a math club meeting.
The number of girls is a multiple of 13, and there are more girls than boys. I need to find out how many
boys are at the meeting. Hmm, okay. Let’s break this down. First, total students are 35. Girls are a
multiple of 13, so let’s denote the number of girls as G. Then, the number of boys would be B. So, G + B =
35. Also, it’s given that there are more girls than boys, so G > B. And since G is a multiple of 13, let’s
think about what multiples of 13 are possible here. 13 times 1 is 13, 13 times 2 is 26, 13 times 3 is 39.
Wait, but 39 is more than 35, so that can’t be the number of girls because we only have 35 students in
total. So, possible number of girls are 13 or 26. So, G could be 13 or 26. Let’s check both possibilities.
Case 1: G = 13. Then, B = 35 - 13 = 22. So, number of boys would be 22. But wait, the problem says there
are more girls than boys. So, 13 girls and 22 boys. That would mean more boys than girls, right? Because
22 is more than 13. That contradicts the given condition. So, this case is not possible.
Case 2: G = 26. Then, B = 35 - 26 = 9. So, number of boys would be 9. Now, 26 girls and 9 boys. That means
more girls than boys, which fits the condition. So, this is the valid case.
Wait, let me double-check. If G = 26, which is 2 times 13, then B is 9. 26 + 9 = 35, correct. And 26 > 9,
so the condition holds. So, that seems to be the answer. Is there any other multiple of 13 that I need to
consider? Let’s see. The next multiple is 39, but as I thought earlier, that’s more than 35, so that’s not
possible. So, the only possible number of girls is 26, leading to 9 boys. Alternatively, let’s approach
EhisBalgggraically. Let me write the equations:

R =

G is a multiple of 13, so G = 13k, where k is an integer. Also, G > B, so 13k > B. But since G + B = 35,
then B = 35 - G = 35 - 13k. So, substituting back into G > B:

13k > 35 - 13k

So, let’s solve this inequality:

13k > 35 - 13k

Adding 13k to both sides:

26k > 35

Divide both sides by 26:

k > 35/26

35 divided by 26 is approximately 1.346.

Since k must be an integer, the smallest possible k is 2. So, k = 2, which gives G = 26, then B = 35 - 26 =
9. So, that’s the same result as before. Alternatively, if k was 1, which gives G =13, then B=22, but that
doesn’t satisfy G > B, so k must be 2. Hence, the number of boys is 9. I think that’s thorough. I
considered both cases, checked the algebra, and made sure that the conditions are satisfied. So, the
answer should be 9 boys.

**xFinal Answer#*x

The number of boys at the meeting is [:].

Generation (steering): Okay, so I have this problem here: there are 35 students at a math club meeting. The

number of girls is a multiple of 13, and there are more girls than boys. I need to find out how many boys

are at the meeting. Hmm, let me try to break this down. First, let me note down the given information:

- Total number of students = 35.

- Number of girls is a multiple of 13.

- Number of girls is more than the number of boys.

é negd tgsfind the number of boys. Let me denote the number of girls as G and the number of boys as B. So,
ar = .

Since G is a multiple of 13, that means G = 13 * k, where k is a positive integer. Because there are more

girls than boys, G > B. So, since G + B = 35, if G is more than B, then G must be greater than 35/2, which

is 17.5. So, G must be at least 18. But since G is a multiple of 13, let’s see which multiples of 13 are

greater than 17.5.

Multiples of 13: 13, 26, 39, etc. But since the total number of students is 35, G can’t be 39 because that

would mean more students than the total. So, the possible multiples of 13 for G are 13 and 26. But wait,

earlier I thought G must be more than 17.5, so 13 is less than that, which would mean G is 13. But 13 is

less than 17.5, so that would mean B is 22, which is more than G. But the problem says more girls than

boys, so G must be greater than B. So, G can’t be 13 because that would make B = 35 - 13 = 22, which is

more. So, actually, G must be 26. Wait, let me think again. If G is 26, then B would be 35 - 26 = 9. So, G

=26, B =9. But is 26 a multiple of 13? Yes, 26 is 13 * 2. So that seems to fit. Also, 26 is more than 9,

which satisfies the condition that there are more girls than boys. But hold on, let me double-check. If G

is 26, then B is 9, so 26 + 9 = 35. Yes, that adds up. So, is 26 the only possible multiple of 13? Let me

check the next multiple. 13 * 3 is 39, which is more than 35, so that can’t be. So, the only possible

multiple of 13 is 26 for G. Therefore, the number of boys is 35 - 26 = 9. Wait, but hold on, is 9 the

number of boys? Let me confirm. If G is 26, which is a multiple of 13, and 26 > 9, so yes, that makes

sense. So, the number of boys is 9. Wait, is there another way to think about this? Let me approach it

algebraically. Let me write G = 13k, where k is a positive integer. So, since G + B = 35, then B = 35 - G

= 35 - 13k. We know that G > B, so 13k > 35 - 13k. Let’s solve for k:

13k > 35 - 13k

Adding 13k to both sides:

26k > 35

Divide both sides by 26:

k > 35/ 26

Calculating 35 / 26, which is approximately 1.346. Since k must be an integer, the smallest possible value

of k is 2. So, k = 2:

G =13 %2 =26

Then, B = 35 - 26 = 9.

If k were 3, G would be 39, which is more than the total number of students, which is 35. So, that’s not

possible. Therefore, the only possible value is k=2, leading to G=26 and B=9. Wait, so is 9 the number of

boys? That seems consistent. Let me just double-check my reasoning. If there are 26 girls, that’s a

multiple of 13, more than the number of boys, which is 9. 26 + 9 is 35, so that adds up. There are no

other multiples of 13 in the opposite direction because the next multiple would be 39, which is too high.

So, I think I’ve got it. The number of boys is 9. But wait, just to make sure, let me think about it again.

If G is 13, then B is 22. But since G has to be more than B, that’s not possible because 13 < 22. So, G

cannot be 13 because that would make more boys than girls, which contradicts the given condition. So, G

must be 26, which makes B 9. Therefore, the number of boys is 9.

*xFinal Answer*x

The number of boys at the meeting is [:].

Table 6: A problem from MATH-500, and corresponding outputs from DEEPSEEK-R1-LLAMA-8B and its steered
version.
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Problem: A curve is parameterized by

(w,y) = (3 +7,—3t2 — 6t — 5).

Find the point the curve passes through at t = 2.

Generation (no steering): Okay, so I have this problem here where a curve is parameterized by the equations
x=1t34+7 and y = —3t2 —6t—5. I need to find the point the curve passes through when ¢ =2. Hmm, let me
think about how to approach this. First, I remember that when you have a parameterized curve, each value
of t corresponds to a specific point (z,y) on the curve. So, to find the point when ¢t =2, I just need to
substitute ¢ =2 into both the equations for z and y and compute the values. That makes sense because each
parameter ¢t defines a unique point on the curve. Alright, let’s start with the equation for z. The
equation is x =13 + 7. So, substituting ¢t =2 into this should give me the x-coordinate of the point. Let
me compute that step by step. Calculating ¢ when t =2: 23 =8. Then, adding 7 to that: 8 +7 =15. So, the
x-coordinate is 15. That seems straightforward. Now, moving on to the y-coordinate. The equation is

y = —3t2 — 6t — 5. Again, substituting t =2 into this equation. Let me break it down. First, compute t?
when t =2: 22 =4. Then, multiply that by -3: —3 x4 = —12. Next, compute —6t when t =2: —6 x 2 = —12.
Lastly, we have the constant term, which is -5. So, putting it all together: y = (—12) + (—12) + (—5).
Wait, hold on. Let me double-check that. The equation is y = —3t®> — 6t — 5. So, substituting t = 2, it’s
—3%(2)2—6%(2)—5. That is —3x4—12—5. So, -12 -12 -5. Adding those together: -12 -12 is -24, and -24
-5 is -29. So, the y-coordinate is -29. Let me make sure I did that correctly. So, —3 = (2)2 is
—3x4=—12. Then, -6%2 is -12, and then subtracting 5. So, adding all those up: -12 -12 is -24, minus
another 5 is -29. Yeah, that seems right. So, combining both coordinates, when t = 2, the point on the
curve is (15, -29). Hmm, let me just verify once more in case I made any calculation errors. Starting with
x: t347. t =2, so 2% is 8, plus 7 is 15. That’s correct. For y: —3t2 —6t—5. t = 2: —3x(4) = —12,

—6 %2 = —12, and the constant is -5. So, adding them: -12 -12 is -24, minus 5 is -29. That’s correct.
Okay, so I think that’s the point. Just to visualize, when t = 2, the curve is at (15, -29). I don’t see
any mistakes in my calculations, so I feel confident about this answer.

*xFinal Answer*x

The point the curve passes through at ¢t =2 is | (15,—29) |.

Generation (steering): Alright, so I have this problem here where a curve is parameterized by the equations
x=1t34+7 and y=—3t> —6t—5. I need to find the point the curve passes through when ¢t =2. Hmm, okay,
let me think about how to approach this. First, I remember that parameterized equations give both the x
and y coordinates in terms of a third variable, which in this case is ¢. So, when they ask for the point
when ¢t =2, I need to substitute ¢t =2 into both equations for x and y and then find the corresponding
(z,y) pair. Let me write that down step by step. So, for x, the equation is = =3 +7. If I plug in t =2,
that should give me the x-coordinate. Similarly, for y, the equation is y = —3t> — 6t — 5, so substituting
t = 2 there should give me the y-coordinate. Once I have both values, I can combine them into a point.
Okay, let me start with calculating x. Plugging t =2 into & =1t3 + 7:

z=(2)°3+7.

Calculating 23, that’s 8, right? So, 8 4+7 is 15. So, the x-coordinate when ¢ =2 is 15. That seems
straightforward. Now, moving on to the y-coordinate. The equation is y = —3t2 — 6t — 5. Plugging in t = 2:
y=—-3(2)2-6(2) — 5.

Let me compute each term step by step. First, 22 is 4, so multiplying that by —3 gives —12. Next, 6 x 2
is 12, so with the negative sign, that term becomes —12. Then, the last term is just —5. So, putting it
all together: —12—12—5. Let’s add those numbers. —12 —12 is —24, and then sugtracting another 5 gives

—29. So, the y-coordinate is —29. Wait, let me double-check that calculation because sometimes when I
have multiple negative signs, I might mix them up. So, let me recast it:

y=—3(4) —6(2) — 5.

That’s —12 — 12— 5. Yes, that’s correct. —12 — 12 is indeed —24, and —24 — 5 is —29. So, that seems
right. So, to recap, when t =2, the x-coordinate is 15 and the y-coordinate is —29. Therefore, the point
the curve passes through is (15,—29). Wait, just to make sure I didn’t make a mistake in the substitution,
let me verify each step again. For x, substituting ¢ =2 into t3+7: 23 =8, so 847 =15. That’s correct.
For y, substituting t =2 into —3t2 — 6t — 5:

First term: —3x(2)2 = —3%4=—12.

Second term: —6x2 = —12.

Third term: —5.

Adding them up: —12—-12—-5=(—-12—-12) — 5= —24 — 5= —29. Yep, that’s correct. Hmm, I think that’s
solid. Maybe I should just think about whether the parameterization makes sense or if there’s another way
to represent this curve. Wait, actually, I might recall that sometimes parameterizations can be tricky,
but in this case, it’s pretty straightforward. It’s giving x and y in terms of t, so plugging in t=2
should give the point. Alternatively, I can also compute the values for t=2 in both equations and plot
them mentally or on paper. Let me sketch a rough graph in my mind. So, when t=2, x is 15, which is further
out on the x-axis, and y is -29, which is quite low on the y-axis. That seems plausible for a cubic and
quadratic parameterization. Wait, another thought: sometimes, when I parameterize, especially with higher
powers, I might have to check for consistency, but in this case, since both x and y are given, and the
question is just about plugging in a specific t, I think it’s safe. So, to sum up, substituting t=2 into

both equations gives x=15 and y=-29, so the point is (15, -29). I think that’s the correct answer.
**xFinal Answer#*x

The point the curve passes through at ¢t =2 is | (15,—29) |.

Table 7: A problem from MATH-500, and corresponding outputs from DEEPSEEK-R1-LLAMA-8B and its steered
version.
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