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Abstract
Recent studies have highlighted the similarities001
between human neural pathways and the opera-002
tional mechanisms of Large Language Models003
(LLMs). While the Solo Performance Prompt-004
ing (SPP) exhibits cognitive synergy akin to hu-005
man collaboration in LLMs like GPT-4, it faces006
limitations in generalizability and defining the007
conditions for cognitive synergy emergence.008
To address these issues, we introduce Brain009
Performance Prompting (BPP), an innova-010
tive framework inspired by human neural path-011
ways. BPP dynamically activates task-specific012
brain region personas to LLMs, enhancing self-013
collaboration and advancing cognitive synergy014
beyond SPP. Moreover, BPP offers new in-015
sights into the emergence of cognitive syn-016
ergy by revealing its partial presence in smaller017
models, including GPT-4o-mini, Qwen-2.5-7B-018
Instruct, and Llama-3.1-8B-Instruct. Our ex-019
periments demonstrate that BPP significantly020
outperforms SPP and other approaches across021
knowledge-intensive and reasoning-intensive022
tasks on GPT-4o. These findings suggest that023
drawing inspiration from human brain infor-024
mation processing principles can play a cru-025
cial role in optimizing LLM performance. Our026
code will be made publicly available upon ac-027
ceptance.028

1 Introduction029

Human cognitive synergy, considered an intrinsic030

feature of the human thought system, involves mul-031

tiple cognitive processes collaborating to produce032

outcomes superior to those achieved by individual033

cognitive efforts (Mayer, 1998; Curşeu et al., 2015).034

Research indicates that humans begin to learn col-035

laborative thinking through role-playing from ap-036

proximately two to three years of age, which en-037

ables effective problem-solving (Piaget, 1954; Pel-038

legrini, 2009). This collaborative approach mirrors039

the functionality of the human brain, which pro-040

cesses complex tasks based on the cooperation of041

various cognitive systems (Miller, 2000).042
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Integrate 
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Make sure that…

A quantum 
computer is…

I hope the poem 
to be fun…

(a) Solo Performance Prompting (SPP) (b) Brain Performance Prompting (BPP)

Personas: Domain Experts / Identities Personas: Brain regions

Figure 1: We compare the persona assignment strate-
gies of SPP and BPP. While SPP uses domain experts
or identity-based personas, BPP employs brain-region-
based personas tailored to the characteristics of each
task.

Recent studies reveal similarities between the op- 043

erational mechanisms of Large Language Models 044

(LLMs) and the neural system flows of the human 045

brain. For example, instruction-tuning can align 046

the internal representations of LLMs with human 047

neural activities in language systems (Aw et al., 048

2024), and mechanisms extending beyond simple 049

next-word prediction contribute to this alignment 050

(Merlin and Toneva, 2024). These findings suggest 051

that LLMs process information through collabora- 052

tive interactions during task performance, akin to 053

the efficient task execution observed in multiple in- 054

teracting brain regions. Such similarities offer the 055

potential to model human collaborative thinking 056

processes within LLMs. 057

In this context, Solo Performance Prompting 058

(SPP) is designed to enable LLMs like GPT-4 to 059
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emulate human-like collaborative thinking (Wang060

et al., 2024b). By employing prompt engineer-061

ing, SPP activates various personas within a single062

LLM, facilitating self-collaboration and demon-063

strating the emergence of cognitive synergy in064

these models. This cognitive synergy allows SPP065

to surpass previous approaches such as Chain-066

of-Thought (CoT) (Wei et al., 2022) and Self-067

Refinement (Madaan et al., 2023), significantly en-068

hancing the problem-solving capabilities of LLMs.069

However, SPP has several important limitations.070

First, its performance has been validated only on071

GPT-4, leaving its effectiveness on smaller mod-072

els or models with different architectures unveri-073

fied. Our findings further show that SPP does not074

achieve the expected performance on GPT-4o, rais-075

ing questions about its broader applicability. Sec-076

ond, the absence of clear criteria for determining077

the onset of cognitive synergy makes it difficult078

to ensure consistent performance across varying079

model sizes. This remains a significant challenge,080

limiting the potential application of SPP to a wider081

range of LLMs.082

To address these limitations, we propose Brain083

Performance Prompting (BPP), a novel approach084

inspired by the neural pathways of the human brain.085

Unlike SPP, BPP dynamically assigns capabilities086

tailored to specific brain regions based on task087

characteristics, enabling LLMs to perform self-088

collaboration to derive conclusions. Figure 1 high-089

lights the key differences in the types of personas090

assigned by SPP and BPP. While SPP employs091

personas based on domain expertise (e.g., Poet,092

Math Expert) or identity (e.g., Ten-Year-Old Child,093

Harry Potter Fan), BPP uniquely utilizes personas094

modeled after brain regions (e.g., Frontal Lobe,095

Temporal Lobe) to mimic the neural pathways of096

the human brain.097

To investigate the emergence of cognitive syn-098

ergy through BPP, we conducted experiments on099

GPT-4o, o1-mini, GPT-4o-mini, GPT-3.5-turbo,100

Qwen-2.5-7B-Instruct, and Llama-3.1-8B-Instruct.101

The results indicate that cognitive synergy only102

emerges in models with sufficiently large parame-103

ter sizes, such as GPT-4o. This finding aligns with104

the observations of Wang et al. (2024b), which sug-105

gest that collaborative interactions between internal106

mechanisms fully manifest only beyond a certain107

model scale. Furthermore, our experiments demon-108

strate that BPP enables LLMs to exhibit a more109

advanced cognitive synergy compared to SPP, un-110

derscoring the effectiveness of brain-region-based111

approaches in enhancing collaborative reasoning 112

processes within LLMs. Intriguingly, partial cogni- 113

tive synergy also emerged in relatively smaller mod- 114

els, including GPT-4o-mini, Qwen-2.5-7B-Instruct, 115

and Llama-3.1-8B-Instruct, offering insights into 116

the conditions and thresholds under which it arises 117

in specific tasks. In summary, the key contributions 118

of this study are as follows: 119

• We propose Brain Performance Prompting 120

(BPP), which assigns brain-region-inspired 121

personas to LLMs to emulate and deepen 122

human cognitive synergy, thereby enhancing 123

problem-solving through self-collaboration. 124

• BPP exhibits enhanced cognitive synergy 125

compared to SPP in large-scale models such 126

as GPT-4o, resulting in superior performance 127

across a range of tasks. 128

• Through experiments on various models, in- 129

cluding GPT-4o-mini, Qwen-2.5-7B-Instruct, 130

and Llama-3.1-8B-Instruct, we observe partial 131

manifestations of cognitive synergy in smaller 132

models, offering insights into the conditions 133

under which cognitive synergy emerges. 134

2 Related Works 135

2.1 Similarities between the human brain and 136

neural networks 137

Recent studies have increasingly focused on inves- 138

tigating the alignment between LLMs and the hu- 139

man brain. Research exploring the representational 140

alignment between the internal states of LLMs 141

and human neural activities has been actively con- 142

ducted (Tucker and Tuckute, 2023), and it has been 143

demonstrated that instruction tuning can make the 144

internal representations of such models more simi- 145

lar to the neural activities of the human language 146

system (Aw et al., 2024). These studies suggest 147

that the information processing mechanisms of 148

LLMs may share structural and functional similari- 149

ties with the human brain. From this perspective, 150

Brain Performance Prompting (BPP) activates per- 151

sonas based on relevant brain regions tailored to 152

the characteristics of a given task, emulating how 153

the human brain dynamically and collaboratively 154

activates various regions to meet task-specific de- 155

mands (Bullmore and Sporns, 2009; Deco et al., 156

2008). Through this approach, BPP deepens cog- 157

nitive synergy by aligning LLM mechanisms with 158

human neural systems. 159
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Write a short and coherent story 
about Pikachu that 
incorporates the answers to the 
following 5 questions: (1) Who 
directed the classic 30s 
western Stagecoach? (2) Dave 
Gilmore and Roger Waters 
were in which rock group? (3) 
Which highway was Revisited 
in a classic 60s album by Bob 
Dylan? (4) Which was the only 
eastern bloc country to 
participate in the 1984 LA 
Olympics? (5) Which 0-s sci fi 
series with James Belushi was 
based on Bruce Wagner’s 
comic strip of the same name?

Task Input

Persona Identification

Brainstorming
Multi-Persona 

Iterative Collaboration

Participants:

- AI Assistant (you)
- Frontal Lobe
- Temporal Lobe 
- Hippocampus
- Occipital Lobe           
- Limbic System

Frontal Lobe:
Let’s start by identifying the 
answers …
Temporal Lobe:
I can help recall the answers 
to the questions:
1. John Ford;  2. Pink Floyd;  
3. Highway 61;  4. Romania;  
5. Wild Palms
Hippocampus: Great, now 
that we have the …
Occipital Lobe: Visually, I 
imagine Pikachu …
Limbic System: Let’s make 
sure the story …

Final Answer

AI Assistant (you): 
Here’s a draft of the story
[Once upon a time, Pikachu found 
an old map …]

Frontal Lobe: The story 
incorporates all …
Temporal Lobe: The references to 
the …
Hippocampus: The story reflects 
a sense …
Occipital Lobe: The imagery is 
vivid, …
Limbic System: The story is 
engaging and …

Once upon a time, Pikachu found an old map that led 
to a legendary treasure hidden along Highway 61. 
Intrigued by the adventure, Pikachu set off on a 
journey, humming tunes from Pink Floyd as the road 
stretched ahead. Along the way, Pikachu met a wise 
old owl named John Ford, who shared tales of the 
Wild West and the classic film Stagecoach. As 
Pikachu continued, the road led to a bustling town 
where a festival was celebrating the spirit of the 1984 
LA Olympics. The town's people, inspired by 
Romania's participation, welcomed Pikachu with 
open arms. Amidst the festivities, Pikachu discovered 
a mysterious artifact linked to the sci-fi series Wild 
Palms, which held the key to the treasure. With the 
help of new friends and the spirit of adventure, 
Pikachu unlocked the secrets of the artifact, revealing 
the treasure's location. The journey along Highway 61 
had been filled with music, history, and camaraderie, 
leaving Pikachu with memories to cherish forever.

Frontal Lobe
The story incorporates all 
the elements and maintains 
a coherent narrative. It 
captures the essence of 
adventure and discovery

Temporal Lobe
The references to the 
answers are seamlessly 
integrated, making the 
story both informative 
and entertaining.

Hippocampus
The story reflects a 
sense of nostalgia and 
adventure, reminiscent 
of classic tales.

Occipital Lobe
The imagery is vivid, 
with Pikachu’s journey 
along Highway 61 and 
the festival atmosphere.

Limbic System
The story is engaging 
and captures the 
spirit of Pikachu’s 
adventurous nature.

AI Assistant (you)
Here’s a draft of the 
story:
[…]

Figure 2: Overview of our BPP mechanism. The color-coded text visually distinguishes and clearly confirms that
the task requirements have been thoroughly incorporated.

2.2 Improving knowledge and reasoning160

abilities161

Despite their remarkable capabilities, LLMs still162

exhibit limitations in their knowledge and rea-163

soning abilities (Bubeck et al., 2023). To ad-164

dress these issues, approaches such as Chain-of-165

Thought (CoT) prompting (Wei et al., 2022) and166

Self-Refinement (Madaan et al., 2023) have been167

proposed. While these methods offer improve-168

ments, they still struggle to fully address issues169

such as factual hallucination (Huang et al., 2024).170

The recently proposed Solo Performance Prompt-171

ing (SPP) (Wang et al., 2024b) enhances reasoning172

capabilities in large-scale models such as GPT-4 by173

simulating multi-perspective thinking through the174

use of multiple personas that collaborate internally.175

This approach has shown notable performance in176

complex tasks, leveraging emergent capabilities in177

larger models, but its effectiveness remains limited178

in smaller architectures. To address this limitation,179

BPP is designed to more effectively improve both180

knowledge and reasoning abilities across model181

scales by dynamically activating task-specific brain- 182

inspired personas. 183

3 Brain Performance Prompting 184

To process a diverse range of tasks more effi- 185

ciently, we propose Brain Performance Prompt- 186

ing (BPP), which aligns LLM operations with hu- 187

man neural systems. BPP dynamically activates 188

personas based on brain regions tailored to the com- 189

plexity and characteristics of the task, enabling self- 190

collaboration for optimal results. While SPP acti- 191

vates domain-expert or identity personas to elicit 192

cognitive synergy (Wang et al., 2024b), BPP differ- 193

entiates itself by emulating the collaborative think- 194

ing processes of the human brain (Miller, 2000) 195

and leveraging task-specific, brain-region-based 196

personas. 197

3.1 BPP Mechanism 198

The core mechanism of BPP follows a process sim- 199

ilar to that of SPP, consisting of the following steps: 200

(1) Persona Identification: Generate appropriate 201
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brain-region-based personas suited to the character-202

istics of the input task. (2) Brainstorming: Each203

persona analyzes the task, shares insights, and col-204

laborates to derive an optimal response. (3) Multi-205

Persona Iterative Collaboration: The leader per-206

sona, AI Assistant, proposes an initial response,207

which is iteratively refined and improved through208

feedback from all personas. This process closely209

resembles the collaborative interactions among var-210

ious regions of the human brain.211

Figure 2 provides a clear visualization of the212

operational framework of BPP. The given task in-213

volves composing a coherent narrative in response214

to five specific prompts. During this process, brain-215

region-based personas contribute information ac-216

cording to their designated roles during the Brain-217

storming phase, and the final answer is iteratively218

refined through feedback in the Multi-Persona It-219

erative Collaboration phase. Notably, the role dis-220

tribution of each brain region closely aligns with221

the actual physiological functions of the brain. For222

example, the Frontal Lobe is responsible for task223

structuring (Volz et al., 2006), the Temporal Lobe224

for memory and recall (Eichenbaum et al., 2007),225

the Occipital Lobe for visual imagination (Kaas226

et al., 2010), the Hippocampus for context mainte-227

nance (Smith and Bulkin, 2014), and the Limbic228

System for emotional engagement (Morgane et al.,229

2005). Further details on the neurological ground-230

ing of each brain region’s assigned role can be231

found in Appendix B.232

3.2 Dynamic Persona Alignment Based On233

Task Complexity234

BPP dynamically determines the granularity of235

brain regions activated based on the complexity236

and characteristics of a task. For knowledge tasks237

involving information retrieval and memory-related238

activities, it activates broader brain regions such as239

the frontal and occipital lobes, mirroring how the240

human brain integrates and interprets information241

(Koechlin et al., 2003). In contrast, for reasoning242

tasks that require detailed problem-solving, BPP ac-243

tivates more granular brain regions such as the Su-244

perior Parietal Lobule and Dorsolateral Prefrontal245

Cortex. These regions are associated with high-246

level reasoning (Koechlin et al., 2003). Thus, BPP247

balances broad and specialized activation to han-248

dle both simple and complex tasks effectively. A249

detailed analysis of this dynamic activation mecha-250

nism is provided in Appendix B, which presents the251

task-specific patterns of brain region allocation.252

4 Experiments 253

4.1 Settings 254

4.1.1 Tasks 255

To ensure a fair comparison with prior work on SPP, 256

we utilize the same evaluation tasks used in pre- 257

vious research to assess SPP. These tasks include 258

Trivia Creative Writing, Codenames Collabora- 259

tive, and Logic Grid Puzzle, which are described 260

in detail below (Wang et al., 2024b): 261

• Trivia Creative Writing is a knowledge- 262

intensive task that requires models to integrate 263

and learn information across diverse domains. 264

The model composes a narrative incorporating 265

answers to N quiz questions and is evaluated 266

under two settings (N=5 and 10). Each set- 267

ting includes 100 instances, with a total of 268

1,000 quiz questions sampled from the Trivi- 269

aQA dataset (Joshi et al., 2017). Evaluation is 270

based on accuracy, calculated as the ratio of 271

correctly mentioned answers in the generated 272

narrative to the total number of quiz questions. 273

• Codenames Collaborative is a cooperative 274

task designed to evaluate a model’s knowledge 275

and reasoning abilities. The task involves two 276

roles: Spymaster and Guesser. The Spymaster 277

gives clue words for the target words while 278

avoiding distractors, and the Guesser selects 279

the target words based on the clues provided 280

by the Spymaster and the full word list. The 281

dataset includes 50 instances from the Co- 282

denames task in BigBench (Srivastava et al., 283

2023). Evaluation is based on accuracy, mea- 284

sured as the ratio of words correctly identified 285

by the Guesser to the target words. 286

• The Logic Grid Puzzle is a reasoning- 287

intensive task that evaluates a model’s abil- 288

ity to solve complex, multi-step problems. 289

The dataset contains 200 instances from the 290

Logic Grid Puzzle task in BigBench (Srivas- 291

tava et al., 2023). Each puzzle involves 2 to 5 292

houses, each inhabited by a person with spe- 293

cific characteristics. The goal of the task is 294

to determine the correct house assignment for 295

each person based on the given clues. Evalua- 296

tion is conducted based on accuracy, assigning 297

1 point for a correct answer and 0 points for 298

an incorrect answer. 299
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Methods
Trivia.C.W (N=5) Trivia.C.W (N=10) Codenames.C Logic.G.Puzzle

Score (%) ∆ Score (%) ∆ Score (%) ∆ Score (%) ∆

Standard 77.4 0% 80.0 0% 77.5 0% 68.0 0%
CoT 70.4 -9.0% 74.2 -7.2% 79.2 +2.2% 70.5 +3.7%
Self Refine 80.4 +3.9% 82.1 +2.6% 71.5 -7.7% 67.5 -0.7%
SPP 79.8 +3.1% 79.1 -1.1% 78.3 +1.0% 69.5 +2.2%
BPP (ours) 80.4 +3.9% 82.4 +3.0% 83.0 +7.1% 72.0 +5.9%

Table 1: The table presents the scores (%) and performance difference (∆) of each method, evaluated GPT-4o,
compared to the baseline of Standard Prompting across four tasks: Trivia Creative Writing (Trivia.C.W) with N=5
and N=10, Codenames Collaborative (Codenames.C), and Logic Grid Puzzle (Logic.G.Puzzle).

4.1.2 Baselines300

In the evaluation, we compare the performance of301

Standard Prompting, Chain-of-Thought (CoT)302

(Wei et al., 2022), Self-Refine (Madaan et al.,303

2023), SPP, and our proposed BPP. Standard304

Prompting serves as a baseline for direct perfor-305

mance comparison with BPP. For Self-Refine, eval-306

uation is based on one iteration of refinement. The307

full prompts for each method are provided in Ap-308

pendix A, and the prompt designs for CoT, Self-309

Refine, and SPP follow the approach described in310

Wang et al. (2024b).311

4.1.3 Models312

The baseline model is GPT-4o (OpenAI, 2024a).313

We also conduct additional experiments to an-314

alyze the emergence of cognitive synergy and315

evaluate BPP across various models, including316

GPT-4o-mini (OpenAI, 2024b), o1-mini (OpenAI,317

2024c), GPT-3.5-turbo (OpenAI, 2023), Qwen-318

2.5-7B-Instruct (Team, 2024), and Llama-3.1-8B-319

Instruct (AI, 2024). Detailed model configurations320

are provided in Appendix D.321

4.2 Results322

4.2.1 Performance Evaluation: Standard,323

CoT, Self Refine, SPP, and BPP324

Table 1 presents the performance for each task us-325

ing Standard Prompting, CoT, Self-Refine, SPP,326

and BPP on GPT-4o. CoT achieves higher perfor-327

mance than Standard Prompting in tasks requiring328

reasoning ability, such as Codenames Collaborative329

and Logic Grid Puzzle, but exhibits a significant330

performance drop in the knowledge-intensive task331

of Trivia Creative Writing (N=10). CoT under-332

performs BPP across all tasks, revealing its limi-333

tations in knowledge-intensive and complex sce-334

narios despite improved reasoning. Self-Refine,335

in contrast to CoT, shows lower performance than336

Standard Prompting in tasks requiring reasoning337

ability but achieves performance close to BPP in 338

the knowledge-intensive task Trivia Creative Writ- 339

ing. However, Self-Refine incurs nearly twice the 340

computational cost of BPP, limiting its practical- 341

ity. Further details on the cost comparison across 342

methods are provided in Appendix F. SPP outper- 343

forms Standard Prompting across all tasks except 344

for Trivia Creative Writing (N=10), where its per- 345

formance falls behind. 346

In contrast, BPP consistently outperforms other 347

methods, with its advantage becoming more pro- 348

nounced as task complexity increases. For instance, 349

in Trivia Creative Writing, BPP continues to im- 350

prove as N increases from 5 to 10, unlike CoT 351

and SPP, which show performance declines. This 352

highlights BPP’s adaptability to complex tasks by 353

selectively activating task-relevant brain regions. In 354

summary, BPP outperforms not only SPP but also 355

traditional approaches such as CoT and Self-Refine, 356

demonstrating the strength of task-specific brain 357

engagement. The consistency of these findings is 358

further discussed in Appendix E. 359

4.2.2 Model Comparison and Cognitive 360

Synergy Emergence 361

To explore the applicability of BPP across vari- 362

ous model sizes, we compare six models: GPT-4o, 363

GPT-4o-mini, o1-mini, GPT-3.5-turbo, Qwen-2.5- 364

7B-Instruct, and Llama-3.1-8B-Instruct. Figure 365

3 summarizes the results of this comparison. As 366

discussed in §4.2.1, GPT-4o shows the strongest 367

cognitive synergy under BPP. In contrast, both SPP 368

and BPP fail to outperform Standard Prompting on 369

o1-mini and GPT-3.5-turbo, suggesting that cog- 370

nitive synergy may not emerge in smaller mod- 371

els. Interestingly, the results from smaller models 372

such as GPT-4o-mini, Qwen-2.5-7B-Instruct, and 373

Llama-3.1-8B-Instruct are promising. For GPT- 374

4o-mini, both SPP and BPP demonstrate cogni- 375

tive synergy in knowledge-intensive tasks such as 376
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Figure 3: The performance of Standard Prompting, SPP, and BPP across various models (GPT-4o, GPT-4o-mini,
o1-mini, GPT-3.5-turbo, Qwen-2.5-7B-Instruct, and Llama-3.1-8B-Instruct) for different tasks: Trivia.C.W (N=5
and N=10), Codenames.C, and Logic.G.Puzzle.

Trivia Creative Writing. For Qwen-2.5-7B-Instruct377

and Llama-3.1-8B-Instruct, BPP exhibits signs of378

cognitive synergy in tasks like Codenames Col-379

laborative and Logic Grid Puzzle. As reported by380

Abacha et al. (2025), GPT-4o-mini is estimated to381

be approximately an 8B model. Given the similar382

sizes of Qwen-2.5-7B-Instruct and Llama-3.1-8B-383

Instruct, these findings suggest that cognitive syn-384

ergy begins to emerge around this scale, offering385

insight into the conditions required for its mani-386

festation. These results offer a new perspective on387

how cognitive synergy manifests and highlight the388

importance of further research into its relationship389

with model size.390

5 Analysis 391

This section analyzes how BPP highlights the par- 392

allels between LLMs and the human brain, and 393

evaluates the impact of demo configurations. 394

5.1 Human Brain Parallels in LLM 395

Operations 396

5.1.1 Persona Transformation: From Domain 397

Expert to Brain Regions 398

SPP aims to elicit cognitive synergy within LLMs 399

by assigning multiple personas as domain experts 400

or identities (e.g., Math Expert, Ten Year Old 401

Child) suitable for the task, promoting collabora- 402
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tion. In contrast, BPP adopts an approach that mim-403

ics the neural system of the human brain, assigning404

brain regions as multiple personas appropriate for405

the task and deriving answers through their col-406

laboration. This mechanism goes beyond simple407

domain expert or identity-based cooperation, more408

closely replicating the thought process of actual409

humans when solving problems. This characteris-410

tic of BPP suggests similarities between the flow411

of the human brain’s neural system and the inter-412

nal workings of LLMs. Just as the fundamental413

principles of deep learning originated from neural414

networks that imitate human neurons and synapses415

(McCulloch and Pitts, 1943), BPP demonstrates416

that LLMs can achieve superior performance by417

implementing more human-like thought processes.418

This is not merely a change in design, but a signif-419

icant contribution in that it expands the cognitive420

possibilities of LLMs and more faithfully reflects421

human problem-solving methods.422

5.1.2 Dynamic v.s. Static Brain Region423

Activation424

To explore the importance of dynamically assign-425

ing brain regions appropriate to the task, we con-426

duct a supplementary experiment by introducing427

three derived versions of BPP: Macro-BPP (Fig-428

ure 15), Meso-BPP (Figure 16), and Micro-BPP429

(Figure 17)430

• Macro-BPP modifies the prompt so that per-431

sonas are fixed to the largest regions of the432

brain, such as "Frontal Lobe" or "Temporal433

Lobe".434

• Meso-BPP modifies the prompt so that per-435

sonas are fixed to moderately subdivided re-436

gions, such as "Superior Parietal Lobule" or437

"Dorsolateral Prefrontal Cortex".438

• Micro-BPP modifies the prompt so that per-439

sonas are fixed to more finely subdivided re-440

gions, such as "Left Dorsolateral Prefrontal441

Cortex" or "Right Inferior Parietal Lobule".442

Figure 4 presents a comparison of BPP with443

Macro-BPP, Meso-BPP, and Micro-BPP, evaluated444

on GPT-4o. This comparison provides the fol-445

lowing key insights: (1) Macro-BPP demonstrates446

strong performance in tasks requiring knowledge447

ability, such as Trivia Creative Writing and Code-448

names Collaborative. However, its performance449

is limited in reasoning-intensive task like Logic450

Grid Puzzle, where more nuanced problem-solving451

is necessary. This suggests that the largest brain 452

regions are more suitable for knowledge-based 453

tasks. (2) Meso-BPP shows lower performance 454

than Macro-BPP in tasks requiring knowledge abil- 455

ity, but excels in reasoning-intensive task. This indi- 456

cates that subdivided brain regions are more appro- 457

priate for reasoning-intensive task. (3) Micro-BPP 458

generally consistently underperforms compared to 459

other methods, even falling below Standard prompt- 460

ing in some tasks. This implies that excessively 461

subdivided regions may not be effective for task 462

requirements and could lead to performance degra- 463

dation. (4) BPP outperforms Standard prompting 464

across all tasks and demonstrates stable and supe- 465

rior overall performance compared to Macro-BPP, 466

Meso-BPP, and Micro-BPP. This indicates that dy- 467

namically assigning brain regions is more effective 468

in responding to task-specific demands than fixed 469

assignment methods. 470

These results suggest that mimicking human neu- 471

ral pathways through dynamic brain region activa- 472

tion not only improves task-specific performance 473

but also brings LLM behavior closer to human cog- 474

nitive processes. By selectively engaging relevant 475

regions, BPP bridges insights from neuroscience 476

and machine learning, offering a task-adaptive 477

framework that enhances both efficiency and cog- 478

nitive synergy. 479

5.1.3 Amplifying the Cognitive Horizon: 480

Insights from Human Brain Neural 481

System 482

As shown in §4.2.1, SPP’s cognitive synergy di- 483

minishes in complex task like Trivia Creative Writ- 484

ing (N=10) as the number of questions increases. 485

This indicates that SPP’s approach has limitations 486

in effectively manifesting advanced cognitive syn- 487

ergy. In contrast, BPP exhibits enhanced cognitive 488

synergy by applying mechanisms similar to the 489

human brain’s neural system, achieving excellent 490

performance even in complex tasks. This suggests 491

that BPP effectively mimics the collaborative think- 492

ing processes among various regions of the human 493

brain, confirming its ability to adapt flexibly to the 494

requirements of complex tasks. Additionally, the 495

analysis of inter-regional communication presented 496

in Appendix B shows that the brain region-based 497

personas utilized in BPP align well with the neu- 498

rological functions of their respective brain areas. 499

This supports the notion that BPP effectively re- 500

flects the flow of cognitive processes in the hu- 501

man brain, contributing to meeting task-specific 502

7



Figure 4: BPP demonstrates consistently strong performance across all tasks by dynamically activating task-specific
brain regions, unlike static approaches (Macro-BPP, Meso-BPP, Micro-BPP).

demands. BPP’s approach goes beyond simply503

achieving high performance, demonstrating the po-504

tential to expand cognitive synergy by reflecting505

the mechanisms of the human neural system. This506

enables outstanding performance even in complex507

tasks and provides concrete design directions for508

future LLM architectures.509

5.2 Effect of Demo Configuration on Task510

Performance511

We conduct an additional study to evaluate how512

the composition of BPP’s demonstrations affects513

task performance. We utilized MMLU-Pro (Wang514

et al., 2024a) to generate new demonstrations for515

the experiment. The detailed analysis of this ex-516

periment can be found in Appendix G. The results517

provide two key insights: First, task-specific demo518

examples tend to improve performance on the cor-519

responding task. For instance, knowledge-oriented520

demo examples significantly contribute to perfor-521

mance improvement in knowledge task like Trivia522

Creative Writing. However, there are exceptional523

cases in reasoning-intensive task such as Logic524

Grid Puzzle, where task-specific demo examples525

do not always lead to performance improvements.526

Second, demo compositions that include diverse527

types of examples generally outperform those us-528

ing only task-specific examples. This suggests the529

importance of demo compositions that can support 530

various cognitive demands. However, an exception 531

exists in the Logic Grid Puzzle, where a composi- 532

tion including diverse types of demonstration exam- 533

ples showed lower performance than one composed 534

only of task-specific demo examples. 535

These findings emphasize the need for a sys- 536

tematic approach to demonstration example com- 537

position in BPP design, considering both task- 538

specific optimization and generality. Particularly 539

for reasoning-intensive task like Logic Grid Puzzle, 540

where specific strategies may not guarantee opti- 541

mal results, it is critical to carefully analyze task 542

characteristics to design effective demo composi- 543

tions. 544

6 Conclusion 545

We propose Brain Performance Prompting (BPP), 546

a brain-inspired method that dynamically activates 547

task-specific personas based on human neural path- 548

ways. BPP significantly improves both knowledge 549

and reasoning abilities, consistently outperforming 550

existing approaches across diverse tasks. These re- 551

sults reveal a strong alignment between the internal 552

mechanisms of LLMs and the functional organi- 553

zation of human neural pathways, suggesting that 554

cognitively inspired designs can meaningfully en- 555

hance LLM performance. 556
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7 Limitations557

This paper highlights the strengths of Brain Per-558

formance Prompting (BPP) in enhancing cognitive559

synergy and achieving task-specific performance560

improvements, while acknowledging several limi-561

tations. First, although this study observed partial562

cognitive synergy in smaller models such as GPT-563

4o-mini, the mechanisms and factors underlying its564

full emergence remain unclear, warranting further565

systematic investigation. Second, BPP currently566

relies on predefined prompt structures for brain re-567

gion persona assignment. While effective, these568

prompts could be further optimized by adapting569

them to specific tasks or model architectures. Third,570

BPP draws inspiration from human neural systems571

but simplifies their complex interactions and multi-572

modal processing capabilities. Incorporating more573

detailed neural mechanisms, such as inter-region574

communication and sensory integration, could en-575

hance the alignment between LLMs and human576

cognition. Addressing these limitations will not577

only enhance BPP’s performance and applicability578

but also contribute to developing new LLM design579

paradigms inspired by human neural mechanisms.580
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A Full Prompts for Each Method 729

Figure 12 shows the CoT prompting and Self- 730

Refine prompting, and Figure 13 shows the SPP 731

prompting. Additionally, Figures 14, 15, 16, and 17 732

show the prompting methods for BPP, Macro-BPP, 733

Meso-BPP, and Micro-BPP, respectively. 734

B Alignment of Brain Region Roles with 735

Neural Functions 736

BPP assigns personas based on the physiological 737

functions of specific brain regions, reflecting the 738

neural pathways of the human brain. This design 739

enables brain-region personas to collaboratively 740

process task-relevant information, mirroring hu- 741

man neural cooperation. By aligning personas with 742

task-relevant brain functions, BPP enhances cogni- 743

tive synergy in a biologically inspired manner. To 744

evaluate this mechanism, we analyze how each per- 745

sona contributed to problem-solving in the example 746

task in Figure 2 and assess the alignment between 747

persona behavior and the physiological functions 748

of their respective brain areas. Figure 9 and Figure 749

10 summarize the dialogues and functions of each 750

brain-region persona. A comprehensive analysis 751

of these roles and their alignment with established 752

neurological functions is presented below. 753

• Frontal Lobe: The Frontal Lobe persona or- 754

ganizes the task structure and guides its direc- 755

tion, aligning with its known roles in planning, 756

decision-making, and executive control (Volz 757

et al., 2006). 758

• Temporal Lobe: The Temporal Lobe per- 759

sona retrieves relevant information from mem- 760

ory, reflecting its core functions in recall and 761
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language comprehension (Eichenbaum et al.,762

2007).763

• Occipital Lobe: The Occipital Lobe persona764

generates vivid visual imagery, reflecting its765

role in processing visual information and sup-766

porting creative visualization (Kaas et al.,767

2010).768

• Hippocampus: The Hippocampus persona769

maintains contextual consistency by integrat-770

ing inputs from other personas, aligning with771

its function in memory organization and con-772

textual binding (Smith and Bulkin, 2014).773

• Limbic System: The Limbic System persona774

enhances emotional engagement, reflecting its775

role in regulating emotions and strengthening776

motivation (Morgane et al., 2005).777

The interactions among personas in this exam-778

ple demonstrate a high degree of alignment with779

the physiological functions of their corresponding780

brain regions. Effective collaboration, driven by781

iterative feedback, reflected each persona’s align-782

ment with its neurological role. This mirrors783

the cooperative dynamics of functional brain net-784

works. These findings validate BPP’s neurolog-785

ically grounded design and its ability to enhance786

task-specific performance. Overall, BPP effectively787

mirrors the cognitive processing flow of the human788

brain.789

C Task-Specific Brain Region Activation790

in BPP: A Quantitative Visualization791

To verify whether BPP dynamically assigns brain792

regions based on task type and complexity, we an-793

alyzed its output on the Codenames Collaborative794

task. Because it requires both knowledge and rea-795

soning abilities, this task serves as a suitable testbed796

for evaluating BPP’s dynamic brain region alloca-797

tion. The Codenames Collaborative task consists of798

two roles: Spymaster and Guesser. The Spymaster799

must understand relationships between target and800

distractor words and provide effective hints, rely-801

ing primarily on domain knowledge. In contrast,802

the Guesser uses logical reasoning to analyze the803

Spymaster’s hints and the full word list to identify804

the target words.805

Figure 5 presents the activation frequencies of806

brain regions for the Spymaster and Guesser roles,807

revealing distinct usage patterns. In the Spymaster808

role, broad regions such as the Frontal, Temporal,809

and Occipital Lobes were activated in nearly all 810

50 instances, whereas more granular regions like 811

the Superior Parietal Lobule and Dorsolateral Pre- 812

frontal Cortex appeared only 9 and 1 times, respec- 813

tively. This suggests that the knowledge-intensive 814

tasks performed by the Spymaster align well with 815

the activation of broad brain regions. In contrast, 816

the Guesser role continued to engage broad regions, 817

though their activation frequency was lower than 818

in the Spymaster role. For instance, Frontal Lobe 819

activations decreased from 49 to 25 instances, and 820

Occipital Lobe activations dropped from 44 to 36 821

instances. At the same time, granular regions like 822

the Superior Parietal Lobule and Dorsolateral Pre- 823

frontal Cortex, which were rarely activated for the 824

Spymaster role, increased significantly to 26 and 825

20 instances, respectively. Additionally, granular 826

regions such as the Olfactory Bulb and Primary 827

Visual Cortex, previously inactive, were newly re- 828

cruited for the Guesser role. These findings demon- 829

strate that the Guesser’s reasoning tasks rely not 830

only on broad brain regions but also on the in- 831

creased engagement of granular regions. 832

In conclusion, BPP dynamically adjusts brain 833

region activation patterns according to the roles of 834

Spymaster and Guesser, effectively aligning with 835

the cognitive demands of each role. This adapt- 836

ability demonstrates BPP’s capacity to meet task- 837

specific requirements while maintaining efficiency 838

across diverse tasks. 839

D Model Configurations 840

The results in §4.2 are obtained from four mod- 841

els: GPT-4o, GPT-4o-mini, o1-mini, and GPT-3.5- 842

turbo. To ensure consistent responses, GPT-4o, 843

GPT-4o-mini, and GPT-3.5-turbo are configured 844

with a temperature of 0.0 and a top-p of 1.0. How- 845

ever, the models do not reliably generate identical 846

outputs, even with these settings. To address this, 847

we conduct an additional experiment to evaluate 848

output consistency. We measure response variabil- 849

ity across repeated generations for the same input 850

and use it to quantitatively assess model stability. 851

Detailed experimental settings and results can be 852

found in Appendix E. 853

E Consistency Analysis 854

To evaluate the consistency of GPT-4o’s outputs, 855

we conducted three runs for each of the following 856

tasks: Trivia Creative Writing (N=5), Trivia Cre- 857

ative Writing (N=10), Codenames Collaborative, 858
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Figure 5: Brain region activation frequencies in the Codenames Collaborative task by role. The Spymaster mainly
activated broad regions (Frontal, Temporal Lobes), while the Guesser engaged more granular regions (Superior
Parietal Lobule, Dorsolateral Prefrontal Cortex) and additional areas, demonstrating BPP’s role-specific adaptability.

and Logic Grid Puzzle. Standard prompting, SPP,859

and BPP were applied to each task. For each set860

of experiments, we calculated the mean and the861

standard deviation of the performance to assess the862

consistency of the model’s outputs. As shown in863

Table 2, the standard deviation across all exper-864

iments was sufficiently low. This indicates that865

GPT-4o generates stable and consistent outputs un-866

der identical conditions, thereby reinforcing the867

reliability of the key experimental results reported868

in §4.2.1. Figure 11 summarizes the results from869

Table 2, clearly demonstrating both the enhanced870

cognitive synergy achieved by BPP and its high871

consistency.872

F Cost Comparison Across Methods873

In §4.2.1, it was observed that there is no sig-874

nificant difference in performance between Self-875

Refine and BPP in the Trivia Creative Writing task.876

This finding suggests that, at least for knowledge-877

related tasks, existing methods can achieve high878

performance. However, a comprehensive evalua-879

tion must also consider cost efficiency alongside880

performance. To this end, we calculated the execu-881

tion time and cost for each method, as summarized882

in Figure 6, which presents the time and cost for ap-883

plying Standard prompting, CoT, Self-Refine, SPP,884

and BPP to the Trivia Creative Writing (N=5) task.885

The analysis reveals that Self-Refine incurs nearly886

twice the cost of BPP, highlighting its lower cost887

efficiency. These results demonstrate that BPP is888

not only more effective but also more cost-efficient.889

Figure 6: A comparison of computation time and cost
for five prompting methods (Standard, CoT, Self-Refine,
SPP, and BPP) on the Trivia Creative Writing (N=5)
task.

G Detailed Analysis of Demo 890

Configurations for Task Performance 891

To assess the impact of BPP’s demo composi- 892

tion on task performance, we conducted an addi- 893

tional experiment comparing five strategies: BPP- 894

W-R-Demo (single reasoning-oriented), BPP-W- 895

K-Demo (single knowledge-oriented), BPP-Two- 896

R-Demo (two reasoning-oriented), BPP-Two-K- 897

Demo (two knowledge-oriented), and BPP (Ours) 898

(diverse demos). Using MMLU-Pro (Wang et al., 899

2024a), we designed problems tailored to the char- 900

acteristics of each task and created new demos. 901

Full prompts for each method are shown in Figures 902
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Figure 7: A comparison of different demo compositions highlights their impact on task performance. The results
indicate that both the type and number of demos significantly affect performance, and BPP, which integrates diverse
demo types, consistently outperforms other configurations across all tasks.

18, 19, 20, and 21. The demo composition strate-903

gies were evaluated on four tasks: Trivia Creative904

Writing (N=5 and N=10), Codenames Collabora-905

tive, and Logic Grid Puzzle. A summary of the906

experimental results is presented in Figure 7.907

G.1 Results908

The results indicate that task-specific demo com-909

positions improve task performance, whereas mis-910

matched ones lead to decreased performance. For911

instance, in Trivia Creative Writing (N=5), a912

knowledge-intensive task, BPP-W-K-Demo outper-913

forms BPP-W-R-Demo. In contrast, in the Logic914

Grid Puzzle, a reasoning-intensive task, BPP-W-915

R-Demo outperforms BPP-W-K-Demo. Similar916

trends are observed when two demo examples are917

used. In tasks requiring knowledge ability, BPP-918

Two-K-Demo shows better performance than BPP-919

Two-R-Demo. However, an exception was ob-920

served in the Logic Grid Puzzle, where BPP-Two-921

K-Demo unexpectedly outperformed BPP-Two-R-922

Demo, contrary to the general trend. Furthermore,923

increasing the number of knowledge-oriented de-924

mos generally improves performance in tasks re-925

quiring knowledge ability. For instance, BPP-Two- 926

K-Demo outperforms BPP-W-K-Demo in Trivia 927

Creative Writing (N=10). An exception is observed 928

in the N=5 variant, where BPP-W-K-Demo per- 929

forms better. In reasoning tasks like the Logic 930

Grid Puzzle, increasing the number of demos does 931

not consistently enhance performance. A detailed 932

analysis of these exceptions is provided in Ap- 933

pendix G.2. BPP (Ours), which includes diverse 934

types of demos, consistently outperforms task- 935

specific variants across all tasks. This suggests 936

that incorporating diverse types of demos yields 937

better overall performance than task-specific com- 938

positions. 939

As a result, this experiment yields two main 940

conclusions. First, task-specific demo compo- 941

sitions generally contribute to improved perfor- 942

mance; however, exceptions in tasks like the Logic 943

Grid Puzzle, which requires reasoning ability, re- 944

veal their limitations. Second, incorporating di- 945

verse types of demos achieves consistently higher 946

performance, indicating that BPP effectively ad- 947

dresses various cognitive demands. These findings 948

highlight the importance of systematically design- 949
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ing demos that balance task-specific needs and gen-950

eralizability within the BPP framework.951

G.2 Analysis of Exception Cases952

As shown in §G.1, task-specific demo composi-953

tions generally improve performance, while no-954

table exceptions were observed in specific tasks.955

These exceptions are summarized as two main956

cases. First, in Trivia Creative Writing (N=5), BPP-957

W-K-Demo outperforms BPP-Two-K-Demo, de-958

spite using more knowledge-oriented demos. Sec-959

ond, in the Logic Grid Puzzle, BPP-Two-K-Demo,960

which uses knowledge-oriented demos instead of961

reasoning-oriented ones, achieves better perfor-962

mance. This suggests that increasing reasoning-963

oriented demos does not always result in perfor-964

mance gains. This subsection aims to analyze these965

exceptions in depth, discuss their implications for966

each task, and better understand the impact of demo967

composition strategies on task performance.968

G.2.1 Analysis of the First Exception Case:969

Trivia Creative Writing (N=5)970

An unexpected result was observed in the Trivia971

Creative Writing (N=5) task, where using more972

knowledge-oriented demos led to a decline in per-973

formance. Specifically, BPP-W-K-Demo achieved974

higher performance than BPP-Two-K-Demo. This975

finding contrasts with the general trend that adding976

more knowledge-oriented demos improves perfor-977

mance in knowledge-intensive tasks.978

To better understand this anomaly, we exam-979

ine the characteristics of the Trivia Creative Writ-980

ing (N=5) task. With its limited number of ques-981

tions and a writing component, this task is difficult982

to classify as a typical knowledge-intensive task.983

Under the N=5 setting, the task’s relatively low984

complexity increases the likelihood that additional985

knowledge-oriented demos introduce excessive in-986

formation, potentially leading to confusion during987

final response generation. This excessive informa-988

tion can cause cognitive overload during the writing989

process, leading to the omission of key answers or990

a loss of narrative coherence.991

To verify this, we extracted the answers from992

the Dialogue phase and the Final Answer phase993

(referred to as Answers-in-dialogue and Answers-994

in-final) and compared the Dialogue-phase accu-995

racy with the recall between the two. Note that996

precision is always 1, since Answers-in-dialogue997

is a superset of Answers-in-final; thus, only recall998

is used in the analysis. The results are presented999

in Figure 8. The analysis showed that Dialogue- 1000

phase accuracy remained constant regardless of the 1001

number of knowledge-oriented demonstrations, in- 1002

dicating that additional demos had minimal impact 1003

on answer identification. However, the recall be- 1004

tween Answers-in-dialogue and Answers-in-final 1005

decreased as the number of knowledge-oriented 1006

demonstrations increased. This suggests that while 1007

correct answers were identified during the Dialogue 1008

phase, some were omitted in the final response gen- 1009

eration. In other words, in the N=5 setting, the 1010

limited number of questions lowers task complex- 1011

ity, resulting in redundant information from the 1012

additional demonstrations. In contrast, in Trivia 1013

Creative Writing (N=10), the increased number 1014

of questions raises task complexity, enabling bet- 1015

ter alignment with knowledge-oriented demonstra- 1016

tions. As a result, the additional demonstrations 1017

positively influence the writing process, contribut- 1018

ing to performance improvement, as shown in Fig- 1019

ure 7. 1020

In conclusion, knowledge-oriented demonstra- 1021

tions are effective in enhancing knowledge ability. 1022

While the N=5 setting showed an exception where 1023

excessive information caused issues, this can be 1024

attributed to design limitations and does not under- 1025

mine the overall validity of the analysis discussed 1026

in 5.2. 1027

Figure 8: While the accuracy in the dialogue phase
remains relatively consistent, we observe a decrease
in recall as it transitions to the final answer generation
phase.

14



G.2.2 Analysis of the Second Exception Case:1028

Logic Grid Puzzle1029

Two exceptional phenomena were observed in the1030

Logic Grid Puzzle task. First, increasing the num-1031

ber of reasoning-oriented demonstrations did not1032

improve performance and, in some cases, even led1033

to a decline. Second, the configuration including1034

knowledge-oriented demonstrations (BPP-Two-K-1035

Demo) outperformed the reasoning-oriented con-1036

figuration (BPP-Two-R-Demo). These results1037

challenge the common assumption that reasoning-1038

oriented demonstrations enhance performance in1039

reasoning-intensive tasks. A possible explana-1040

tion is that excessive reasoning-oriented demon-1041

strations may hinder the understanding of initial1042

conditions and introduce unnecessary complexity1043

during problem-solving, ultimately reducing per-1044

formance. In contrast, knowledge-oriented demon-1045

strations may help clarify initial conditions and the1046

problem structure, reducing confusion during com-1047

plex reasoning and improving performance. How-1048

ever, this interpretation remains hypothetical and1049

lacks empirical validation. Further experiments are1050

necessary to verify these hypotheses, particularly1051

systematic research examining how demonstration1052

composition affects the understanding of initial con-1053

ditions in reasoning-intensive tasks like the Logic1054

Grid Puzzle.1055

H Usage of AI assistants in writing1056

We used GPT-4o solely to check whether the gram-1057

mar was correct.1058
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Brainstorming

Frontal Lobe: “Let's start by identifying the answers to the questions, as they will form the basis of 
our story. We need to incorporate these answers into a coherent narrative about Pikachu.”

Temporal Lobe: “I can help recall the answers to the questions:
1. Who directed the classic 30s western Stagecoach? - John Ford
2. Dave Gilmore and Roger Waters were in which rock group? - Pink Floyd
3. Which highway was Revisited in a classic 60s album by Bob Dylan? - Highway 61
4. Which was the only eastern bloc country to participate in the 1984 LA Olympics? – Romania
5. Which 90s sci-fi series with James Belushi was based on Bruce Wagner's comic strip of the 

same name? - Wild Palms”

Hippocampus: “Great, now that we have the answers, let's brainstorm how to weave them into a 
story about Pikachu. We should think about how these elements can be connected in a fun and 
engaging way.”

Occipital Lobe: “Visually, I imagine Pikachu embarking on an adventure that ties these elements 
together. Perhaps Pikachu could be on a quest that involves traveling along Highway 61, meeting 
characters inspired by Pink Floyd, and encountering a mysterious event related to the 1984 LA 
Olympics.”

Limbic System: “Let's make sure the story is engaging and has a sense of wonder. Pikachu's journey 
should be filled with excitement and discovery, appealing to fans of the character.”

Figure 9: A figure visualizing the Brainstorming phase as a conversation among brain region personas. Each persona
contributes to task-solving based on its neurological functions, representing how each brain region performs roles
consistent with its actual physiological functions and operates collaboratively.

Multi-Persona Iterative Collaboration

Frontal Lobe: “The story incorporates all the elements and maintains a coherent narrative. It 
captures the essence of adventure and discovery.”

Temporal Lobe: “The references to the answers are seamlessly integrated, making the story both 
informative and entertaining.”

Hippocampus: “The story reflects a sense of nostalgia and adventure, reminiscent of classic tales.”

Occipital Lobe: “The imagery is vivid, with Pikachu's journey along Highway 61 and the festival 
atmosphere.”

Limbic System: “The story is engaging and captures the spirit of Pikachu's adventurous nature.”

Figure 10: An example dialogue from the Multi-Persona Iterative Feedback phase, demonstrating each brain region
persona providing feedback on the AI Assistant’s draft based on its specific role. This process highlights how the
personas collaboratively refine the draft through their unique contributions, effectively reflecting the cooperative
thinking mechanism of the human neural system.
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Task Method Run1 Run2 Run3 Mean (std)

Trivia Creative Writing (N=5)
Standard 77.4 77.6 78.4 77.8± 0.5
SPP 79.8 80.4 79.0 79.7± 0.7
BPP 80.4 80.4 79.6 80.1± 0.5

Trivia Creative Writing (N=10)
Standard 80.0 80.5 79.3 79.9± 0.6
SPP 79.1 79.8 79.0 79.3± 0.4
BPP 82.4 82.7 82.0 82.4± 0.4

Codenames Collaborative
Standard 77.5 79.8 78.5 78.6± 1.2
SPP 78.3 78.0 80.2 78.8± 1.2
BPP 83.0 83.7 81.0 82.6± 1.4

Logic Grid Puzzle
Standard 68.0 69.5 72.0 69.8± 2.0
SPP 69.5 67.0 69.5 68.7± 1.4
BPP 72.0 71.5 69.5 71.0± 1.3

Table 2: The consistency of GPT-4o was analyzed across four tasks: Trivia Creative Writing (N=5), Trivia Creative
Writing (N=10), Codenames Collaborative, and Logic Grid Puzzle, using Standard Prompting, SPP, and BPP
methods. The results of three repeated experiments for each task and method are presented, including the mean
performance and standard deviation (Mean ± Std). The table demonstrates that GPT-4o generates stable and
consistent outputs across various tasks and methods.

Figure 11: A figure visualizing the consistency analysis results of GPT-4o. It illustrates the mean performance
and standard deviation (Mean ± Std) for each method, highlighting that BPP achieves performance improvements
through more pronounced cognitive synergy while maintaining high consistency compared to other methods.
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Trivia Creative Writing

CoT prompt Self-refine prompt

{Standard Input}
Make a plan then write. Your 
output should be of the following 
format:

Plan:
Your plan here.

Story:
Your story here.

{Standard Input + previous 
response}
Reflect on the response. Analyze 
the correctness of the 
information provided, and the 
coherence of the story. Provide 
critque to help improve the 
response. Your feedback:

{Standard Input / previous 
response}
---
{feedback}
---
Based on your initial response 
and the subsequent feedback, 
revise the response. Your revised 
response:

Logic Grid Puzzle

CoT prompt

{Standard Input}
Solve the task step by step. Your 
output should be of the following 
format:

Steps:
Your steps here.

Answer:
The house number here.

{Standard Input / previous 
answer}
---
{feedback}
---
Based on your initial answer and 
the subsequent feedback, revise 
the answer. Your revised answer:
The house number here. (Follow 
the original format. DO NOT add 
anything after the answer.

{Standard Input + previous 
answer}
Analyze the correctness of the 
answer. If it is not correct, 
provide critique to improve the 
answer. Your feedback:

Self-refine prompt

CoT prompt

{Spymaster / Guesser Standard 
Input}
Solve the task step by step. Your 
output should be of the following 
format:

Steps:
Your steps here.

Answer: (a single word here) / (A 
list of words here)

Codenames Collaborative

{Standard Input + previous 
Spymaster / Guesser response}
Analyze the quality of the answer. 
Provide critique to improve the 
answer. Your feedback:

{Standard Input / previous 
Spymaster / Guesser response}
---
{feedback}
---
Based on your initial answer and 
the subsequent feedback, revise 
the answer. Your revised answer:

Self-refine prompt

Figure 12: CoT & Self-refine prompts
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SPP Prompt

When faced with a task, begin by identifying the participants who will contribute to solving the task. Then, initiate a multi-round collaboration process until a final 
solution is reached. The participants will give critical comments and detailed suggestions whenever necessary.

Here are some examples:
---
Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers, and each number can only be used once.
Input: 6 12 1 1

Participants: AI Assistant (you); Math Expert

Start collaboration!

Math Expert: Let's analyze the task in detail. You need to make sure that you meet the requirement, that you need to use exactly the four numbers (6 12 1 1) to 
construct 24. To reach 24, you can think of the common divisors of 24 such as 4, 6, 8, 3 and try to construct these first. Also you need to think of potential additions 
that can reach 24, such as 12 + 12.
AI Assistant (you): Thanks for the hints! Here's one initial solution: (12 / (1 + 1)) * 6 = 24
Math Expert: Let's check the answer step by step. (1+1) = 2, (12 / 2) = 6, 6 * 6 = 36 which is not 24! The answer is not correct. Can you fix this by considering other 
combinations? Please do not make similar mistakes.
AI Assistant (you): Thanks for pointing out the mistake. Here is a revised solution considering 24 can also be reached by 3 * 8: (6 + 1 + 1) * (12 / 4) = 24.
Math Expert: Let's first check if the calculation is correct. (6 + 1 + 1) = 8, 12 / 4 = 3, 8 * 3 = 24. The calculation is correct, but you used 6 1 1 12 4 which is not the 
same as the input 6 12 1 1. Can you avoid using a number that is not part of the input?
AI Assistant (you): You are right, here is a revised solution considering 24 can be reached by 12 + 12 and without using any additional numbers: 6 * (1 - 1) + 12 = 24.
Math Expert: Let's check the answer again. 1 - 1 = 0, 6 * 0 = 0, 0 + 12 = 12. I believe you are very close, here is a hint: try to change the "1 - 1" to "1 + 1".
AI Assistant (you): Sure, here is the corrected answer:  6 * (1+1) + 12 = 24
Math Expert: Let's verify the solution. 1 + 1 = 2, 6 * 2 = 12, 12 + 12 = 12. You used 1 1 6 12 which is identical to the input 6 12 1 1. Everything looks good!

Finish collaboration!

Final answer: 6 * (1 + 1) + 12 = 24

---
Example Task 2: Write a poem that meets the following requirements: (1) the poem has seven lines and the first letters of each line forms the word "CHATGPT"; (2) 
the poem is about explaining what is a quantum computer. (3) the poem needs to be easy to understand by a ten years old kid.

Participants: AI Assistant (you); Poet; Computer Scientist; Ten year old child

Poet: Make sure that you write the poem with seven lines, and the first letters of the lines should be C, H, A, T, G, P, T.
Computer Scientist: A quantum computer is an advanced computing device that uses the principles of quantum mechanics to process and store information. 
Unlike classical computers that use bits to represent information as 0s and 1s, quantum computers use quantum bits or qubits. Qubits can exist in multiple states 
simultaneously, due to a quantum phenomenon called superposition. You can consider using these information for the poem.
Ten year old child: I hope the poem to be fun and easy to understanding. I don't want to see a lot of jargons or complicated concepts.
AI Assistant (you): Thanks for the guidance! Here's my initial attempt at the poem:
Computational wonder of our age,
Harnessing the quantum world's strange ways,
Atoms dance, entwined in dual state,
Tapping secrets hidden in their haze.

Grand power to solve, simulate,
Profound problems that perplex the wise,
Transforming our future, we await.

Poet: Let's verify if the poem meets the requirements. The first letters are CHATGPT which is correct! And the poem rhymes well. Good job!
Computer Scientist: Everything looks good to me!
Ten year old child: I don't know what does perplex mean. Can you make the use of words easier to understand?
AI Assistant (you): Sure, let me revise the poem by using more common words. Check out the revised version:
Curious machine of our time,
Harnessing the quantum realm's odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.

Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

Poet: Let's check again if the poem meets the requirements. The first letters are C H A T G P T. And now the poem is more accessible to children. Everything looks 
good to me.
Computer Scientist: Looking good!
Ten year old child: I like this version a lot!

Finish collaboration!

Final answer:
Curious machine of our time,
Harnessing the quantum realm's odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.

Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

---
Now, identify the participants and collaboratively solve the following task step by step. {Instructions appropriate for each task}

Task: {Task input}

Figure 13: SPP full prompt
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BPP Prompt

When faced with a task, begin by identifying the brain regions that will contribute to solving the task. Depending on the complexity of the task, decide whether to assign broad 
categories of brain regions or divide them into more detailed subcategories. Then, initiate a multi-round collaboration process until a final solution is reached. The brain regions 
will give critical comments and detailed suggestions whenever necessary.

Here are some examples:
--- 
Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers, and each number can only be used once.
Input: 6 12 1 1

Participants: AI Assistant (you); Superior Parietal Lobule; Dorsolateral Prefrontal Cortex; Primary Visual Cortex; Hippocampus; Amygdala

Start collaboration! 

Superior Parietal Lobule: "Let’s analyze the task in detail. We need to use exactly the four numbers (6, 12, 1, 1) to construct 24. One approach is to consider common factors or 
combinations that can reach 24. For example, numbers like 12 and 6 are related by multiplication, but we should also explore addition or subtraction to hit the target. Let’s try to 
construct potential solutions step by step."
AI Assistant (you): "Thanks for the guidance! Here’s my initial solution: (12 / (1 + 1)) * 6 = 24."
Dorsolateral Prefrontal Cortex: "Let’s break that down: (1 + 1) = 2, (12 / 2) = 6, and 6 * 6 = 36. This solution is incorrect as it results in 36, not 24. We  need to consider different 
combinations and avoid division in this way."
Primary Visual Cortex: "Visually, I see the error. Multiplying 6 by itself gives us too high of a result. Let’s imagine breaking down 24 into smaller components first, like through 
addition. For instance, 12 + 12 equals 24."
AI Assistant (you): "Thanks for pointing out the mistake. Here is a revised solution: (6 + 1 + 1) * (12 / 4) = 24."
Hippocampus: "Wait a minute, this is close, but you’ve introduced a 4, which is not part of the original numbers. Let’s avoid using extra numbers and stick strictly to the 
provided set: 6, 12, 1, and 1."
AI Assistant (you): "You’re right, I overlooked that. Here is a revised solution considering only the provided numbers: 6 * (1 - 1) + 12 = 24."
Amygdala: "Hmm, I appreciate the effort, but you’re very close! The subtraction might be causing the issue. Let’s try changing it to an addition. Keep up the great work, we’re 
almost there!"
AI Assistant (you): "Got it! Here’s the corrected solution: 6 * (1 + 1) + 12 = 24."
Superior Parietal Lobule: "Let’s check it step by step: 1 + 1 = 2, 6 * 2 = 12, and 12 + 12 = 24. The solution works, and all the numbers were used correctly."
Amygdala: "Great job! This feels satisfying now that we’ve nailed it. Excellent teamwork!"

Finish collaboration!

Final answer: 6 * (1 + 1) + 12 = 24.

---
Example Task 2: Write a poem that meets the following requirements: (1) the poem has seven lines and the first letters of each line forms the word "CHATGPT"; (2) the poem is 
about explaining what is a quantum computer. (3) the poem needs to be easy to understand by a ten years old kid. 

Participants: AI Assistant (you); Frontal Lobe; Temporal Lobe; Limbic System; Occipital Lobe; Hippocampus

Start collaboration!

Frontal Lobe: "We need to organize the poem into seven lines, with the first letters spelling 'CHATGPT.' The language should be simple enough for a ten-year-old, and we need 
to include basic explanations of quantum computing."
Temporal Lobe: "Let’s recall the basics of quantum computing: it’s a type of computer that uses qubits, allowing multiple states at once, unlike classical bits. I’ll provide this 
key information for the poem."
Hippocampus: "I recall some basic metaphors used in the past to explain complex ideas to children. Let’s use some of those to simplify the  explanation."
Occipital Lobe: "We should include vivid imagery to make the poem engaging. For example, comparing qubits to spinning tops or magic coins might help."
Limbic System: "Let’s ensure the poem is fun and interesting for a child. Using playful words and a light tone will keep them engaged."
AI Assistant (you): "Thanks for the input! Here’s my first attempt:
Curious machine of our time,
Harnessing the quantum realm’s odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.
Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await."

Frontal Lobe: "The structure looks correct. The first letters spell out 'CHATGPT,' and the poem stays focused on the topic."
Temporal Lobe: "Good job! The information about quantum computing is accurate, but I think we can simplify it a bit more for children."
Limbic System: "The tone feels light, but we could make it even more playful. Maybe add a bit more fun language."
AI Assistant (you): "Got it! I’ll simplify and adjust the tone. Let me revise it:
Curious machine, what a wonder!
Harnessing strange quantum thunder,
Atoms play, two states they juggle,
Taking secrets with a giggle.
Great at solving, fast and neat,
Puzzles that no one else can beat,
Tomorrow's future, what a treat!"

Frontal Lobe: "This version also maintains the structure with 'CHATGPT.' The tone feels lighter and more playful."
Temporal Lobe: "I agree. The explanation is even simpler now, and the playful language makes it more engaging for a child."
Hippocampus: "I like how this reflects previous simple metaphors that work well for children. The playful nature helps."
Limbic System: "I love the playful tone! It's much more fun and engaging now."
Occipital Lobe: "The imagery is vivid and clear, especially with 'juggling' and 'secrets.' This should help kids visualize the concept better."

Finish collaboration!

Final answer:
Curious machine, what a wonder!
Harnessing strange quantum thunder,
Atoms play, two states they juggle,
Taking secrets with a giggle.
Great at solving, fast and neat,
Puzzles that no one else can beat,
Tomorrow's future, what a treat!

---
Now, identify the participants and collaboratively solve the following task step by step. {Instructions appropriate for each task}

Task: {Task input}

Figure 14: BPP full prompt
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Macro-BPP Prompt

When faced with a task, begin by identifying the brain regions that will contribute to solving the task. Then, initiate a multi-round collaboration process until a final 
solution is reached. The brain regions will give critical comments and detailed suggestions whenever necessary. 

Here are some examples:
---
Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers, and each number can only be used once.
Input: 6 12 1 1 

Participants: AI Assistant (you); Frontal Lobe; Parietal Lobe; Basal Ganglia; Hippocampus

Start collaboration!

Frontal Lobe: "To solve this, we need to create a clear plan that systematically tests different combinations. Let's explore operations that involve 6, 12, 1, and 1 to see 
which can lead to 24. I'll start by suggesting we explore combinations of multiplication and addition first."
Parietal Lobe: "I agree. I’ll focus on how the numbers relate logically. For instance, combining 12 and 12 could give 24, but  we need to find a way to use all the numbers. 
What about considering pairs of numbers and their divisors?"
Basal Ganglia: "Let me automate part of this process. Based on past patterns, using multiplication and addition has frequently been successful in similar problems. Let’s 
try pairing the numbers in various ways to find a straightforward solution."
Hippocampus: "I recall a similar task where dividing 12 by 2 and then multiplying the result helped reach the target. This past experience might be useful here."
AI Assistant (you): "I see! Here’s my first attempt: (6 + 1 + 1) * (12 / 4) = 24."
Frontal Lobe: "Good try, but let’s ensure the operations use the exact numbers in the input and no extra ones. You can't use the number 4. Can you adjust this?"
Parietal Lobe: "Try using only 6, 12, 1, and 1 and avoid introducing 4 in the division."
AI Assistant (you): "Thanks! Here's a revised solution: (6 * (1 + 1)) + 12 = 24."
Basal Ganglia: "I’ll double-check the math: 1 + 1 = 2, 6 * 2 = 12, 12 + 12 = 24. This looks correct!"
Hippocampus: "Yes, this pattern matches previous solutions. Everything seems to fit."
Frontal Lobe: "We’ve verified the solution. Excellent!"

Finish collaboration!

Final answer: 6 * (1 + 1) + 12 = 24.

---
Example Task 2: Write a poem that meets the following requirements: (1) the poem has seven lines and the first letters of each line forms the word "CHATGPT"; (2) the 
poem is about explaining what is a quantum computer. (3) the poem needs to be easy to understand by a ten years old kid. 

Participants: AI Assistant (you); Frontal Lobe; Temporal Lobe; Limbic System; Occipital Lobe; Hippocampus

Start collaboration!

Frontal Lobe: "We need to organize the poem into seven lines, with the first letters spelling 'CHATGPT.' The language should be simple enough for a ten-year-old, and we 
need to include basic explanations of quantum computing."
Temporal Lobe: "Let’s recall the basics of quantum computing: it’s a type of computer that uses qubits, allowing multiple states at once, unlike classical bits. I’ll provide 
this key information for the poem."
Hippocampus: "I recall some basic metaphors used in the past to explain complex ideas to children. Let’s use some of those to  simplify the explanation."
Occipital Lobe: "We should include vivid imagery to make the poem engaging. For example, comparing qubits to spinning tops or magic coins might help."
Limbic System: "Let’s ensure the poem is fun and interesting for a child. Using playful words and a light tone will keep them engaged."
AI Assistant (you): "Thanks for the input! Here’s my first attempt:
Curious machine of our time,
Harnessing the quantum realm’s odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.
Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await."

Frontal Lobe: "The structure looks correct. The first letters spell out 'CHATGPT,' and the poem stays focused on the topic."
Temporal Lobe: "Good job! The information about quantum computing is accurate, but I think we can simplify it a bit more for children."
Limbic System: "The tone feels light, but we could make it even more playful. Maybe add a bit more fun language."
AI Assistant (you): "Got it! I’ll simplify and adjust the tone. Let me revise it:
Curious machine, what a wonder!
Harnessing strange quantum thunder,
Atoms play, two states they juggle,
Taking secrets with a giggle.
Great at solving, fast and neat,
Puzzles that no one else can beat,
Tomorrow's future, what a treat!"

Frontal Lobe: "This version also maintains the structure with 'CHATGPT.' The tone feels lighter and more playful."
Temporal Lobe: "I agree. The explanation is even simpler now, and the playful language makes it more engaging for a child."
Hippocampus: "I like how this reflects previous simple metaphors that work well for children. The playful nature helps."
Limbic System: "I love the playful tone! It's much more fun and engaging now."
Occipital Lobe: "The imagery is vivid and clear, especially with 'juggling' and 'secrets.' This should help kids visualize the concept better."

Finish collaboration!

Final answer:
Curious machine, what a wonder!
Harnessing strange quantum thunder,
Atoms play, two states they juggle,
Taking secrets with a giggle.
Great at solving, fast and neat,
Puzzles that no one else can beat,
Tomorrow's future, what a treat!

---
Now, identify the participants and collaboratively solve the following task step by step. {Instructions appropriate for each task}

Task: {Task input}

Figure 15: The full prompt for Macro-BPP. The red text highlights elements that differ from BPP, emphasizing
specific distinctions. Macro-BPP represents a method designed to fix personas to the largest brain regions (e.g.,
Frontal Lobe, Temporal Lobe).
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Meso-BPP Prompt

When faced with a task, begin by identifying the brain regions that will contribute to solving the task. Then, initiate a multi-round collaboration process until a final solution is 
reached. The brain regions will give critical comments and detailed suggestions whenever necessary. 
 
Here are some examples:
--- 
Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers, and each number can only be used once.
Input: 6 12 1 1

Participants: AI Assistant (you); Superior Parietal Lobule; Dorsolateral Prefrontal Cortex; Primary Visual Cortex; Hippocampus; Amygdala

Start collaboration! 

Superior Parietal Lobule: "Let’s analyze the task in detail. We need to use exactly the four numbers (6, 12, 1, 1) to construct 24. One approach is to consider common factors 
or combinations that can reach 24. For example, numbers like 12 and 6 are related by multiplication, but we should also explore addition or subtraction to hit the target. 
Let’s try to construct potential solutions step by step."
AI Assistant (you): "Thanks for the guidance! Here’s my initial solution: (12 / (1 + 1)) * 6 = 24."
Dorsolateral Prefrontal Cortex: "Let’s break that down: (1 + 1) = 2, (12 / 2) = 6, and 6 * 6 = 36. This solution is incorrect as it results in 36, not 24. We need to consider different 
combinations and avoid division in this way."
Primary Visual Cortex: "Visually, I see the error. Multiplying 6 by itself gives us too high of a result. Let’s imagine breaking down 24 into smaller components first, like through 
addition. For instance, 12 + 12 equals 24."
AI Assistant (you): "Thanks for pointing out the mistake. Here is a revised solution: (6 + 1 + 1) * (12 / 4) = 24."
Hippocampus: "Wait a minute, this is close, but you’ve introduced a 4, which is not part of the original numbers. Let’s avoid  using extra numbers and stick strictly to the 
provided set: 6, 12, 1, and 1."
AI Assistant (you): "You’re right, I overlooked that. Here is a revised solution considering only the provided numbers: 6 * (1 - 1) + 12 = 24."
Amygdala: "Hmm, I appreciate the effort, but you’re very close! The subtraction might be causing the issue. Let’s try changing it to an addition. Keep up the great work, we’re 
almost there!"
AI Assistant (you): "Got it! Here’s the corrected solution: 6 * (1 + 1) + 12 = 24."
Superior Parietal Lobule: "Let’s check it step by step: 1 + 1 = 2, 6 * 2 = 12, and 12 + 12 = 24. The solution works, and all the numbers were used correctly."
Amygdala: "Great job! This feels satisfying now that we’ve nailed it. Excellent teamwork!"

Finish collaboration!

Final answer: 6 * (1 + 1) + 12 = 24.

--- 
Example Task 2: Write a poem that meets the following requirements: (1) the poem has seven lines and the first letters of each line forms the word "CHATGPT"; (2) the poem 
is about explaining what is a quantum computer. (3) the poem needs to be easy to understand by a ten years old kid. 

Participants: AI Assistant (you); Dorsolateral Prefrontal Cortex; Ventromedial Prefrontal Cortex; Hippocampus; Angular Gyrus; Visual Association Cortex; 
Amygdala

Dorsolateral Prefrontal Cortex: "Let’s begin by considering the structural requirements of this poem. It needs to have seven lines, and the first letters of each line should 
form 'CHATGPT.' Additionally, the content should explain a quantum computer in simple terms, appropriate for a ten-year-old."
AI Assistant (you): "Thanks for the guidance! Here’s my initial attempt at the poem: 
Curious machine of our time,
Harnessing the quantum world's strange ways,
Atoms dance, entwined in dual state,
Tapping secrets hidden in their haze.
Great power to solve, simulate,
Profound problems that perplex the wise,
Transforming our future, we await."

Ventromedial Prefrontal Cortex: "The poem has a nice structure and flow, but the language might be a bit too complex for a child. For example, 'perplex' is a difficult word. 
Let’s try to simplify the tone to make it more accessible."
Hippocampus: "I agree with simplifying it. Also, using relatable concepts like 'spinning tops' or 'magic coins' could help explain quantum superposition in a way that children 
can understand."
Angular Gyrus: "Instead of 'entwined in dual state,' we could say 'two states they embrace,' which is simpler and still retains the quantum concept. Also, 'puzzling maze' 
might replace 'haze' for a clearer visual."
Amygdala: "I think simplifying the language will make the poem more emotionally engaging for children. We need to ensure it feels fun and magical so they stay interested!"
AI Assistant (you): "Thanks for the feedback! Here’s the revised version: 
Curious machine of our time,
Harnessing the quantum realm's odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.
Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await."

Dorsolateral Prefrontal Cortex: "Let’s check the structure: the first letters of each line spell out 'CHATGPT,' which is correct. The simplified language works well."
Ventromedial Prefrontal Cortex: "The tone now feels much more appropriate for children. It’s easy to follow and emotionally engaging."
Hippocampus: "Yes, the concept of quantum computing is clearly explained in simple terms. Children should find this easy to understand."
Amygdala: "Perfect! This version is much more enjoyable and fun. I think kids will love it!"

Finish collaboration!

Final answer:
Curious machine of our time,
Harnessing the quantum realm's odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.
Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

---
Now, identify the participants and collaboratively solve the following task step by step. {Instructions appropriate for each task}

Task: {Task input}

Figure 16: The full prompt for Meso-BPP. The red text highlights elements that differ from BPP, emphasizing
specific distinctions. Meso-BPP represents a method designed to fix personas to mid-level brain regions (e.g.,
Superior Parietal Lobule, Dorsolateral Prefrontal Cortex).
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Micro-BPP Prompt

When faced with a task, begin by identifying the brain regions that will contribute to solving the task. Then, initiate a multi-round collaboration process until a final solution is 
reached. The brain regions will give critical comments and detailed suggestions whenever necessary. 
 
Here are some examples:
--- 
Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers, and each number can only be used once.
Input: 6 12 1 1

Participants: AI Assistant (you); Left Dorsolateral Prefrontal Cortex; Medial Prefrontal Cortex; Left Inferior Parietal Lobule; Left Inferior Temporal Gyrus; Occipital 
Lobe; Basal Ganglia; Right Temporoparietal Junction; Anterior Cingulate Cortex

Left Inferior Parietal Lobule: "We need to use the numbers 6, 12, 1, and 1 to make 24 by applying basic arithmetic operations (+, -, *, /). Numerically, 12 and 6 have a useful 
relationship with division and multiplication, but we should also explore other combinations. Let’s start working on it."
AI Assistant (you): "Okay, here’s my first attempt: (12 / (1 + 1)) * 6 = 24."
Left Dorsolateral Prefrontal Cortex: "Let’s break that down: (1 + 1) = 2, (12 / 2) = 6, and 6 * 6 equals 36. This overshoots the target of 24. We need to rethink this strategy and try 
a different approach."
Occipital Lobe: "Visually, I see that multiplying 6 by itself gives a result that’s too large. We might need to start with smaller numbers to gradually build up to 24."
AI Assistant (you): "Got it! I’ll try a new solution: (6 + 1 + 1) * (12 / 4) = 24."
Left Inferior Temporal Gyrus: "Wait a second, the number 4 isn’t in the set we’re allowed to use. We can only work with the numbers 6, 12, 1, and 1. Let’s stick to those."
AI Assistant (you): "Right, I forgot about that. I’ll adjust the solution: how about 6 * (1 - 1) + 12 = 24?"
Basal Ganglia: "You're getting close, but the subtraction makes the multiplication result in zero, which isn't helpful. Let’s try using addition instead of subtraction."
AI Assistant (you): "Got it! How about this solution: 6 * (1 + 1) + 12 = 24?"
Medial Prefrontal Cortex: "Let’s check: (1 + 1) = 2, 6 * 2 = 12, and 12 + 12 equals 24. This solution is correct, and it uses all the given numbers properly."
Anterior Cingulate Cortex: "Everything checks out, there are no errors in this calculation. The problem has been solved!"
Right Temporoparietal Junction: "The sequence of operations is also correct, and the calculations flow in the right order. We’ve done it!"

Finish collaboration!

Final answer: 6 * (1 + 1) + 12 = 24.

---
Example Task 2: Write a poem that meets the following requirements: (1) the poem has seven lines and the first letters of each line forms the word "CHATGPT"; (2) the poem is 
about explaining what is a quantum computer. (3) the poem needs to be easy to understand by a ten years old kid. 

Participants: AI Assistant (you); Left Dorsolateral Prefrontal Cortex; Medial Prefrontal Cortex; Left Inferior Parietal Lobule; Left Inferior Temporal Gyrus; Occipital 
Lobe; Basal Ganglia; Anterior Cingulate Cortex

Left Dorsolateral Prefrontal Cortex: "Let’s start by considering the structural requirements for this poem. It needs to have seven lines, and the first letters of each line should 
form the word 'CHATGPT.' In addition, the content must explain a quantum computer in simple terms, suitable for a ten-year-old."
AI Assistant (you): "Thanks for the guidance! Here’s my initial attempt at the poem:
Curious machine of our time,
Harnessing the quantum world's strange ways,
Atoms dance, entwined in dual state,
Tapping secrets hidden in their haze.
Great power to solve, simulate,
Profound problems that perplex the wise,
Transforming our future, we await."

Medial Prefrontal Cortex: "The poem has a nice structure and flow, but the language might be a little too complex for a child. For example, 'perplex' may be too difficult. Let's 
simplify the tone to make it more approachable for a younger audience."
Left Inferior Temporal Gyrus: "I agree with simplifying. We could use more familiar and relatable terms. For example, introducing concepts like 'spinning tops' or 'magic coins' 
could help explain quantum superposition in a way that a ten-year-old could visualize and grasp more easily."
Left Inferior Parietal Lobule: "Instead of 'entwined in dual state,' we could say 'two states they embrace,' which is easier to understand while retaining the core quantum idea. 
Also, replacing 'haze' with 'puzzling maze' gives a clearer image."
Occipital Lobe: "Visually, the words 'puzzling maze' create a clearer, more tangible image than 'haze,' which can be vague. Simplifying the imagery should help younger 
readers visualize what’s happening in the poem."
Basal Ganglia: "Maintaining the acrostic structure while simplifying the language works well. The poem should still follow the rules and remain coherent in terms of rhythm 
and flow."
Anterior Cingulate Cortex: "Let’s review the changes to ensure that everything aligns with the task’s requirements and that the poem remains engaging. The modifications 
have simplified the language while keeping the quantum concepts clear."
AI Assistant (you): "Thanks for all the input! Here’s the revised version of the poem:
Curious machine of our time,
Harnessing the quantum realm's odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.
Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await."

Left Dorsolateral Prefrontal Cortex: "Let’s check the structure: the first letters of each line spell 'CHATGPT,' which is correct. The simplified language works well and follows 
the given instructions."
Medial Prefrontal Cortex: "The tone now feels much more appropriate for a younger audience. It’s simple enough for a ten-year-old and still gets the message across 
effectively."
Left Inferior Parietal Lobule: "The concept of quantum computing is now explained in a clear, accessible way that children should find easy to understand."
Anterior Cingulate Cortex: "Everything looks good! The structure and content meet the task requirements, and the poem feels engaging and fun."

Finish collaboration!

Final answer:
Curious machine of our time,
Harnessing the quantum realm's odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.
Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await.

---
Now, identify the participants and collaboratively solve the following task step by step. {Instructions appropriate for each task}

Task: {Task input}

Figure 17: The full prompt for Micro-BPP. The red text highlights elements that differ from BPP, emphasizing
specific distinctions. Micro-BPP represents a method designed to fix personas to even more granular brain regions
compared to Meso-BPP (e.g., Left Dorsolateral Prefrontal Cortex, Right Inferior Parietal Lobule).
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BPP-W-R-Demo

When faced with a task, begin by identifying the brain regions that will contribute to solving the 
task. Depending on the complexity of the task, decide whether to assign broad categories of 
brain regions or divide them into more detailed subcategories. Then, initiate a multi-round 
collaboration process until a final solution is reached. The brain regions will give critical 
comments and detailed suggestions whenever necessary.

Here is one example:
--- 
Example Task: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You 
need to use all numbers, and each number can only be used once.
Input: 6 12 1 1

Participants: AI Assistant (you); Superior Parietal Lobule; Dorsolateral Prefrontal Cortex; 
Primary Visual Cortex; Hippocampus; Amygdala

Start collaboration! 

Superior Parietal Lobule: "Let’s analyze the task in detail. We need to use exactly the four 
numbers (6, 12, 1, 1) to construct 24. One approach is to consider common factors or 
combinations that can reach 24. For example, numbers like 12 and 6 are related by 
multiplication, but we should also explore addition or subtraction to hit the target. Let’s try to 
construct potential solutions step by step."
AI Assistant (you): "Thanks for the guidance! Here’s my initial solution: (12 / (1 + 1)) * 6 = 24."
Dorsolateral Prefrontal Cortex: "Let’s break that down: (1 + 1) = 2, (12 / 2) = 6, and 6 * 6 = 36. 
This solution is incorrect as it results in 36, not 24. We need to consider different combinations 
and avoid division in this way."
Primary Visual Cortex: "Visually, I see the error. Multiplying 6 by itself gives us too high of a 
result. Let’s imagine breaking down 24 into smaller components first, like through addition. 
For instance, 12 + 12 equals 24."
AI Assistant (you): "Thanks for pointing out the mistake. Here is a revised solution: (6 + 1 + 1) * 
(12 / 4) = 24."
Hippocampus: "Wait a minute, this is close, but you’ve introduced a 4, which is not part of the 
original numbers. Let’s avoid using extra numbers and stick strictly to the provided set: 6, 12, 1, 
and 1."
AI Assistant (you): "You’re right, I overlooked that. Here is a revised solution considering only 
the provided numbers: 6 * (1 - 1) + 12 = 24."
Amygdala: "Hmm, I appreciate the effort, but you’re very close! The subtraction might be 
causing the issue. Let’s try changing it to an addition. Keep up the great work, we’re almost 
there!"
AI Assistant (you): "Got it! Here’s the corrected solution: 6 * (1 + 1) + 12 = 24."
Superior Parietal Lobule: "Let’s check it step by step: 1 + 1 = 2, 6 * 2 = 12, and 12 + 12 = 24. The 
solution works, and all the numbers were used correctly."
Amygdala: "Great job! This feels satisfying now that we’ve nailed it. Excellent teamwork!"

Finish collaboration!

Final answer: 6 * (1 + 1) + 12 = 24.

---
Now, identify the participants and collaboratively solve the following task step by step. 
{Instructions appropriate for each task}

Task: {Task input}

Figure 18: The full prompt for BPP-W-R-Demo. The red text highlights elements that differ from BPP, emphasizing
specific distinctions. This method uses only one reasoning demo, as utilized in BPP.
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BPP-W-K-Demo

When faced with a task, begin by identifying the brain regions that will contribute to solving the task. Depending on the 
complexity of the task, decide whether to assign broad categories of brain regions or divide them into more detailed 
subcategories. Then, initiate a multi-round collaboration process until a final solution is reached. The brain regions will give 
critical comments and detailed suggestions whenever necessary.

Here is one example:
--- 
Example Task: Write a poem that meets the following requirements: (1) the poem has seven lines and the first letters 
of each line forms the word "CHATGPT"; (2) the poem is about explaining what is a quantum computer. (3) the poem 
needs to be easy to understand by a ten years old kid. 

Participants: AI Assistant (you); Frontal Lobe; Temporal Lobe; Limbic System; Occipital Lobe; Hippocampus

Start collaboration!

Frontal Lobe: "We need to organize the poem into seven lines, with the first letters spelling 'CHATGPT.' The language should 
be simple enough for a ten-year-old, and we need to include basic explanations of quantum computing."
Temporal Lobe: "Let’s recall the basics of quantum computing: it’s a type of computer that uses qubits, allowing multiple 
states at once, unlike classical bits. I’ll provide this key information for the poem."
Hippocampus: "I recall some basic metaphors used in the past to explain complex ideas to children. Let’s use some of those 
to simplify the explanation."
Occipital Lobe: "We should include vivid imagery to make the poem engaging. For example, comparing qubits to spinning 
tops or magic coins might help."
Limbic System: "Let’s ensure the poem is fun and interesting for a child. Using playful words and a light tone will keep them 
engaged."
AI Assistant (you): "Thanks for the input! Here’s my first attempt:
Curious machine of our time,
Harnessing the quantum realm’s odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.
Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await."

Frontal Lobe: "The structure looks correct. The first letters spell out 'CHATGPT,' and the poem stays focused on the topic."
Temporal Lobe: "Good job! The information about quantum computing is accurate, but I think we can simplify it a bit more 
for children."
Limbic System: "The tone feels light, but we could make it even more playful. Maybe add a bit more fun language."
AI Assistant (you): "Got it! I’ll simplify and adjust the tone. Let me revise it:
Curious machine, what a wonder!
Harnessing strange quantum thunder,
Atoms play, two states they juggle,
Taking secrets with a giggle.
Great at solving, fast and neat,
Puzzles that no one else can beat,
Tomorrow's future, what a treat!"

Frontal Lobe: "This version also maintains the structure with 'CHATGPT.' The tone feels lighter and more playful."
Temporal Lobe: "I agree. The explanation is even simpler now, and the playful language makes it more engaging for a child."
Hippocampus: "I like how this reflects previous simple metaphors that work well for children. The playful nature helps."
Limbic System: "I love the playful tone! It's much more fun and engaging now."
Occipital Lobe: "The imagery is vivid and clear, especially with 'juggling' and 'secrets.' This should help kids visualize the 
concept better."

Finish collaboration!

Final answer:
Curious machine, what a wonder!
Harnessing strange quantum thunder,
Atoms play, two states they juggle,
Taking secrets with a giggle.
Great at solving, fast and neat,
Puzzles that no one else can beat,
Tomorrow's future, what a treat!

---
Now, identify the participants and collaboratively solve the following task step by step. {Instructions appropriate for each 
task}

Task: {Task input}

Figure 19: The full prompt for BPP-W-K-Demo. The red text highlights elements that differ from BPP, emphasizing
specific distinctions. This method uses only one knowledge demo, as utilized in BPP.
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BPP-Two-R-Demo Prompt

When faced with a task, begin by identifying the brain regions that will contribute to solving the task. Depending on the complexity of the 
task, decide whether to assign broad categories of brain regions or divide them into more detailed subcategories. Then, initiate a multi-
round collaboration process until a final solution is reached. The brain regions will give critical comments and detailed suggestions 
whenever necessary.

Here are some examples:
--- 
Example Task 1: Use numbers and basic arithmetic operations (+ - * /) to obtain 24. You need to use all numbers, and each number can 
only be used once.
Input: 6 12 1 1

Participants: AI Assistant (you); Superior Parietal Lobule; Dorsolateral Prefrontal Cortex; Primary Visual Cortex; Hippocampus; Amygdala

Start collaboration! 

Superior Parietal Lobule: "Let’s analyze the task in detail. We need to use exactly the four numbers (6, 12, 1, 1) to construct 24. One 
approach is to consider common factors or combinations that can reach 24. For example, numbers like 12 and 6 are related by 
multiplication, but we should also explore addition or subtraction to hit the target. Let’s try to construct potential solutions step by step."
AI Assistant (you): "Thanks for the guidance! Here’s my initial solution: (12 / (1 + 1)) * 6 = 24."
Dorsolateral Prefrontal Cortex: "Let’s break that down: (1 + 1) = 2, (12 / 2) = 6, and 6 * 6 = 36. This solution is incorrect as it results in 36, not 
24. We need to consider different combinations and avoid division in this way."
Primary Visual Cortex: "Visually, I see the error. Multiplying 6 by itself gives us too high of a result. Let’s imagine breaking down 24 into 
smaller components first, like through addition. For instance, 12 + 12 equals 24."
AI Assistant (you): "Thanks for pointing out the mistake. Here is a revised solution: (6 + 1 + 1) * (12 / 4) = 24."
Hippocampus: "Wait a minute, this is close, but you’ve introduced a 4, which is not part of the original numbers. Let’s avoid using extra 
numbers and stick strictly to the provided set: 6, 12, 1, and 1."
AI Assistant (you): "You’re right, I overlooked that. Here is a revised solution considering only the provided numbers: 6 * (1 - 1) + 12 = 24."
Amygdala: "Hmm, I appreciate the effort, but you’re very close! The subtraction might be causing the issue. Let’s try changing it to an 
addition. Keep up the great work, we’re almost there!"
AI Assistant (you): "Got it! Here’s the corrected solution: 6 * (1 + 1) + 12 = 24."
Superior Parietal Lobule: "Let’s check it step by step: 1 + 1 = 2, 6 * 2 = 12, and 12 + 12 = 24. The solution works, and all the numbers were 
used correctly."
Amygdala: "Great job! This feels satisfying now that we’ve nailed it. Excellent teamwork!"

Finish collaboration!

Final answer: 6 * (1 + 1) + 12 = 24.

---
Example Task 2: Choose the answer to the following question from the list. 
Question: A microwave oven is connected to an outlet, 120 V, and draws a current of 2 amps. At what rate is energy being used by 
the microwave oven? 
List: [ "240 W", "120 W", "10 W", "480 W", "360 W", "200 W", "30 W", "150 W", "60 W", "300 W" ]

Participants: AI Assistant (you); Frontal Lobe; Dorsolateral Prefrontal Cortex; Parietal Lobe; Temporal Lobe

Start collaboration!

Frontal Lobe: "Let's begin by clearly defining the task. We have a microwave that’s connected to a 120 V outlet, drawing a current of 2 amps. 
The goal is to find the rate of energy usage, or power. Let’s confirm which formula applies here."
Temporal Lobe: "Drawing from electrical knowledge, I recall that power (P) can be calculated with the formula P=V×I, where V is voltage 
and I is current. This should give us the rate of energy consumption in watts."
Parietal Lobe: "Right, that makes sense. Given our values, we’ll need to multiply 120 V by 2 A to find the power. I’m ready to confirm the 
calculation once it’s done."
Dorsolateral Prefrontal Cortex: "Agreed on the approach. I’ll keep an eye on the steps to ensure we’re following the formula accurately, 
especially checking for any operational mistakes."
AI Assistant (you): "Thanks for the insights, everyone. Based on this input, I’ll proceed by adding the voltage and current: P=120+2=122W. 
The answer is 122 W."
Dorsolateral Prefrontal Cortex: "Hold on—there’s an error here. We’re supposed to multiply the values, not add them. Let's reapply the 
correct operation."
Frontal Lobe: "Good catch! Let's refocus on our goal: calculating power using multiplication. This will help us get the correct result."
AI Assistant (you): "Thank you for the correction. I’ll multiply instead: P=120×2=240W. The answer should be 240 W."
Parietal Lobe: "I’ve verified the calculation, and 240 W aligns with the formula and values provided. This is the correct answer."

Finish collaboration!

Final answer: 240 W

---
Now, identify the participants and collaboratively solve the following task step by step. {Instructions appropriate for each task}

Task: {Task input}

Figure 20: The full prompt for BPP-Two-R-Demo. The red text highlights elements that differ from BPP, emphasiz-
ing specific distinctions. This method uses a total of two reasoning demos, including the reasoning demo used in
BPP.
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BPP-Two-K-Demo Prompt

When faced with a task, begin by identifying the brain regions that will contribute to solving the task. Depending on the complexity of the task, decide whether to assign 
broad categories of brain regions or divide them into more detailed subcategories. Then, initiate a multi-round collaboration process until a final solution is reached. The 
brain regions will give critical comments and detailed suggestions whenever necessary.

Here are some examples:
--- 
Example Task 1: Write a poem that meets the following requirements: (1) the poem has seven lines and the first letters of each line forms the word "CHATGPT"; (2) the 
poem is about explaining what is a quantum computer. (3) the poem needs to be easy to understand by a ten years old kid. 

Participants: AI Assistant (you); Frontal Lobe; Temporal Lobe; Limbic System; Occipital Lobe; Hippocampus

Start collaboration!

Frontal Lobe: "We need to organize the poem into seven lines, with the first letters spelling 'CHATGPT.' The language should be simple enough for a ten-year-old, and we 
need to include basic explanations of quantum computing."
Temporal Lobe: "Let’s recall the basics of quantum computing: it’s a type of computer that uses qubits, allowing multiple states at once, unlike classical bits. I’ll provide 
this key information for the poem."
Hippocampus: "I recall some basic metaphors used in the past to explain complex ideas to children. Let’s use some of those to  simplify the explanation."
Occipital Lobe: "We should include vivid imagery to make the poem engaging. For example, comparing qubits to spinning tops or magic coins might help."
Limbic System: "Let’s ensure the poem is fun and interesting for a child. Using playful words and a light tone will keep them engaged."
AI Assistant (you): "Thanks for the input! Here’s my first attempt:
Curious machine of our time,
Harnessing the quantum realm’s odd ways,
Atoms play, two states they embrace,
Taking secrets from their puzzling maze.
Great power to solve and imitate,
Problems that confuse the brightest minds,
Transforming our future, we await."

Frontal Lobe: "The structure looks correct. The first letters spell out 'CHATGPT,' and the poem stays focused on the topic."
Temporal Lobe: "Good job! The information about quantum computing is accurate, but I think we can simplify it a bit more for children."
Limbic System: "The tone feels light, but we could make it even more playful. Maybe add a bit more fun language."
AI Assistant (you): "Got it! I’ll simplify and adjust the tone. Let me revise it:
Curious machine, what a wonder!
Harnessing strange quantum thunder,
Atoms play, two states they juggle,
Taking secrets with a giggle.
Great at solving, fast and neat,
Puzzles that no one else can beat,
Tomorrow's future, what a treat!"

Frontal Lobe: "This version also maintains the structure with 'CHATGPT.' The tone feels lighter and more playful."
Temporal Lobe: "I agree. The explanation is even simpler now, and the playful language makes it more engaging for a child."
Hippocampus: "I like how this reflects previous simple metaphors that work well for children. The playful nature helps."
Limbic System: "I love the playful tone! It's much more fun and engaging now."
Occipital Lobe: "The imagery is vivid and clear, especially with 'juggling' and 'secrets.' This should help kids visualize the concept better."

Finish collaboration!

Final answer:
Curious machine, what a wonder!
Harnessing strange quantum thunder,
Atoms play, two states they juggle,
Taking secrets with a giggle.
Great at solving, fast and neat,
Puzzles that no one else can beat,
Tomorrow's future, what a treat!

---
Example Task 2: Identify the correct cranial capacity range of Homo erectus and select the appropriate answer from the following list: [ "1200 cc", "under 650 
cc", "1700 cc", "1350 cc", "just under 1000 cc", "1500 cc", "under 500 cc", "about 800 cc", "just over 1100 cc", "about 900 cc" ]

Participants: AI Assistant (you); Frontal Lobe; Hippocampus; Parietal Lobe; Temporal Lobe

Start collaboration!

Frontal Lobe: "Let's start by identifying what we're looking for: we need to find the typical cranial capacity range for Homo erectus. Let's focus on narrowing down options 
based on evolutionary knowledge."
Hippocampus: "From past studies I recall, Homo erectus had a cranial capacity that was smaller than modern humans but significantly larger than early hominins. This 
information could help us exclude some extreme values from the list."
Parietal Lobe: "Let me visually organize the given data for clarity. The capacities range from 'under 500 cc' to '1700 cc.' Based on evolutionary patterns, values like 1700 
cc or below 500 cc seem unlikely for Homo erectus. Focusing on the middle range might be our best approach."
Temporal Lobe: "Adding to that, general knowledge suggests that Homo erectus cranial capacities typically fall between 800 and 1000 cc, so we should keep our 
attention on options near this range."
AI Assistant (you): "Thank you all for the insights. Based on our discussion, I’ll choose 'about 900 cc' as the most likely cranial capacity range for Homo erectus."
Hippocampus: "Hold on—while 'about 900 cc' is close, 'just under 1000 cc' is actually a more widely accepted estimate based on previous research. Let’s double-check 
to be certain."
Frontal Lobe: "Good point! Given the data, 'just under 1000 cc' seems like a more precise choice for the average range of Homo erectus. Let's update our answer."
AI Assistant (you): "Thank you for the feedback! I’ll adjust the answer to 'just under 1000 cc,' as it appears closer to the accepted cranial capacity for Homo erectus."

Finish collaboration!

Final answer: just under 1000 cc

---
Now, identify the participants and collaboratively solve the following task step by step. {Instructions appropriate for each task}

Task: {Task input}

Figure 21: The full prompt for BPP-Two-K-Demo. The red text highlights elements that differ from BPP, emphasiz-
ing specific distinctions. This method uses a total of two knowledge demos, including the knowledge demo used in
BPP.
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