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Abstract

Diffusion models have demonstrated decent generation quality, yet their deploy-
ment in federated learning scenarios remains challenging. Due to data heterogeneity
and a large number of parameters, conventional parameter averaging schemes of-
ten fail to achieve stable collaborative training of diffusion models. We reframe
collaborative synthetic data generation as a cooperative sampling procedure from
a mixture of decentralized distributions, each encoded by a pre-trained local dif-
fusion model. This leverages the connection between diffusion and energy-based
models, which readily supports compositional generation thereof. Consequently,
we can directly obtain refined synthetic dataset, optionally with differential privacy
guarantee, even without exchanging diffusion model parameters. Our framework
reduces communication overhead while maintaining the generation quality, realized
through an unadjusted Langevin algorithm with a convergence guarantee.

1 Introduction

Federated learning (FL [1]) enables clients (i.e., data owners) to collaboratively train a statistical
model by exchanging locally updated parameters with a central server over iterative communication
rounds, thereby preserving data privacy. While this model-centric FL paradigm is well-established,
sharing public data can substantially enhance FL performance by mitigating statistical heterogeneity
arising from non-independent and identically distributed (non-IID) local data distributions [ —4]. For
instance, public or synthetic datasets can homogenize disparate local distributions and serve as direct
signals for server-side pretraining. This facilitates client-side transfer learning or data augmentation,
both improve the overall utility of FL.

While these data-centric FL scheme offers clear advantages over purely model-centric approaches,
there remain challenges. First, curating public datasets is often infeasible in a real-world FL sys-
tem. Although generation of synthetic data via the collaborative training of generative models is
a viable alternative, it is challenging in FL settings. For example, generative adversarial networks
(GANSs [5]) suffer from training instabilities and suboptimal sample quality, which are exacerbated
in FL by statistical heterogeneity [6—8]. Even advanced diffusion models [9—12] incur substantial
computational and communication overheads due to their large parameter sizes and fine-grained
optimization requirements. Thus, effective synthetic data generation methods for FL constitute a
critical yet underexplored research area. Specifically in cross-silo FL settings, clients often have a
limited number of samples (e.g., hospitals or enterprises with small datasets). In this sample-limited
condition, generating synthetic data becomes critical as it can complement scarce and disparate
local dataset with high-fidelity synthetic samples. Thereby, this directly addresses the statistical
heterogeneity problem in federated environments.

In this work, we redefine federated synthetic data generation as a collaborative sampling process from
a mixture of heterogeneous and inaccessible local distributions. By modeling each local distribution
with a client-side diffusion model, we enable efficient compositional sampling from them, leveraging
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energy-based interpretations of diffusion models [13] and the mixture-of-experts paradigm [14].
The sampling is embarrassingly simple, through the unadjusted Langevin algorithm (ULA [15, 16]).
Building on these, we introduce DfD (Diffusion-federated Dataset), a cooperative inference framework
that generates synthetic data through sampling directly from a mixture distribution, eschewing
traditional model averaging. D£D advances federated synthetic data generation as follows:

* We propose a novel view on federated synthetic data generation as cooperative sampling from
individually trained diffusion models, without necessitating the exchange of model parameters.

* Through energy-based parameterization and compatibility of ULA with the diffusion reverse
process, we refine the connections between diffusion models and energy-based models (EBMs [17]).
We also derive the optimal step size and non-asymptotic distributional convergence for DfD.

* We empirically validate fidelity and utility of synthetic dataset from D£D under non-IID conditions,
optionally with formal privacy guarantees, addressing key needs in cross-silo FL scenarios.

2 Related Works

Synthetic Data in FL. FL often struggles with slow convergence when the client’s local private
data sets differ significantly, a common challenge known as statistical heterogeneity or the non-IID
problem [1, 4]. This issue is critical in that the central server cannot directly access or adjust these
heterogeneous local datasets to align their disparate optimization trajectories. Most prior work
has addressed this through model-centric approaches, such as local update regularization [18-21],
modified central aggregation schemes [22—27], or personalization [28—30].

While effective, a complementary data-centric perspective still remains underexplored. These include
sharing additional server-side public data [2, 31-33], using indiscernible auxiliary representations [34—
40], or leveraging a generative model to obtain plausible synthetic data [41-50]. These provide clients
with a proxy for global distribution, which directly mitigates the non-IID problem and improves
convergence [51]. Notably, as studied in [2], sharing only a small portion of public data can
significantly boost FL performance, though acquiring such data is nontrivial in practice.

Hence, synthetic data is widely used with generative models in e.g., healthcare [52—57]. However,
current synthetic data generation methods in FL, including real-world applications, mostly resort to
GAN:Ss [58] (optionally with privacy guarantee [59—62]), which suffer from subpar generation quality
and optimization instability due to their adversarial training scheme (e.g., mode collapse [6—8]).

Diffusion Models in FL. Diffusion models [11, 12], such as Denoising Diffusion Probabilistic
Models (DDPMs [9]), have offered a superior generation quality training stability, compared to other
generative models, e.g., GANSs. [10]. Although promising, their adoption in FL is challenging and
sometimes even prohibitive due to high computational costs and large model sizes. Thus, current
methods suffer from significant communication overhead [63], poor scalability to high-resolution
data [64], and even require retraining of local models [65] or data sharing [66] due to non-1ID problem.
In addition, the inherent loss design of diffusion models, which depend on multiple time-steps, also
requires frequent parameter exchanges during training, making them difficult to adopt in FL [66, 67].

Our framework detours by directly generating samples from an inaccessible mixture of heterogeneous
local distributions, encoded by locally-trained diffusion models. This is rooted in exploiting the
connection of diffusion models to energy-based models (EBMs [17]), which estimate unnormalized
probability densities through their gradients with respect to inputs (i.e., scores [68]). This intriguing
connection enables easy compositional sampling, which can be viewed as sampling from a mixture-
of-experts [14], even without accessing model parameters. As a result, DfD offers an efficient and
scalable solution for adopting diffusion models in federated synthetic data generation.

3 Preliminaries

3.1 Diffusion Models

Diffusion models aim to encode data distribution py., () by learning transition from noise-perturbed
data {x;}}_,, where z1 ~ N(04,1,), into its clean original counterpart, £y ~ Pgaa(x) = q(x0)
through paired forward and backward processes. Specifically, Gaussian diffusion defines a Markov



chain joint distribution ¢(xg, ..., z1) = q(x) Hthl q(x¢|x:—1), where the forward process is de-
fined by incrementally adding Gaussian noise over ¢t € [T'] as q(x¢|@¢—1) = N (245 \J/ouxi—1, Bela).
Note that d is the data dimension, 0 < 3; < 1 and a; = 1 — [3; are noise constants. The reverse
process, typically parameterized by a deep network with 8, approximates pg(x;—1|x;), in order to
progressively denoise from the Gaussian noise xr into the original data xy. With sufficiently small
B¢, each transition of reverse process approximately follows Gaussian [11]. This allows:

1 -
po(xi—1|xs) :N(wtfﬁ \/a»t(wt — \/%Ge(fvt’t));ﬁtld), (1)
::He(mtvt)

where ay, 3, are some transformations of 3, V¢t € [T], following the configurations of [9] (see also
Appendix C.1).

Eventually, the parameterized deep network needs to predict eg(x;, ) as a mapping €g : R? x [T] —

R?. Note that diffusion models ensure the analytic conversion from the original to the perturbed data
at any timestep ¢t € [T [9]:

Ty =\ oz + V 1-— O_[tE7 € ~ N(Od,Id). (2)
Using this property, we can optimize with composite loss [9] as £(6) = Zf:l £(0,t), where

‘6(07 t) = Emodim(m)vﬁNN(Ud,Id) [”6 - 69(:I:t,t)||§] : 3

By minimizing this objective, diffusion models are capable of generating high-quality samples
by constructing pg (¢, t) from their prediction €g(x;, t) and progressively denoising from xp ~
N(0g4,14) to xgovert =T —1,...,1, using Eq. (1). We refer to Appendix A for detailed derivations.

3.2 Energy-based Interpretation of Diffusion Models

Diffusion models have an intriguing connection with EBMs [12, 13]. EBMs [17] define an unnormal-
ized probability density as:
exp (—Afa(x))

pg(w) = Ze y

“
where EBMs forgo modeling of the normalizing constant Zg = fw cx €XP (=Afo(x))dx. We

define fo : R — R as an energy function with parameter @ € RP, scale factor A € R* and
Velogpe(x) = —AVy fe(x) as a score. Note that we have d < p if we choose deep networks,
which are typically overparameterized.

The abstention of modeling normalizing constant prevents exact likelihood computation. To address
the issues that arise from this design, denoising score matching [69] has been proposed to minimize
the Fisher divergence between the model’s score and that of a noise-perturbed data distribution, i.e.,
¢(x5) = [,cr Go(To|T)paaa(z)dz. Note here that o is a noise variance and the perturbation is

given as ©, = x + o€, € ~ N(04,1;). Building on these, the denoising score matching objective is:

L(0,0) = Em(,’vq(malm),mwpdm(m) [vaa log g(zo|T) — Va, Inge(wU)”Q] : ®)
This is equivalent (up to a constant) to:
2L(0,0) = B, myfmslo).cxn 001 |I1€ — TNV, fol@o)[*] ©)

Interestingly, the objective of diffusion models in Eq. (3) aligns with the scaled objective above [13],
with following connection (along with replacing o into o;):
€9 (mh t)

- @)

Ot

va:(,t Inge(mat) = _/\vw(,t f@(mat)

Note that this connection to EBMs can be further concretized for diffusion models by a specific
choice of the energy-based parameterization introduced in following Section 3.4. It should also be
noted that this explicit connection allows using a sampler for diffusion models, e.g., ULA. We defer
all detailed derivations in this section to Appendix B.



3.3 Federated Synthetic Data Generation by Sampling from a Mixture Distributions

The ULA follows a discretized Langevin diffusion process [15] and enables sampling from a target
distribution p(x) with its score V4 log p(), by iteratively updating from x7 ~ N (04, 1) using:

Ty =2t + N Va, logp(xe) +/2m2e, 2zt ~ N(04,1a), )]
where 1, > 0 is a step size, and it ensures xo ~ p(x) [70]. We denote the notation of decreasing
timesteps as t = T, ..., 1 for the compatibility with the diffusion reverse process.

In FL setup, we have K clients each having private dataset D;. Then, a target distribution is naturally

defined as a mixture of local distributions: p*(x) = Zfil w;p;(x), where p;(x) represents unknown

local distribution of D; from ¢-th client and w; > 0 is a mixing coefficient satisfying Zfil w; =1
(e.g., w; = 1/K if uniform weighting). To generate samples from the mixture of local distributions,
what we need to estimate the global score V., log p*(x) defined as follows:

wi exp(=Afo, (@)

K )
2 j—1wj exp(=Afo, ()
where w; is derived from pg, ()  exp (—Afg,(x)) due to Eq. (4). Note that it directly supports
embarrassingly parallel computation across clients, aligning well with FL settings. In detail, the

estimation of the global score Vlogp*(x) is available as long as we have both i) local scores
Vz log pe, () and ii) energies (unnormalized density values) exp(—A fg, ()) of each client.

K
Vg logp*(x) = Zizl W; Vg logpe,(x), ;= )

However, diffusion models do not explicitly provide fg, () in its inherent design. This can be easily
addressed using energy-based parameterization described in the following section.

3.4 Energy-based Parameterization of Diffusion Models

To implement ULA to directly sample from a mixture of local distributions, we should estimate the
energies pg, (x) x exp(—Afg,(x)) for w; in Eq. (9). Since diffusion models lack explicit density
function, prior arts proposed to approximate them by defining fg(«) using an energy-based ¢
parameterization trick [13, 71]. (We refer to Section D of [13] for details on other tricks)

Definition 3.1 (energy-based ¢, parameterization [13]). The energy function of a diffusion model is
approximated as fo (¢, t) = 3| €g(x¢, t)||3, where €g(w,, t) is a prediction of a diffusion model.

Having this energy function, we can now define scores of diffusion models and obtain the global
score in Eq. (9), accordingly. Unfortunately, this parameterization requires a modification in training
of diffusion models, and this often yields subpar generation quality [13, 71].

4 Proposed Method

4.1 Refined Energy-based Parameterization

To detour the modification in training, we start from the notion of well-trained diffusion models.
Definition 4.1 (Well-trained diffusion model). A diffusion model is well-trained if, through mini-
mization of the objective in Eq. (3), its noise prediction satisfies €g (¢, t) ~ € ~ N(04,1).

Remark 4.2. Note that this captures the empirical observation that sufficiently trained diffusion
models accurately predict added noise. In addition, thanks to € = (x; — /@;xo)/v/1 — ay from
Eq. (2), a well-trained diffusion model readily satisfies that V., €g(¢,t) ~ Vg, € = ﬁld

With these, we can now approximate the score of well-trained diffusion models as follows:

Ve, logpe(xi,t) = —AVy, fo(xy, t)

= —Xeg(x,t) TV, €0(xy, t) (10)

~

2ot

—————¢€p(x4, 1),

T—a o(Tt

where the first equality is a direct result from Eq. (4), the second equality is due to Definition 3.1, and
the last approximation is from Definition 4.1. Notably, this matches Eq. (7) if oy = /1 — a;/\. To



summarize, the refined energy-based {5 reparameterization provides an unnormalized density and a
score of well-trained diffusion models as:

A A
po(xy,t) o exp <—2||€e($t,t)||§> Vg, logpe(xs,t) = _\/ieﬂ(mtat)v (11)

T-a

for all timesteps ¢t € [T']. With these, no modification to the training of diffusion models is required.

4.2 DfD: Cooperative Diffusion Models Inference Framework for Synthetic Dataset

@® Preparation of diffusion models © lterative refinement via cooperative inference
Clienti =1,..,K Serverrepeatst =T, ...,1

@ + /202, E—> X
& Eq. (3) .
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Figure 1: Overview of DfD. @ Clients independently train diffusion models to be well-trained with
Eq. (3). B The server randomly initializes synthetic dataset per Eq. (12). (O The server requests

(==>) inference on synthetic dataset to all clients, receives (==>) predictions €g, (:I:,Ej ), t),Vi €
[K],j € [N], transforms (== ) into energies (™, B, M) and scores (@, 8, @) using Eq. (11), composes
into global scores using Eq. (9), and refines synthetic dataset using ULA in Eq. (8) over T steps.

Our proposed framework, DfD, generates synthetic data samples directly from a mixture of local
distributions encoded by local diffusion models, independently trained on private and non-IID client
datasets. An overview of the framework is provided in Figure 1 and the overall procedure of DfD (for
the case of unconditional generation) is described in Algorithm 1.

A key innovation of DfD is its ability to leverage locally trained diffusion models, avoiding repetitive
local updates along with the exchange of model parameters. This is achieved by exchanging the
predictions of well-trained diffusion models instead, and the models are prepared by each client
before cooperative inference begins. These predictions are iteratively collected and transformed into
energies and scores at the server, to construct a global score in Eq. (9).

@ Preparation of diffusion models. Each client 4 trains its own diffusion model on its private
dataset D; by minimizing Eq. (3), to obtain a well-trained model as in Definition 4.1. The model
can be unconditional, predicting €g, (x¢,t), or conditional on label y (e.g., attributes or classes),
predicting €g, (%, y,t). Note that the dimension of predictions is equal to that of inputs, which
is significantly smaller than the model parameter size. In addition, local pre-training can occur
asynchronously, and clients may optionally apply differential privacy (DP) mechanisms [72].

® Initialization of synthetic data. The central server randomly initializes IV synthetic data samples
Dj = ('} (or Dy = {(@f) y )}y as:

g;gf) ~ N(04,1,), (if conditional) y") ~ Categorical (C'1¢), (12)



Algorithm 1 DfD: Cooperative Diffusion Models Inference Framework for Synthetic Dataset

1: Require: number of clients K, synthetic dataset size N, communication rounds 7'
2: Procedure:
3:  All clients i € [K] prepare a well-trained diffusion model ; € R? using D; with Eq. (3).

4:  Server initializes N samples in Eq. (12) to have D7.
5. fort=T,...,1 the server
6: Requests inference to all clients in parallel on D;.
7: Receives predictions {eg, (z\),t) € R? | i € [K],j € [N]}.
8: Transforms predictions into energies and scores with Eq. (11).
9: Computes global scores for all samples with Eq. (9).

10: Updates synthetic dataset into D;_; using ULA in Eq. (8).

11:  end for
12: Return: Dj

where C is the number of conditions (e.g., classes, attributes) encoded by labels. The synthetic dataset
size N is determined based on communication constraints, where N can be set much smaller than
the required parameter size of diffusion models, e.g., N < max; dim(6;).

© Iterative refinement via cooperative inference. For each communication round ¢t = T, ..., 1,
the central server sends the current synthetic dataset to all clients and requests predictions from their
diffusion models. With these predictions, the server computes energies and scores of each client
using Eq. (11). The server then constructs global scores using Eq. (9) and refines the server-side
synthetic dataset using ULA, as in Eq. (8). Note that it can be extended to the conditional case by
simply incorporating y/) in this step. At the end, the server obtains a refined synthetic dataset, Dg.

4.3 Theoretical Analysis

The ULA is the main workhorse of DD as it relies on energy-based parameterization to sample from
a mixture of local distributions using global scores in Eq. (9). Hence, we must carefully select the
step size, denoted by 7, to ensure that the DD correctly settles at the target mixture distribution. We
theoretically derive the step size guidance in two steps: (@) verification of the compatibility of ULA
with diffusion reverse process, and (b) analysis of non-asymptotic convergence behavior of ULA to
the target distribution in KL divergence [70]. We defer all proofs in Appendix C.

@ Compatibility of ULA with diffusion reverse process. DfD resort to diffusion models as main
components. Thus, we begin with the successful diffusion reverse process and transplant its key
success factor into the ULA to ensure compatibility. Interestingly, we find that non-expansiveness
w.r.t. £5-norm is inherently encoded in the diffusion reverse process, and perceive it as a key factor.

Lemma 4.3 (Non-expansiveness of diffusion reverse process). The diffusion reverse process in Eq. (1)
preserves the squared {2-norm of resulting iterates to be non-expansive, i.e., E[||z;_1||3] < E[||x:]|3].

Next, we proved that this property can be similarly induced for ULA under following conditions.
This gives an explicit guidance for the choice of scale factor A in Eq. (4), which is used for the
construction of energies and scores in Eq. (9).

Lemma 4.4 (Non-expansiveness condition of ULA). ULA satisfies the non-expansiveness w.r.t.
squared lo-norm as E[||z;_1||3] < E[||x;||3], for well-trained diffusion models with energy-based (5
parameterization, if and only if n, € [0, 3] and X = 2.

(® Non-asymptotic convergence of ULA. Though previous work heuristically adopted the naive
resemblance of ULA with the diffusion reverse process to set the step size (i.e., simply setting 7, = 3;
while ignoring the scaling factor \/%) [71], this approach has no theoretical justification. Thus,
we theoretically derive a ULA step size and the convergence guarantee toward a target mixture
distribution under KL divergence, with acceptable assumptions provided in Appendix C.

Theorem 4.5 (Convergence guarantee of DfD). Let jp; be the evolving distribution of x; € R? from
ULA and p; be the mixture of distributions encoded by diffusion models. For § > M
and p € (0,N/3/6), the iterates Tr_y ~ Py_, guarantee Dxr,(Pr—s || pr—i) < 6 after t >

vd p(l—ar_)P
18ds(1—ar—¢)’ 2p .

1_61”* log <2DKL(§THPT)> steps with a step size np—_; < min {



Note that this ensures DfD can sample from a mixture of inaccessible and heterogeneous distributions
in a finite number of steps, without access to the local dataset D; and the local model parameters 6;.

4.4 Privacy Guarantee

Definition 4.6 ((¢,d)-DP [72]). A mechanism M satisfies (¢,0)-DP if, for any two neighbor-
ing datasets D and D’ differing in one record, and for any output set S, Pr[M(D) € S] <
e Pr[M(D’) € S] + 4, where € > 0 is the privacy budget and § > 0 is the failure probability.

The communicated signals in DD are client predictions €g, (:v,(:] ), t) from a diffusion model trained
on a private dataset D;. In FL, we typically use DP mechanism to protect sensitive information.
Intriguingly, D£D can inherit DP guarantee as long as each client ¢ already trained its own diffusion
model 6; to achieve (¢;, §;)-DP, e.g., using DP-SGD [73].

Theorem 4.7 (DP guarantee of DfD). Assume all client datasets D; are disjoint. If each client
i € [K] trains a diffusion model 0; for (e;,0;)-DP given €; > 0 and §; > 0, the synthetic dataset D}
generated by DfD compositely satisfies (max; €;, max; 0;)-DP.

Proof. As the server processes differentially private local predictions, the post-processing property of
DP [74] also ensures that subsequent steps (i.e., global score computation, ULA updates) to preserve
DP. The parallel composition theorem [75] provides a composite DP guarantee across clients with
disjoint datasets with each other, in terms of the maximum privacy budget and failure probability. [

S Experimental Results

5.1 Setup

Datasets. We use three benchmark datasets: MNIST [76], CIFAR-10 [77], and CelebA [78], after
resizing all inputs to have spatial dimension of 32x32. As each dataset has separate train & test folds,
we use the train fold to split into client datasets, and set the test fold aside for server-side evaluation.
We distribute the train fold of each dataset into K = 10 clients with three different non-IID conditions:
i) Dirichlet distribution-based non-IID [79] for MNIST, ii) power-law distribution-based non-IID [21]
for CIFAR-10, and iii) pathological non-IID [1] for CelebA.

To further simulate a convincing scenario in which a synthetic dataset should be procured (i.e.,
data-limited settings), we randomly sample local dataset to have a size of 300 on average, following
the sample size configurations of the curated benchmark for the cross-silo FL setting [80].

Baselines. We compare with FL methods for generative models: FedGAN [42], FedDiffuse [63]
and PRISM [67]. All clients are taking 10K steps in total for 7' = 1000 rounds: E = 10 local updates
for all comparison methods, and £/ = 10 x 1,000 = 10, 000 local updates for D£D as it requires no
update during communication rounds. The mini-batch size is set to B = 32, and the learning rates
are tuned for all methods, and set to ¢(1 — ;)P for ¢ > 0, p > 1 for DfD.

Evaluation Metrics. We evaluate both fidelity and utility of the generated synthetic dataset. To
evaluate the fidelity of synthetic data, we use the widely-used metrics for generative modeling:
Fréchet Inception Distance (FID [81]), Precision & Recall (P&R [82]), and Density & Coverage
(D&C [83]). To evaluate utility, we use an accuracy evaluated from a classifier trained at the central
server using class-labeled synthetic dataset. We defer the specific experimental setup to Appendix D.

5.2 Results

Quality and Utility. Table | summarizes the quality-based results, i.e., FID, Precision (P), Recall
(R), Density (D) and Coverage (D). Our method outperforms other FLL methods for generative
modeling in synthetic data fidelity. We provide generation results of each method in Figure 3. Table 2
summarizes the test accuracies as synthetic data utility. Following [84], we train three server-side
classifiers on each generated synthetic dataset: logistic regression (LogReg), multi-layered perceptron
(MLP), and convolution neural network (CNN). We evaluate each classifier on a separate test fold



Table 1: Results on synthetic dataset quality.

FID | Pt R1 D1t ct
MNIST FedGAN [42] 34.8486 0.4189 0.1240 0.1144 0.1378
FedDiffuse [63] 49.5704 0.1842 0.7610 0.1145 0.3428

PRISM [67] 36.7945 0.4223 0.1386 0.1639 0.1481

DfD 37.7354 0.6224 0.3437 0.1816 0.3937

CIFAR-10 FedGAN [42] 145.5668 0.6866 0.0221 0.4800 0.1221
FedDiffuse [63] 78.3845 0.4142 0.2119 0.3731 0.2958

PRISM [67] 330.8488 0.0875 0.0077 0.0334 0.0368

DD 59.9761 0.5153 0.2492 0.3521 0.3590

CelebA FedGAN [42] 98.1784 0.3469 0.4210 0.1349 0.1929
FedDiffuse [63] 33.3323 0.2986 0.5176 0.2318 0.2793

PRISM [67] 200.1870 0.1479 0.1809 0.0684 0.0769

DD 29.1832 0.3734 0.4143 0.2229 0.2370

Table 2: Results on synthetic dataset utility.

LogReg MLP CNN

MNIST FedGAN [42] 71.7 72.4 73.6
FedDiffuse [63] 78.2 71.5 78.8

PRISM [67] 43.1 414 453

DfD 78.5 78.1 78.9

CIFAR-10 FedGAN [42] 19.8 21.1 24.3
FedDiffuse [63] 29.2 31.3 33.0

PRISM [67] 11.5 12.9 13.2

DfD 28.3 324 34.1

CelebA FedGAN [42] 42.1 434 45.8
FedDiffuse [63] 55.2 58.1 58.2

PRISM [67] 12.2 11.3 13.4

DfD 57.3 56.5 59.3

held in the central server. As a proxy of raw local data samples inaccessible in FL settings, synthetic
dataset from DD have been shown to offer better utility compared to existing baselines.

Efficiency. The communication costs differ in DfD compared to other methods. Table 3 summarizes
the communication target and computation budget required to generate N samples. During FL, DD
is faster in computation as it only conducts inferences on samples (i.e., N forward passes for N
samples), whereas other methods require both backward and forward passes N x E times to update
parameters. Additionally, DfD exchanges predictions of which size is IV x d, where the dimension
is far smaller than the size of the model parameters (i.e., d < p. Thus, it can significantly reduce
communication (" N X d < p) costs by setting reasonable number of samples, N.

Table 3: Comparison on communication cost & computation complexity.

Communication Computation
FedGAN [42]
FedDiffuse [04] 0: € R (forwar((io zgcj\l;aikiatdp)E times)
PRISM [67]
j N O(N x
(4) Nxd ( p)
pID {eei S t)}jzl €k (single forward pass)

Privacy. Thanks to Theorem 4.7, D£D readily satisfies DP. Following [85], we let each client train its
diffusion model with DP-SGD [73], under shard-partitioned non-IID setting [1] for K = 10 clients:
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Figure 2: Differentially private synthetic dataset for MNIST from D£D under (¢ = 10,6 = 10~5))-DP.

each client has samples from only 2 out of 10 classes from MNIST dataset, i.e., digits 0 and 1 for client
0, digits 1 and to for client 1, ... , and digits 9 and O for client 9. To achieve (max; €;, max; J; )-DP for
the resulting synthetic dataset, we set ¢; = 10 and §; = 10~° for all i € [K] clients. We found that
applying DP is detrimental to sample quality as expected, and subtle tuning of step size is required
to obtain discernible samples. Thereby, improving the quality of ULA sampling from differentially
private diffusion models is a promising future direction for DfD in practice.

6 Limitation and Discussion

DfD gives clients great flexibility under the assumption of credible participation, such as cross-silo
FL settings. In cross-device FL settings, where massive and unreliable clients [4] participate, DfD
may fail, so we only consider cross-silo FL settings where a moderate number of credible clients
participate. This could be relaxed by allowing partial participation through approximation of a global
score at the central server [86].

Currently, the server ends up having synthetic dataset at last, not a generative model. Thus, by
training a server-side amortized sampler [87—-89] to emulate the collaborative sampling process,
we can additionally generate samples even after the collaboration. Moreover, the communication
cost can be further reduced by adapting advanced samplers [90-93] or by using model compression
techniques, which we leave for future work.

The success of DfD hinges on the faithful, authorized training of local diffusion models by participating
clients. However, when local diffusion models are overfit or even memorize samples, this would
introduce biased or collapsed sampling, resulting in catastrophic generation results. Therefore, careful
training is required (e.g., earlystopping, weight decay) to acquire literally well-trained diffusion
models. To guarantee trustworthy training, DD requires a credible consortium of clients. Alternatively,
we can use cryptographic tools, such as zero-knowledge proofs, to certify verified pre-training [94].

Lastly, thanks to the advancement in diffusion models, we expect DfD to be extended to other
modalities than images [95, 96]. We believe the directions discussed thus far could improve the
scalability and practicality of DD in future works.
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Figure 3: Visualization of synthetic dataset generated under data-limited non-IID setting. Each

row corresponds to FedGAN [42], FedDiffuse [63], PRSIM [67], and DfD. Each column corresponds
to CIFAR-10 [77], MNIST [76], and CelebA [78].
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7 Conclusion

We propose a collaborative synthetic data generation framework, DD, that leverages an energy-based
connection for cooperative inference of diffusion models. DfD offers improvements in generation
quality, communication efficiency, and easy privacy guarantees with theoretically grounded design.
Given wide implications of synthetic data in federated settings, we look forward to exploring
extensions of DfD to diverse modalities and data-intensive domains as a trustworthy framework.
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Broader Impact

The DD framework enables federated synthetic data generation with privacy guarantees, promoting
secure data sharing in privacy-sensitive domains. It produces high-quality synthetic data that preserves
statistical properties, improving collaborative research and training of models while complying with
e.g., GDPR [97] and HIPAA [98]. However, as synthetic datasets can be possibly misused for
malicious purposes, a robust accounting protocol is required for ethical deployment.
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Justification: We only used publicly available datasets in our experiments, and we provided
self-contained code implementations as a link.
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* While we encourage the release of code and data, we understand that this might not be
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reproduce the results. See the NeurIPS code and data submission guidelines (https:
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versions (if applicable).
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parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes] .

Justification: We provided separate sections for experimental details and configurations in
appendix.
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» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes] .
Justification: We faithfully report all results with reproducible details.
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* The answer NA means that the paper does not include experiments.

* The authors should answer ”Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes] .

Justification: We provided separate sections for experimental details and configurations in
appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes] .

Justification: We sincerely understood and followed research ethics, as in NeurIPS Code of
Ethics.
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¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
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deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes] .
Justification: We described broader impacts statement at the end of the manuscript.
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* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA] .
Justification: We do not release any data or models.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes] .
Justification: We clearly described and cited related assets (data, models, previous findings).
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* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes] .

Justification: We only used publicly available datasets in our experiments, and we provided
code implementations as a link.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .
Justification: We do not use crowdsourcing or experiments with human subjects.
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* The answer NA means that the paper does not involve crowdsourcing nor research with
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* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA] .
Justification: Our work did not require IRB approval and not involve any related risks.
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* The answer NA means that the paper does not involve crowdsourcing nor research with
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA] .
Justification: We did not use LLMs except for polishing some sentences and table formatting.
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* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Derivation of Gaussian Diffusion Models

Diffusion models are a class of generative models that aim to learn a data distribution pgy, () = q(xo)
by learning to transform random Gaussian noise into original data through an iterative denoising
process. In other words, the underlying Markov chain from the noise (x7) to the data (ax() defines
diffusion models, and they are realized by two main processes: a forward process and a reverse
process.

In the forward process, data € ~ q(xg) is gradually perturbed over T timesteps by adding Gaussian
noise as

q(xe|zi-1) = N(2t; V1 = Brxi—1, Bila),
where 3; € (0, 1) controls the noise schedule, until z7 ~ N'(04,1;). Other constants satisfy oy =
1—Byand ay = Hle . Thus, the forward process models g(x1, ..., xr|xo) = Hthl q(xs|Ti_r).

To reiterate, as in Eq. (2), diffusion models have useful property that enables calculation of anytime
marginal distribution in a closed form:

q(xi]xo) = N (25 Vo, (1 — ay)Ly)

By training a parameterized deep network, diffusion models can denoise from noise to the data by
approximating the true posterior pg(x;—1|x:) ~ q(xi—1|Ts, o), through the reverse process as

defined in Eq. (1). Thus, the reverse process models pg (o, ..., 1) = p(xT) H?:l pe(Ti_1|xyt).
With these two paired processes, diffusion models maximize the lower bound of log-likelihood
defined as:

pg($07 ceey CET)
Q(mlv ey $T|m0)
= log pe(xo) — Dxr(q(z1, ..., xr|®0) || PO(T1, ..., TT|T0))

10gp9(w0) > Eq(ml,...,mT\mo) |:10g

T
=logpe(xo) = ) Dxv(a(@erl@e, @o) | po(@i—1lz:)),

where the decomposition is due to the Markov property of both forward and reverse processes.

From this, we can maximize the lower bound of log-likelihood by minimizing the sum of KL
divergence terms instead:

T
> Divlal@ilar, o) || polw:i]a)).
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Since both ¢(xs_1|xs, 2o) and pg(x:—1|x:) are Gaussian, the KL divergence simplifies to a mean
squared error between the true noise € and the estimated noise €g (¢, t). Hence, we have

T
thl Dkw(q(we—1]@e, To) || po(wi—1]x:))
T 2
= @tEagng(ae).en(0410) [Il€ — €o(@e,D)]3]

T
= thl a:L(0,1),

where a, is a weight that is typically treated equal as a; = ... = ap = 1 [9] for all time-dependent
loss £(8,t), which was defined in Eq. (3).

After the training is completed by optimizing the above composite loss £(0) = Zthl L£(0,t), we
can draw samples through ancestral sampling: starting from &7 ~ AN (0g, 1) using pg (¢, t), due

to the connection @1 = pg(x:,t) + Bie, e~N (04,1,;) from the reverse process. Note here
that gty (¢, t) is computed from the estimated noise €g (¢, t).
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B Connection of Energy Based Models and Diffusion Models

EBMs and diffusion models share a profound theoretical connection through denoising score matching
in Eq. (5). This connection not only provides an alternative interpretation of diffusion models but
also enables ULA in Eq. (8).

Again, EBMs model an unnormalized probability density of the form of:

po(z) = %ﬂf"(@)’

where fg : R? — R is the energy function parameterized by @ € R?, A € R* is a scale factor, and
Zo = [,cr exp(—Afo(x)) dz is the normalizing constant, which is typically intractable in practice.

Due to the intractable property of the normalizing constant Zg, direct computation of the likelihood
is challenging. This necessitates alternative training methods using a score, defined as follows. The
score is the gradient of the log-density as:

Vzlogpe(x) = —AVy fo(x).

To train EBMs, we use denoising score matching objective [69] in Eq. (5) to minimize the Fisher
divergence between the score of a model’s distribution and the score of a noise-perturbed data
distribution:

a(x,) = / _Go(@sl@pua(@) dz,

where the perturbation is realized as:
x, =x+0€e, €~N(041),

and o is the noise scale. Hence, the DSM objective is:
2
'C(ea U) = Emawq(ma|m),mwpdm(m) |:||Vwo' log q(w0|w) - Vwa Ingg(IBg)”Q

Rewriting q(x,|x) = N (x,; T, 021,), we can explicitly have that

Va, logg(z.|x) = —@ = —0e€.

By substituting the EBM score as V_ log pg(x,) = —AVy, fo(x, ), the objective becomes equiva-
lent (up to a constant) to Eq. (6) as:

2
G2L(0,0) = B, mgfa o eN(0,10) |I€ — 0NV, fol0) 3]

Diffusion models, as defined in Section A, optimize a similar objective. To reiterate, the objective of
diffusion models is given as:

£(8,t) = Eayc [lle — eolwr, )3 -

From this, we can easily draw an analogy with DSM objective, by replacing the o with a time-
dependent noise scale o, with the score interpretation as:

€g(xy,t)
Ot ’

Va,, l0gpe(Ts,) = —AVa,, fo(xs,)

This connection shows that the noise prediction €g (¢, t) in diffusion models directly corresponds
to the score of an implicit EBM, if scaled by the noise level o;. Thus, diffusion models can be
viewed as learning EBMs implicitly where the score is approximated by the noise prediction network
parameterized by 6. This energy-based interpretation allows for alternative sampling methods in
diffusion models, such as ULA in Eq. (8). Note that for the compositional generation, this requires the
energy-based parameterization tricks of diffusion models, discussed in Section 3.3 and Section 3.4.
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C Proofs

C.1 Proof of Lemma 4.3

Proof. In this proof, we need to show E [||@;—1[|3 — ||z[|3] < 0 from diffusion reverse process in
Eq. (1). First, following [9], we equivalently define for variance schedule constants j3;,t € [T that
other constants are defined as follows.

_ - 1T — 0y
ar=1— B4, OthHTzlan 5t 5t71_@t .
Recall that the reverse process in Eq. (1) can be written as
2 = mol@nt) + Az = = (w0~ g ) + Bz =~ N(04 L)
T V19— oy

From this, we have from the law of total expectation that
E [l 1]3] = E [|lpg (s, 0)|I5] + Bid

For E [||peg(x¢,t)[13]. we have

E [|lpso (e, t)]13]

1 20 5
= a—t<E [Hth%} - ﬁﬂi [<mt,€6($t,t)>} + - “|69(-’Bt, )”3] )
Defion 4.1 Oé(E 2] = \/%E (e el + 7 ftoztE [llell3] )
= L (& lloulf] - e V= + )

1
- L(®lleg) - 280+ 1 20),

where we used E [||€]|3] = d for any € ~ N (04,1;) and E [(z¢, €)] = /T — & d from Eq. (2).

Thus, we have

1 9 2d ~
B (ol — o] = (5 =1) B llolf] - 2% 4 s 1 fud

From Eq. (2), we have

Efl@]*] = &k [[lzoll3] + (1 — a)d,

as x( and € are independent and E [||¢||3] = d.
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Using this, we derive
E [||lze—1]l5 — Il /3]
1 26d 2d -
- <a — 1> (@K [[|zol|3] + (1 — a)d) — Bt N 3 b
t

(673 O[t(l — Oét)

Bt _ _
(1l —ay) (—=(T— @) + B + (1 — a-1)),
where the first inequality is due to ||x||2 < Vd||%||«, V2 € R%, along with typical assumption in
diffusion models that ||z ||o, = 1 as inputs are normalized into [—1, 1]¢ [9].

Rearranging, we have

E [llze-1ll3 — @3]

By ) )
ol —apy U@+ Bt ol = ana)
By -
= —ay A A) et a—aai)

<

= 7@ (—Olt + (673 + (jét — OéC_ktfl))

= m(—at—%at—kat—at)
= 07
where the second last and the third last equalities are due to the definition of a; and (3; each.

We finally have E [[lz;—1(|3 — [|@:[|3] <0, thus E [||@;—1|3] < E [||lz:]3]. O

C.2 Proof of Lemma 4.4

C.2.1 Proofs

Proof. In this proof, we need to show E [||@;—1 (|3 — [|@[|3] < 0 from ULA update in Eq. (8).
With the energy-based ¢y parameterization in Eq. (11), denote from ULA update that

)\nt

\/ﬁe@(mt,t) =+ Qntzt, zZy N(Od,Id).

A$t =Xl — X = —

With this, we have that
@113 = [lell5 = [l + Awt||§ - ||$t||§ = 2(x4, Awy) + HAthg.

Now, taking expectations over z; and x|z, we have that
Egyjeg [Ex [lze1ll} = 2]
= Eajo [E=. [2(@1, A2i) + || A 3] (AD)
= 2B, |z [(@1, Bz, [Axy])] + Egy 1z [Ez, [||Az]|3]] -
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Let us demystify the inner expectation first. Since E,, [z;] = 0, we have that

A1y

E. [Az] = — T ep(as. t).
t[ wt] mee(wt )
Next, for E,, [|| Az ||3], we have that
Nn? 2X\n1/2
Bey |1 ot Olls = ~ 2= e ), 20) + 200 2]
A 2Ane/2n
=1_ ||60( )3~ ﬁ<60($t,t)aﬂ£zt[zt]> + 2Bz, []|2¢]13]
/\277
= 2 feo(an 5 + 2

where E[||2:]|3] = d for zt ~ N(0g,14).
To sum up, for the inner expectation of Eq. (A1), we have that

2 . A 2
2N (@ 1)) + 2+ 2.,
m<wt Eo(wt )> 1 — ay ||60(sct )”2 ui

Going on for the outer expectation, we have that

Eayjan [Es [l2e-1ll} = 23]

2X Nn?
= - /71 _’qt Ewt|wo [<$t7€0($t7t)>} + 1_ T]t Ewt\wo [||€9($t,t)“§] + 2’17td

Since it is for well-trained diffusion models, we have by using Eq. (2) that

2 2
Eayjay [B=, [l = il
2 —VQ
L Ewtkco |:<wt7 ot Oé_tflio >:|

2 2
Es, e} = ldllf) = -

Vi VI —a, (A2)
A2n? T — /o 2

+ nt Em1|m0 ¢ ,t 0 + 2’1’]td
1-— V1— Q¢ 2

From this, the first conditional expectation becomes that

AL [<mf WH

1 - 1 —
\/%Ewrlwo [<3’»‘t7$t - \/OTtwoﬂ = ﬁEwtlmo {H%Hg —Vau (x4, zo) |,

where the former term inside the expectation is that

Eg,|ao [Hﬁctﬂg} =Eq,|a0 lzd: (331‘)2] = Zd:Emtwo [(-’Ei)ﬂ
_ Zd:Emm [Var[mt,ﬂmo] +(E] ])2}

—Z{l—at (Varmo)'} = (1 - ) + a o3,

and the second term inside the expectation is that

d
Ewtkco [<$13t, mO wt|m0 [E T0,i Lt z] = § mO,iEwtch [mt,i]
1=1

d

= ZZEOJ (\/ @tmoﬂ') =\ ngﬂ =/ O_étH:B()Hg.
i=1 i=1
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Taken together, we have for the first conditional expectation that

T — /T 1
Bafon | {20 LN — e (1= @)+ ol ~ VAT Vadlol}) = VT

vV 1-— Ot V11— (677
Next, for the second conditional expectation term in Eq. (A2), we have that
_ 2
Tt — /T
Eg,|ao [ BT , =Eq, |z, [|l€l3] = d,

due to Eq. (2) and it is for well-trained diffusion models.

Putting all together, the original expectation in Eq. (A2) becomes that

Ea, o [Ez {me\@ - ”f”tHQH
2
=

2
— (—2/\+ A 't +2) ned.
].—O[t

Since we want to guarantee this term to be non-increasing for the non-expansiveness w.r.t. L2 norm
as in Lemma 4.3, we need to have that

)\2
<—2)\+1 I +2>ntd<0

— Qg

Due tod > 0,7; > 0 and A > 0, we have that

2 2\ — 1
A” -~ 2508y < A-1)

To ensure 7; > 0, we should have A > 1. From max; /1 — &; = 1, we can conservatively set

20 -1
Utﬁ%-

Asg(\) = M has its maximum in A > 1 when g(2) = 3, we have 7 € [0, 3] when A = 2. [

C.3 Proof of Theorem 4.5

In this section, we present materials related to the proof of Theorem 4.5. For the convergence
analysis, we adapt the assumptions and result of [70]. First, we introduce the essential definitions,
then we provide the technical lemmas and present a proof of the main theorem. Note that these proofs
demonstrate the exponential convergence of ULA under the minimal isoperimetric condition (i.e.
the Log-Sobolev inequality), without the need for strict and often impractical assumptions such as
log-concavity or boundedness of higher derivatives [70].

C.3.1 Definitions

Definition C.1 (Kullback-Leibler (KL) divergence). The Kullback-Leibler (KL) divergence of p with
respect to g is defined as

D)= [ pta)loxl e

Definition C.2 (Log-Sobolev Inequality (LSI)). A probability distribution p satisfies the log-Sobolev
inequality with a constant v > 0 if for all smooth function g : R — R with E, [¢%] < oo, and

2
Ep[92 IOgQQ] - Ep[g2] long[g2} < ;EP[HVQH%
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C.3.2 Technical Lemmas

In this section, we introduce the essential lemmas and corollaries required to prove the main theorem,
i.e., Theorem 4.5. Note that we omit the proofs of adapted lemmas and refer to the original paper
cited, i.e., Lemma C.3, Lemma C.7, and Lemma C.8 (for the adapted intermediate result).

Lemma C.3 (Strong convexity and LSI; Corollary 5.11 of [110]). Let p be a probability measure on
R of the form dy = exp(—h(zx))dzx. If h satisfies VEh(x) > y14 for some v > 0 then y satisfies
the LSI with a constant ~y.

Corollary C.4 (LSI of well-trained diffusion models with non-expansiveness guarantee). A well-
trained diffusion model with L2 norm-driven energy-based reparameterization as in Eq. (11) and

Lemma 4.4 satisfies LSI with constant 1—2a,'

Proof. For a well-trained diffusion model, we have pg(z,t) o exp(—%||€ (e, t)||3) from Eq. (11).
With the property of well-trained diffusion models stated in Remark 4.2, we have that

A
w2, (lleotan0lt)

A A
= a5 leo(@ IR ) = Vo Oo(er 7T oler.) = Vo, ( 2mcolorn))
A A 1 A

= ——=Vg,€e9(, 1) = . I;,=
N o(@i,t) Vi-a Vi—a ¢ 1-ay
Due to Lemma 4.4 and Lemma C.3, the LSI constant v of well-trained diffusion models with L.2
norm-driven energy-based reparameterization that guarantees non-expansiveness w.r.t. L2 norm is
given as y = == since A = 2. O

I,.

Corollary C.5 (Lipschitz smoothness of an energy function of well-trained diffusion models with
non-expansiveness guarantee). A well-trained diffusion model with L2 norm-driven energy-based

reparameterization is 1_2@t -Lipschitz smooth.

Proof. 1t is directly implied from Corollary C.4. O

Assumption C.6 (Bounded dissimilarity). The pairwise chi-squared divergence between two different
local distributions is uniformly bounded by &, sup; ;e (x) X* (pi || pj) < K < oc.

Lemma C.7 (LSI constant of a mixture of distributions; Theorem 1 of [111]). Denote a mixture of
distributions p* = Zfil w;p; for w; > 0, ZZK:1 w; = 1, where each p; satisfies the LSI with ;. If
Assumption C.6 holds, then p* also satisfies LSI with a constant of

v MiNje (k] Vi
3(1+ x)(1+1og(l + k))
Lemma C.8 (One-step contraction of ULA; Lemma 3 of [70]). Let xy ~ p, be the output iterate

one-step ULA. In one step, ULA can sample from a distribution p; = pe(-,t) encoded by a single
well-trained diffusion model, satisfying

_ 3 _
Dk, (Be+1 || pe+1) < exp ((&2 = 2) %m) Dkt (P¢ || pe) + 6dsny, (A3)

with step size 0 < 1y < L?ll, where Ly is Lipschitz smoothness constant, ~y; is LSI constant, p > 1
t

and0<§<§.

Proof. Consider the continuous interpolation p,, where 7 € [0, 1;] with

Pr=0 =Dt;  Dr=n, = Dt41- (A4)
Denote the LSI constant of a distribution encoded by well-trained diffusion models as 7, and the
Lipschitz smoothness constant as L;. For all 7 € [0, 7], we can directly adapt the intermediate result
of Lemma 3 of [70] as
d 47214

~ 3 T ~ T ~
I Dkr (pr || pr) < —% Dk, (pr || pr) + 5 Dxr, (o || po) + 2d7*L3 4 2dTL2.
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Denote
472 L4

A, = T Dk, (Po || po) + 2d7*L3 + 2drL2,

-
and introduce the integrating factor as

p(T) = exp (2 /OT vsds> :

We wish to integrate over 7 = 0 to 7 = 7, thus we have 7 < 7,. Further assume that for any

T € [0, 7] we have
’7t S 'V‘r S LT S Lt

Then, we can upper bound as

an?L}

A < L Dkr (o || po) + 2dn L} + 2dn, L} := Ay,

as it becomes irrelevant to 7.

Then, we can rewrite the inequality as

d

37 () Dxw (Br [ pr)) < pl(7)Ae.

Integrating this inequality from 7 = 0 to 7 = 7y, we have that

w(ne) Dk, (B, || Py,) — Dkr (Po || po)

Mt Nt 3 T
< At/ u(T)dr = At/ exp </ ’ysds) dr
0 0 2o

Rearranging, we have that

~ 3 [ -
Dict, (3, || pre) < exp (— | %dT) Dict, (5o || 70)
0

[\

3 Mt Mt 3 T
+ Asexp <2/ ’deT> / exp <2/ 'ysds) dr
0 0 0

3 i -
<exp (—2%/ dT) Dk (Po || po)
0

3 iz Nt 3
+ A;exp <—%/ dr) / exp <Lt7> dr

3 -
=exp (_Z’Yt??t) Dkt (o || po)

3 2 3
+ Asexp <2’ymt> S—Lt (exp (2Lt77t> — 1> ,

where the second inequality is due to Eq. (A5).

(A5)

(A6)

Using the inequality thate® <14 2cfor0 < c= éme, < 1 (which holds due to the assumption

that n; < Lp < 3t L ) along with Eq. (A6) we have that
DkL (pm | pm)

3 3 3
< exp (—2%7%) Dk, (Po || po) + Asexp (_2%7715) - 21y

3 8 3L4 -
= exp (—2%%) <1 + n;t ) Dxr, (%o || po)
3
+ exp ( 5 mt> (4d77§’L3 + 4d17t2L2)
3 8 L4 -
< exp (—2%%) (1 + ) Dxr (o || po) + (4dng L + 4dni L7)
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where the last inequality is due to exp (—327y,1m;) < 1.

Using the assumption that 7, < It < -5, we have

= L§+1 Li’ >
8 L} 8en2Ly P
1+ % <1+ 77‘57775 <1+ 8y < exp (8 yemy) -
t t

Thus, the inequality above becomes that
- 3 -
Dk (Pn, || pp,) < exp <—27t77t> exp (8¢*ym:) Dk (o || po) + 4dn; L} + 4dn7 L]

3 -
= exp <_2'Yt77t) exp (8¢*vn:) Dkw (Po || po) + 4dng L7 (ne Ly + 1)

= exp ((8¢% — v¢)m:) Dt (Bo || po) + 4dn? L7 (n: Ly + 1)

Asn < L%’ < 2%tforpz 1, we have ny Ly < % andnth <g<
N 3 -
it (o, 120 < 0xp ( (862 = 3 ) o) Dr. G 1 o) + 4?20+ 1)

3 N
< exp (<8<2 - 2) %m) Dxr, (5o || po) + 6dsn,.

Finally, replacing with Eq. (A4), we finally have that

_ 3 _
DKL (P41 || peg1) < exp <<8§2 - 2) %Tlt) Dk, (Pt || pe) + 6dsn;. (AT)

O

Lemma C.9 (Convergence of ULA in KL divergence). Let p; = pg g-, t) be the probability distri-
bution defined by a single well-trained diffusion model and let B, = 5 — 8¢2 > 0. Assume that the
iterates x; ~ p; are generated by the Unadjusted Langevin Algorithm (ULA) in Eq. (8), and that
Dx1(Po || po) < oo. Then, for allt > 0, we have

9dsn;
Beyino

Dxw(pe || pe) < exp (=Bctyino) Dxr (o || po) + (AB)

Hence, for any § > }Bsﬁ, it suffices to run ULA for
S

1 2D D
t> log ( KL (Po | Po))
Byimo 4]

steps with step size

Beynod <%}

e < min{ 18ds " [PTT

Sor p > 1 and LSI constant ~y,, in order to guarantee Dy, (p: || pt) < 0.

Proof. From Lemma C.8, recursively applying Eq. (A7) gives

t—1 t—1 t—1
DkL (Pt || pe) < exp (—Bg Z%m) D (fo || po) + 6ds >y exp <—B< > %m) :

s=0 r=0 s=r+1

Since we have np, > --- > ng and 7y > - -+ > ~y, we can bound that

t—1 t—1
D vens Ztymo, Y Ysns = (E— 1 — Dy
s=0 s=r+1
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Because B. > 0, we get:

t
Dk (e || pe) < exp(—Betyimo) Dk (o | po) + 6ds Y my exp(—Bryno)-
r=1
The remaining sum is for a geometric series, thus

t

> exp(—Beryimo) = exp(—Beyino) -

r=1

1 — exp(—Bcynot)
1 — exp(—Byimo)
1 3
< < ,
1 —exp(—Bcyimo) ~ 2Bevemo

where the last inequality uses

2
ggl*eica 0<C:B§7tn0§§<§a

from Lemma C.8.

Thus,
9dsn;

B§'7t7]0.

Dk (Pt || pt) < exp(—Bctyino) DxL(Po || po) +

To ensure Dkr, (p¢ || p¢) < 9, it suffices to assume:

9ds )
Wz;o <3, exp(—Betyno) Dxu(o || po) < 3,
which hold when
Beyinod 1 <2DKL(]50 I po))
< ——— and t> lo '
s ~ Boyino B

C.3.3 Proof of Theorem 4.5

Denote p;; = pe,(+,t) as a distribution encoded by a locally-trained diffusion model of client 4.
For the mixture of distribution p; = Zfil w; Py, it s trivial that the energy function of pj is
Ly = 17idt-Lipschitz smooth since each local distribution is Lipschitz smooth due to Corollary C.5.

. . o min; e[k Vi
From the result of Lemma C.7, the LSI constant of the mixture is v* = 30T (lj—log(l g As each

1%5”’ we can further refine as
2

3(1—a)(1+ k)1 +1og(l+k))

~ 2 2 _
Denote 0 < & = 3yioamgay < 3+ We set the LSI constant as I

local distribution has LSI constant v;; =

*

"=

From the result of Lemma C.9, we finally have that
9dsn;
Bvyino

- <_1—oz> Dicr (5 || ) + 20— 30)

Dw (P} || p7) < exp (=Bqtyimo) Dxw (55 | p6) +

B kno

with step size

2y < min { Boyimed i } _ mm{ Befnod k(1 — o‘zt)”} ’

18ds ’ (Ly)rt? 18ds(1 — ay)’ 20

In practice, however, we cannot directly quantify 5. Thus, we instead manually adjust a constant
pi=ck < %. Further denote v := B kng.
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Finally, we have that

vt
D D, x
> KL (po H Do

-y

9d 1—a
)+ cnt(v Q)

)

it 1190) < oxp

with step size

vl p(1 —ay)P } 7

o
e = T { 18ds(1— )  2v

for any § > w int > 1=%]og QDKL?OHPO) steps. Finally, replacing 0 — 7 and

t — T — t for the compatibility with ULA reaches the theorem statement.
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D Experimental Details

Specification. We conduct all experiments in a single server with Intel® Xeon® Gold 6226R
CPU (@ 2.90GHz) and a single NVIDIA® Ampere® A100 GPU (w/ 40GB VRAM). For the
implementation of diffusion models, we resort to diffusers [112] library using PyTorch [113].

Simulation of Statistical Heterogeneity. For the faithful evaluation of practical FL setting, we
simulate non-IID data split to K = 10 clients for all benchmark datasets.

For MNIST dataset, we use Dirichlet distribution with concentration parameter & = 0.1, following
the setting of [79].

o Sample Composition (MNIST)
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Figure A1: Non-IID local distributions of MNIST dataset

For CIFAR-10 dataset, we follow the setting of [21] using log-normal distribution with location=0
and scale=2.

Sample Composition (CIFAR-10)
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Figure A2: Non-IID local distributions of CIFAR-10 dataset

For CelebA dataset, which has 40 different attributes, we first construct classes by combining gender
(male/female), smiling (0/1), and eyeglasses (0/1) attributes, i.e., 8 classes as a result. We randomly
distribute samples to clients so that they have only three distinct classes.

Sample Composition (CelebA)
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Figure A3: Non-1ID local distributions of CelebA dataset
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Model and Training Hyperparameters. We summarize detailed configurations of models used
for experiments in Table A1l.

Table Al: Model and Training Configurations.
MNIST CIFAR-10  CelebA

Model Configuration
Spatial dimension 32 x 32
Attention resolution 8 X8
Base channels 128
Channel multipliers 1,1, 1,1 1,2,2,2
Model size 44.77TMB | 136.38MB \ 136.38MB
Base architecture DDPM [9]
Scheduling scheme linear scheduling [9]
Training Configuration
Optimizer Adam [114]
Learning rate 2x 107
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