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Abstract

In this paper, we provide an information-theoretic perspective on Variance-Invariance-
Covariance Regularization (VICReg) for self-supervised learning. To do so, we first demon-
strate how information-theoretic quantities can be obtained for deterministic networks as
an alternative to the commonly used unrealistic stochastic networks assumption. Next, we
relate the VICReg objective to mutual information maximization and use it to highlight the
underlying assumptions of the objective. Then, we derive a generalization bound for VICReg,
providing generalization guarantees for downstream supervised learning tasks and presenting
novel self-supervised learning methods derived from a mutual information maximization
objective that outperform existing methods in terms of performance. This work provides a
new information-theoretic perspective on self-supervised learning and Variance-Invariance-
Covariance Regularization in particular and guides the way for improved transfer learning
via information-theoretic self-supervised learning objectives.

1. Introduction

Information-theoretic methods have played a key role in several advances in deep learning—
from practical applications in representation learning (Alemi et al., 2016) to theoretical
investigations (Xu and Raginsky, 2017; Steinke and Zakynthinou, 2020; Shwartz-Ziv, 2022).
Some works have attempted to use information theory for SSL, such as the InfoMax
principle (Linsker, 1988) in SSL (Bachman et al., 2019). However, these works often present
objective functions without rigorous justification, make implicit assumptions (Kahana and
Hoshen, 2022; Wang et al., 2022; Lee et al., 2021), and explicitly assume that the deep neural
network mappings are stochastic—which is rarely the case for modern neural networks. See
Shwartz-Ziv and LeCun (2023) for a detailed review.

This paper presents an information-theoretic perspective on Variance-Invariance-Covariance
Regularization (VICReg; Bardes et al. (2021)). We show that the VICReg objective is closely
related to approximate mutual information maximization, derive a generalization bound
for VICReg, and relate the generalization bound to information maximization. We show
that under a series of assumptions about the data, which we validate empirically, our results
apply to deterministic deep neural network training and do not require further stochasticity
assumptions about the network. Our key contributions are as follows:

1. We relate the VICReg objective to information-theoretic quantities and use this rela-
tionship to highlight the underlying assumptions of the objective.

2. We study the relationship between the optimization of information-theoretic quantities
and predictive performance in downstream tasks by introducing a generalization bound
that connects VICReg, information theory, and downstream generalization.

3. We present new information-theoretic SSL methods and evaluate them empirically.
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2. An Information-Theoretic Perspective on SSL in Deterministic DINNs

In order to better understand and develop SSL methods, we first present the general SSL goal
from an information-theoretic perspective. This enables the analysis and comparison of SSL
methods based on their ability to maximize the mutual information between representations,
potentially leading to new SSL methods.

While information-theoretic methods have contributed to deep learning achievements
(Alemi et al., 2016; Steinke and Zakynthinou, 2020; Shwartz-Ziv and Tishby, 2017b), a key
problem is the source of randomness in deterministic deep neural networks. The mutual
information between the input and representation is infinite, causing ill-posed optimization
problems or piecewise constant (Amjad and Geiger, 2019; Goldfeld et al., 2018). To address
this, researchers have proposed various solutions, including stochastic deep networks, additive
noise injection, and considering data augmentation as the source of noise (Lee et al., 2021;
Shwartz-Ziv and Alemi, 2020; Goldfeld et al., 2018; Dubois et al., 2021).

In this work, we assume that the stochasticity comes from the data itself, which is a
less restrictive assumption and does not require changing current algorithms. We assume
that any training sample & can be seen as coming from a single Gaussian distribution,
x ~ N(tg,Xe). From this, we show that the output of any DNN f(x) corresponds to
a mixture of truncated Gaussian distributions. This enables information measures to be
applied to deterministic DNNs. See Appendices 2, 2.1 and 2.2 for more details and validation
of our assumptions.

After presenting the framework for analyzing information in deterministic networks, we
show how we can analyze current methods from an information-theoretic perspective. We
start with the MultiView InfoMax principle, which aims to maximize the mutual information
between the representations of two different views, X and X', and their corresponding
representations, Z and Z’. To maximize their information, we maximize I(Z; X') and
I(Z'; X) using the lower bound:

1(2,X') = H(Z) — H(Z|X") > H(Z) + Ey[log q(2]2/)] (1)

where H(Z) is the entropy of Z.

3. Information Optimization and Optimality

Next, we will show how SSL algorithms for deterministic networks can be derived from
information-theoretic principles. According to Section 2, we want to maximize I(Z; X')
and I1(Z'; X). Although this mutual information is intractable in general, we can obtain
a tractable variational approximation. First, when the input noise is small, namely that
the effective support of the Gaussian centered at x is contained within the region w
of the DNN’s input space partition, we can reduce the conditional output density to a
single Gaussian: (Z'|X" = x,) ~ N (u(zn), X(2,)) , where p(z,) = Auy(g,)Tn + by(a,) and
S(xp) = Ag(mn)EwnAw(mn). Second, to compute the expected loss, we need to marginalize
out the stochasticity in the output of the network. In general, training with squared
loss is equivalent to maximum likelihood estimation in a Gaussian observation model,
p(z]2") ~ N(2/,%,), where X, = I. To compute the expected loss over samples of 2/, we
need to marginalize out the stochasticity in Z’: which means that the conditional decoder
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is a Gaussian: (Z|X' = z,,) ~ N (u(xy), X, + 3(x,)). However, the expected log loss over
samples of Z is hard to compute. We instead focus on a lower bound; the expected log loss
over samples of Z’. For simplicity, let 3, = I. By Jensen’s inequality, we then obtain the
following lower bound on E,/ [log ¢(z|z/)]:

£y [logq(=12')] > Eup [loga(l2)] = S (dlog2n — (= — u())” - Trlog 2()). (2

Now, taking the expectation over Z, we obtain

E.je [Bapr [loga(:l2)]] = & (dlog2n — (u(x) — u(a)” ~ log (5@ - [2())).  (3)

Full derivations of Equations (2) and (3) are given in Appendix 6. Combining all of the
above then yields

I(Z7 X/) Z H(Z) + Ex,z\x,:c’,zﬂa:’ [log q(Z|Z,)] (4)

S l(u@) - n(@))? +log(IS@)]- S ()

d
= H(Z) + 5 log2m —

To optimize this objective in practice, we can approximate p(z,z’) using the empirical data
distribution:

N
S H(Z) tog (19| [()]) — 5 (lar) — (). ©)

=1

1
L~ —
N
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Next, we will discuss how estimating the intractable entropy H(Z) changes the objective.

3.1. An Information-Theoretic Perspective on VICReg

In the previous section, we derived an objective function based on information-theoretical
principles. The “invariance term” in Equation (6) is similar to the invariance loss of VI-
CReg. However, computing the regularization term—and H(Z) in particular—is challenging.
Estimating the entropy of random variables is a classic problem in information theory,
with the Gaussian mixture density being a popular representation. However, there is no
closed-form solution to the differential entropy of Gaussian mixtures. Approximations,
including loose upper and lower bounds (Huber et al., 2008) and Monte Carlo sampling,
exist in the literature. Unfortunately, Monte Carlo sampling is computationally expensive
and requires many samples in high dimensions (Brewer, 2017).

One of the simplest and straightforward approaches to approximating the entropy is to
capture the first two moments of the distribution, which provides an upper bound on the
entropy. However, minimizing an upper bound means that there is no guarantee that the
original objective is being optimized. In practice, there have been cases where successful
results have been achieved by minimizing an upper bound (Martinez et al., 2021; Nowozin
et al., 2016). However, this may cause instability in the training process. For a detailed
discussion and results on various entropy estimators, see Section 4. Letting >z be the
covariance matrix of Z, we will use the first two moments to approximate the entropy we
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wish to maximize. Using this approach, we obtain the following approximation

P L P S VAV st (7)
2B S S 2

For a discussion of this approximation, see Appendix 3.

4. Self-Supervised Learning via Mutual Information Maximization

Implementing Equation (4) in practice requires various design choices. As shown in Section 4,
VICReg approximates entropy based on certain assumptions. We now compare VICReg with
other SSL methods, such as contrastive learning methods like SimCLR, and non-contrastive
methods like BYOL and SimSiam, to examine their implementation of the information
maximization objective.

By analyzing their assumptions and differing approaches, we propose new objective
functions incorporating recent information and entropy estimators from the information
theory literature. This helps improve SSL performance and enhances our understanding of
the underlying learning mechanisms.

4.1. Alternative Entropy Estimators

The VICReg objective approximates the log determinant of the empirical covariance matrix
using diagonal terms, but this can be problematic (Section 3.1). We instead employ
alternative entropy estimators, such as the LogDet Entropy Estimator (Zhouyin and Liu,
2021), which provides a tighter upper bound. To address the limitations of the upper
bound, we use a lower bound estimator based on pairwise distances of mixture components
(Kolchinsky and Tracey, 2017). These estimators are computationally efficient, continuous,
smooth, and converge to the exact solution for well-separated clusters. We compare these
methods with VICReg, SimCLR (Chen et al., 2020), and Barlow Twin (Zbontar et al., 2021).

Setup. Our experiments are conducted on CIFAR-10 (Krizhevsky and Hinton, 2009), and
ResNet-18 architecture (He et al., 2016) as the backbone. We use linear evaluation for the
quality of the representation. For full details, see Appendix 13.

Results. It can be seen from Table 1 that the proposed estimators outperform both the
original VICReg and SimCLR as well as Barlow Twin. By estimating the entropy with a
more accurate estimator, we can improve the results of VICReg, and the pairwise distance
estimator, which is a lower bound, achieves the best results. This aligns with the theory that
we want to maximize a lower bound on true entropy. The results of our study suggest that
a smart selection of entropy estimators, inspired by our framework, leads to better results.

5. Information Maximization for VICReg and Downstream Generalization

In the previous sections, we showed the connection between information-theoretic principles
and the VICReg objective. Next, we will connect it to the downstream generalization
of VICReg by deriving a generalization bound. These findings, along with the results
from previous sections, connect generalization in VICReg to information maximization and
implicit regularization.
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Table 1: CIFAR-10 predictive accuracy on linear evaluation of SSL. The suggested Entropy
estimators achieved better results on SSL than previous works.

Method Accuracy (in %)
SimCLR 89.72 +0.05
Barlow Twins 88.81 £0.10
VICReg 89.32 £ 0.09
VICReg + Pairwise Distances Estimator (ours) 90.09 + 0.09
VICReg + Log-Determinant Estimator (ours) 89.77 +0.08

|

Notation. Consider input points x, outputs y € R", labeled training data S = ((x;, y;))" 4

of size n and unlabeled training data S = ((z;", z; 7)), of size m, where z;" and z " share

the same (unknown) label. With the unlabeled training data, we define the invariance loss
1 m

Is(fo) = — > llfolz) = folai )] (8)
i=1

where fp is the trained representation on the unlabeled data S. We define the labeled
loss £y (w) = |W fo(x) — y|| where w = vec[W] € R¥ is the vectorization of the matrix
W € R4 Let wg = vec[Ws] be the minimum norm solution as We = minimizey |W’| »
such that

1
W’eargvémnﬁ W fo (i) — will > 9)
=1

We also define the representation matrices

ZS = [f(l'l), ceey f(:[jn)] c Ran and ZS = [f(;pi"), . ,f(l'+)] c Rde,

m

and the projection matrices
Pz, =1—-25"(ZsZs")1Zs and Py =1-Zs7(ZsZsT) Zs.

We define the label matrix Ys = [y1,...,y»]T € R™" and the unknown label matrix
Ys =[yi,..., 5] T € R™*", where y;" is the unknown label of z;". Let F be a hypothesis
space of fy. For a given hypothesis space F, we define the normalized Rademacher complexity

. 1 n
Rin(F) = —=Es¢ |sup Ellf(zh) — flatt ,
n(F) = B s 36 @)~ 1)
where &1, ..., &, are independent uniform random variables taking values in {—1,1}. It is

normalized such that ﬁm(}' ) = O(1) as m — oo for typical choices of hypothesis spaces F,
including deep neural networks (Bartlett et al., 2017; Kawaguchi et al., 2018).

5.1. A Generalization Bound for Variance-Invariance-Covariance Regularization

Theorem 1 shows that VICReg improves generalization on supervised downstream tasks.
More specifically, minimizing the unlabeled invariance loss while controlling the covariance
ZsZs T and the complexity of representations R,,(F) minimizes the expected labeled loss:
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Theorem 1 (Informal version). For any § > 0, with probability at least 1 —§,

2 2Ry (F)

—_|p Yollp+ ) 4 0,0, (10
\/EH Zs slle + Jm + Qm, (10)
where Q. = O(G/In(1/5)/m + /In(1/8)/n) — 0 as m,n — 00. In Q. p, the value of G
for the term decaying at the rate 1/\/m depends on the hypothesis space of fg and w whereas
the term decaying at the rate 1/\/n is independent of any hypothesis space.

By y[ley(ws)] < Is(fo) + Ys|r+

1
—||P
\/’TlH Zs

Proof The complete version of Theorem 1 and its proof are presented in Appendix 14. B

The term ||P 2z, Yg||F in Theorem 1 contains the unobservable label matrix Ys. However,
we can minimize this term by using ||Pz,Ys||r < [Pzl 7| Ys| F and by minimizing ||P || r.
The factor | P zg|| 7 is minimized when the rank of the covariance ZgZg T is maximized. Since
a strictly diagonally dominant matrix is non-singular, this can be enforced by maximizing
the diagonal entries while minimizing the off-diagonal entries, as is done in VICReg. For
example, if d > n, then ||Pz4||r = 0 when the covariance ZgZg T is of full rank.

The term |Pz,Ys||r contains only observable variables, and we can directly measure the
value of this term using training data. The term ||Pz,Ys| r is also minimized when the rank
of the covariance ZgZg T is maximized. Since the covariances ZgZg T and ZgZg T concentrate
to each other via concentration inequalities with the error in the order of O(1/(In(1/6))/n +
R (F)y/(In(1/6))/m), we can also minimize the upper bound on |Pz,Ys||r by maximizing
the diagonal entries of ZgZg T while minimizing its off-diagonal entries, as in VICReg.

Thus, VICReg can be understood as a method to minimize the generalization bound
in Theorem 1 by minimizing the invariance loss while controlling the covariance ZgZg T to
minimize the label-agnostic upper bounds on ||Pz,Ys||r and ||Pz,Ys| . If we know partial
information about the label Yg of the unlabeled data, we can use it to minimize ||P 2, Ys|/F
and |Pz,Ys| p directly. This direction can be used to improve VICReg in future work for
the partially observable setting. In Appendix 5, we compare this bound to other bounds
and discuss how Theorem 1 can be understood via mutual information maximization.

6. Conclusions

In this study, we investigated the VICReg algorithm for SSL through an information-theoretic
lens. By shifting the necessary stochasticity for information-theoretic analysis to the input
distribution, we demonstrated how the VICReg objective can be derived from information-
theoretic principles. This perspective allowed us to uncover implicit assumptions within its
objective, derive a generalization bound for downstream tasks, and relate it to information
maximization. Additionally, we leveraged the insights from our analysis to propose a novel
VICReg-style SSL objective.

Our results indicate that VICReg’s performance can be further enhanced in settings with
partial label information by aligning the covariance matrix with the partially observable label
matrix. This finding presents numerous opportunities for future research, such as developing
improved estimators for information-theoretic quantities and exploring the appropriateness
of various SSL methods based on specific data attributes.
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Supplementary Material
1. Background & Preliminaries

Continuous Piecewise Affine (CPA) Mappings. A rich class of functions emerges
from piecewise polynomials: spline operators. In short, given a partition © of a domain RP,
a spline of order k is a mapping defined by a polynomial of order k£ on each region w € 2
with continuity constraints on the entire domain for the derivatives of order O,...,k — 1.
As we will focus on affine splines (k = 1), we define this case only for concreteness. A
K-dimensional affine spline f produces its output via

f(z) = ZwEQ(sz + bw)l{zau}v (1‘1)

with input z € RP and A, € REXP b, € RE Vw € Q the per-region slope and offset
parameters respectively, with the key constraint that the entire mapping is continuous
over the domain f € C°(R”). Spline operators and especially affine spline operators have
been widely used in function approximation theory (Cheney and Light, 2009), optimal
control (Egerstedt and Martin, 2009), statistics (Fantuzzi et al., 2002), and related fields.

Deep Neural Networks as CPA Mappings. A deep neural network (DNN) is a (non-
linear) operator fg with parameters © that map a input * € R? to a prediction y € R,
The precise definitions of DNN operators can be found in Goodfellow et al. (2016). To
avoid cluttering notation, we will omit © unless needed for clarity. The only assumption we
require for our analysis is that the non-linearities present in the DNN are CPA mappings—as
is the case with (leaky-) ReLU, absolute value, and max-pooling operators. The entire
input—output mapping then becomes a CPA spline with an implicit partition €2, the function
of the weights and architecture of the network (Montufar et al., 2014; Balestriero and
Baraniuk, 2018). For smooth nonlinearities, our results hold by employing a first-order
Taylor approximation argument.

Self-Supervised Learning. Joint embedding methods learn DNN parameters © without
the need for supervision and input reconstruction. The difficulty of self-supervised learning
(SSL) is generating a good representation for downstream tasks whose labels are unavailable
during self-supervised training while avoiding trivial solutions where the model maps all
inputs to a constant output. Many methods have been proposed to solve this problem
(see Balestriero and LeCun (2022) for a summary and connections between methods).
Contrastive methods, such as SImCLR (Chen et al., 2020) and its InfoNCE criterion (Oord
et al., 2018), learn representations by contrasting positive and negative examples. In contrast,
non-contrastive methods employ different regularization methods to prevent collapsing of
the representation and do not explicitly rely on negative samples. Some methods use
stop-gradients and extra predictors to avoid collapse (Chen and He, 2021; Grill et al., 2020)
while Caron et al. (2020) use an additional clustering step. Of particular interest to us is
the Variance-Invariance-Covariance Regularization method(VICReg; Bardes et al. (2021))
that considers two embedding batches Z = [f(x1),..., f(zn)] and Z' = [f(x}),..., f(Zy)]
each of size (N x K). Denoting by C the (K x K) covariance matrix obtained from [Z, Z],
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the VICReg triplet loss is given by

K
1

L=~ > (aVar(Zy) + BCov(Zy, Zi)) + YInv(Zy, Zy), (1.2)

k=1
where Var(Zy) = max(0,7 — \/Cp + €) (1.3)

2

COV(Zk, Zk’) = Zk’;ﬁk (Ck,k’) (14)
Inv(Zg, Zy) = | Zk — Zi||3-/N. (1.5)

Deep Networks and Information-Theory. Recently, information-theoretic methods
have played an essential role in advancing deep learning (Alemi et al., 2016; Xu and Raginsky,
2017; Steinke and Zakynthinou, 2020; Shwartz-Ziv and Tishby, 2017b) by developing and
applying information-theoretic estimators and learning principles to DNN training (Hjelm
et al., 2018; Belghazi et al., 2018; Piran et al., 2020; Shwartz-Ziv et al., 2018). However,
information-theoretic objectives for deterministic DNNs often exhibit a common pitfall:
They assume that DNN mappings are stochastic- an assumption that is usually violated. As
a result, the mutual information between the input and the DNN representation in such
objectives would be infinite, resulting in ill-posed optimization problems. To avoid this
problem, stochastic DNNs with variational bounds could be used, where the output of the
deterministic network is used as the parameters of the conditional distribution (Lee et al.,
2021; Shwartz-Ziv and Alemi, 2020). Dubois et al. (2021) assumed that the randomness of
data augmentation among the two views is the source of stochasticity in the network. Other
work assumed a random input, but without making any assumptions about the properties of
the distribution of the network’s output, to analyze the objective and relied on general lower
bounds (Wang and Isola, 2020; Zimmermann et al., 2021). For supervised learning, Goldfeld
et al. (2018) introduced an auxiliary (noisy) DNN by injecting additive noise into the model
and demonstrated that the resulting model is a good proxy for the original (deterministic)
DNN in terms of both performance and representation. Finally, Achille and Soatto (2018)
found that minimizing a stochastic network with a regularizer is equivalent to minimizing
the cross-entropy over deterministic DNNs with multiplicative noise. All of these methods
assume that the source of randomness comes from the DNN, contradicting common practice.

2. Assumptions

2.1. Data Distribution Hypothesis

First, we examine the way the output random variables of the network are represented and
assume a distribution over the data. Under the manifold hypothesis, any point can be seen
as a Gaussian random variable with a low-rank covariance matrix in the direction of the
manifold tangent space of the data (Fefferman et al., 2016). Therefore, throughout this study,
we will consider the conditioning of a latent representation with respect to the mean of the
observation, i.e., X|x* ~ N (x*, Xz+), where the eigenvectors of Y4+ are in the same linear
subspace as the tangent space of the data manifold at * which varies with the position of

x* in space. Hence a dataset is considered to be a collection of {x},n=1,..., N} and the
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full data distribution to be a sum of low-rank covariance Gaussian densities, as in
N
X ~ > N(ah, Ses ) r=m T ~ Cat(N), (2.6)
n=1

with 7" the uniform Categorical random variable. For simplicity, we consider that the effective
support of N (z}, ¥g+) and N (7, Em;) do not overlap, where the effective support is defined

as {x € RP : p(z) > ¢}. Therefore, we have that.
pla) ~ N (az; ). Ew:m) /N, (2.7)

where AV (z; ., .) is the Gaussian density at  and with n(z) = arg min, (z —xz})? Se: (x—x},).
This assumption, that a dataset is a mixture of Gaussians with non-overlapping support,
will simplify our derivations below and could be extended to the general case if needed.

2.2. Data Distribution Under the Deep Neural Network Transformation

Consider an affine spline operator f (Equation (1.1)) that goes from a space of dimension D
to a space of dimension K with K > D. The span, which we denote as an image, of this
mapping is given by

Im(f) 2 {f(x) : x e RP} = LJWGQ Aff(w; Ay, by) (2.8)

with Aff(w; Ay, b,) = {Aux + b, : © € w} the affine transformation of region w by the
per-region parameters A, b,,, and with {2 the partition of the input space in which x lives
in. The practical computation of the per-region affine mapping can be obtained by setting
A, to the Jacobian matrix of the network at the corresponding input x, and b to be defined
as f(z) — Aux. Therefore, the DNN mapping consists of affine transformations on each
input space partition region w € €2 based on the coordinate change induced by A, and the
shift induced by b,,.

When the input space is equipped with a density distribution, this density is transformed
by the mapping f. In general, the density of f(X) is intractable. However, given the disjoint
support assumption from Appendix 2.1, we can arbitrarily increase the representation power
of the density by increasing the number of prototypes V. By doing so, the support of each
Gaussian is included within the region w in which its means lie, leading to this result:

Theorem 2 Given the setting of Equation (2.7), the unconditional DNN output density,

Z, is approzimately a mizture of the affinely transformed distributions w\w:‘l(m) :

N
i Lr=n}
n=1

where w(x)) =w € Q <= x} € w is the partition region in which the prototype x}, lives in.

Proof See Appendix 7. |
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2.3. Validation of Assumptions

Based on the theory outlined in Appendix 2.2, the conditional output density p,,—; can
be reduced to a single Gaussian with decreasing input noise. To validate this, we used
a ResNet-18 model trained with either SimCLR or VICReg objectives on the CIFAR-10
and CIFAR-100 datasets (Krizhevsky, 2009). We sampled 512 Gaussian samples for each
image from the test dataset, and analyzed whether each sample remained Gaussian in the
penultimate layer of the DNN. We then used the D’Agostino and Pearson’s test (D’Agostino,
1971) to determine the validity of this assumption. Figure 1 (left) shows the p-value as a
function of the normalized standard deviation. For small noise, we can reject the hypothesis
that the conditional output density of the network is not Gaussian with a probability of
85% for VICReg. However, as the input noise increases, the network’s output becomes less
Gaussian and even for the small noise regime, there is a 15% chance of a Type I error.

Next, to confirm our assumption that the model of the data distribution has non-
overlapping effective support, we calculated the distribution of pairwise lo distances between
images for seven datasets: MNIST, CIFAR10, CIFAR100, Flowers102, Food101, FGVAircaft.
Figure 1 (right) shows that even for raw pixels, the pairwise distances are far from zero,
which means that we can use a small Gaussian around each point without overlapping. Since
the effective support of these datasets is non-overlapping, our assumption is realistic.
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Figure 1: Left: The network output SSL training is more Gaussian for small input
noise. The p-value of the normality test for different SSL models trained on
CIFAR-10 for different input noise levels. The dashed line represents the point
at which the null hypothesis (Gaussian distribution) can be rejected with 99%
confidence. Right: The Gaussians around each point are not overlapping
The plots show the [2 distances between raw images for different datasets. As can
be seen, the distances are largest for more complex real-world datasets.
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3. Discussion of Approximation

A standard fact in linear algebra is that the determinant of a matrix is the product of its
eigenvalues. Therefore, maximizing the sum of the log eigenvalues implies maximizing the
log determinant of Z. Many works have considered this problem (Giles, 2008; Ionescu et al.,
2015; Dang et al., 2018). One approach is to find the solutions using the eigendecomposition,
which leads to numerical instability (Dang et al., 2018). An alternative approach is to
diagonalize the covariance matrix and increase its diagonal elements. Because the eigenvalues
of a diagonal matrix are the diagonal entries, increasing the sum of the log-diagonal terms
is equivalent to increasing the sum of the log eigenvalues. One way to do this is to push
the off-diagonal terms of ¥z to be zero and maximize the sum of its log diagonal. This can
be done using the covariance term of VICReg. Even though this approach is simple and
efficient, the values on the diagonal may become close to zero, which may cause instability
when we calculate the logarithm. Therefore, we use an upper bound and calculate the sum
of the diagonal elements directly, which is the variance term of VICReg. In conclusion,
we see the connection between the information-theoretic objective and the three terms of
CIVReg. An exciting research direction is to maximize the eigenvalues of Z using more
sophisticated methods, such as using a differential expression for eigendecomposition.

4. VICReg vs. SimCLR

Contrastive Learning with SImCLR. Lee et al. (2021) connect the SImCLR objec-
tive (Chen et al., 2020) to the variational bound on the information between representations
by using the von Mises-Fisher distribution as the conditional variational family. By applying
our analysis for information in deterministic networks with their work, we can compare the
differences between SImCLR and VICReg, and identify two main differences: (i) Condi-
tional distribution: SimCLR assumes a von Mises-Fisher distribution for the encoder,
while VICReg assumes a Gaussian distribution. (ii) Entropy estimation: The entropy
term in SimCLR is approximate and based on the finite sum of the input samples. In
contrast, VICReg estimates the entropy of Z solely based on the second moment. Creating
self-supervised methods that combine these two differences would be an interesting future
research direction.

Empirical comparison. As we saw in previous sections, the different methods use different
objective functions to optimize the entropy of their representation. Next, we compare the SSL
methods and check directly their entropy. To do so, we trained ResNet-18 architecture (He
et al., 2016) on CIFAR-10 (Krizhevsky and Hinton, 2009) for VICReg, SimCLR and BYOL.
we used the pairwise distances entropy estimator based on the distances of the individual
mixture component (Kolchinsky and Tracey, 2017). Even though this quantity is just an
estimator for the entropy, it is shown as a tight estimator and is directly optimized by neither
one of the methods. Therefore, we can treat it as a outsource validation of the entropy for
the different methods. For more details on this and other entropy estimators see Section 4.1.
In Figure 2, we see that, as expected from our analysis before, all the entropy decreased
during the training for all the methods. Additionally, we see that SimCLR has the lowest
entropy during the training, while VICReg has the highest one.
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5. Discussion of Generalization Bound

5.1. Comparison of Generalization Bounds

The SimCLR generalization bound (Saunshi et al., 2019) requires the number of label classes
to go infinity to close the generalization gap, whereas the VICReg bound in Theorem 1 does
not require the number of label classes to approach infinity for the generalization gap to go
to zero. This reflects the fact that, unlike SimCLR, VICReg does not use negative pairs
and thus does not use a loss function that is based on the implicit expectation that the
labels of a negative pair (y*,y~) are different. Another difference is that our VICReg bound
improves as n increases, while the previous bound of SimCLR (Saunshi et al., 2019) does
not depend on n. This is because Saunshi et al. (2019) assume partial access to the true
distribution p(z | y) per class for setting W, which removes the importance of labeled data
size n and is not assumed in our study.

Consequently, the generalization bound in Theorem 1 provides a new insight for VICReg
regarding the ratio of the effects of m v.s. n through G/In(1/8)/m + /In(1/8)/n. Finally,
Theorem 1 also illuminates the advantages of VICReg over standard supervised training.
That is, with standard training, the generalization bound via the Rademacher complexity
requires the complexities of hypothesis spaces, R,,(W)//n and Ry, (F)/+/n, with respect to
the size of labeled data n, instead of the size of unlabeled data m.

Thus, Theorem 1 shows that using self-supervised learning, we can replace all the
complexities of hypothesis spaces in terms of n with those in terms of m. Since the number
of unlabeled data points is typically much larger than the number of labeled data points,
this illuminates the benefit of self-supervised learning.

10 ‘ ."".-' >

Figure 2: The entropy for the SSL models VICReg decreased during the training.
The entropy (measured by the LogDet Entropy estimator) as a function of the
number of steps during training for VICReg and SimCLR and BYOL. Additionally,
SimCLR entropy estimation is tighter compared to the others.
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5.2. Understanding Theorem 2 via Mutual Information Maximization

Theorem 1 together with the result of the previous section shows that, for generalization
in the downstream task, it is helpful to maximize the mutual information I(Z; X’) in SSL
via minimizing the invariance loss Ig(fp) while controlling the covariance ZgZg T. The term
29Rm(F)/+/m captures the importance of controlling the complexity of the representations
fo. To understand this term further in terms of mutual information, let us consider a
discretization of the parameter space of F to have finite |F| < oo (indeed, a computer
always implements some discretization of continuous variables). Then, by Massart’s Finite
Class Lemma, we have that R,,(F) < C+/In|F]| for some constant C' > 0. Moreover,
Shwartz-Ziv (2022) shows that we can approximate In |F| by 2/(4X). Thus, in Theorem 1,
the term Ig(fy) + %HPZSYSHF + ﬁHPZSYSHF corresponds to I(Z; X') while the term of

2Rm(F)/+/m corresponds to I(Z; X). Recall that the information can be decomposed as
1(Z;X)=1(Z; XY+ 1(Z; X|X). (5.9)

where we want to maximize the predictive information I(Z; X'), while minimizing I(Z; X) (Fed-
erici et al., 2019; Shwartz-Ziv and Tishby, 2017a). Thus, to improve generalization, we also
need to control 2R, (F)/y/m to restrict the superfluous information I(Z; X|X’), in addition
to minimizing Is(fy) + ﬁHPZsYSHF + %HPZSYSHF that corresponded to maximize the
predictive information I(Z; X'). Although we can explicitly add regularization on I(Z; X|X")
to control 2R, (F)/+/m, it is possible that I(Z; X|X') and 2R,,(F)//m are implicitly regu-
larized via implicit bias through e design choises (Gunasekar et al., 2017; Soudry et al., 2018;
Gunasekar et al., 2018). Thus, Theorem 1 connects the information-theoretic understanding
of VICReg with the probabilistic guarantee on downstream generalization.
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6. Lower bounds on E, [log g(z|z’)]

In this section of the supplementary material, we present the full derivation of the lower
bound on E, [log g(z|z")]. Because Z'| X" is a Gaussian, we can write it as Z’ = p(x’)+ L(2')e
where € ~ N(0,1) and L(2")TL(2") = ¥(2'). Now, setting ¥, = I, will give us:

E. [log q(z]z")]

SE. [l0ga(212")] (6:10)
= o [;l log 27 — % (z=2)" () (z— z’)] (6.11)
:g log 27 — %Ez,‘x,’ [(z - ;/)2} (6.12)
:g log 27 — %Ee (=~ u(a') — L()e)’] (6.13)
:g log 27 — %]Ee :(z — u(@))? =2 (2 — p(a') « L(z')e) + <(L(w’)e)T (L(x')e))} (6.14)
:g log 27 — %]Ee (== n(@)?] + (2 — () L)) Ec e - %EE (L) L) (6.15)
:g log 27 — £ (= — (")) ~ STrlog B(a’) (6.16)

where B,/ [logq(z]z')] = Ey [log B, [q(2|2')]]
/

> E, [logq(z|2’)] by Jensen’s inequality,
b

Ecle] = 0 and E, [e (L(z/)TL(2') €] = TrlogX(z’) by the Hutchinson’s estimator.

E, [JEZ/|m/ [log q(z|z')]] =E,|, [;l log 2 — % (z — M(ac'))2 — %TT‘ log E(x’)} (6.17)
:g log 2w — %Ezm [(z - u(x’))z} - %Tr log (z) (6.18)
:g log 21 — %EE [(u(m) + L(x)e — ,u(:zt'))ﬂ - %Tr log X(2')

(6.19)
d 1 N 2 /
=S log2m — SEc [ (u(x) — u(@")’] + Ee [(u(@) — (@) L()e
- %Ee [eTL(a:)TL(a:)e} — %Tr log ¥ (z)
(6.20)
:g log 27 — % (p(z) — ,u(av'))2 — %TT log X(z) — %TT log ¥(')
(6.21)
d 1 NN 2 1 /
~Lhog2r — L (@) — @) ~ Shog (B@) - S (6:22)

7. Data Distribution after Deep Network Transformation

Theorem 3 Given the setting of eq. (2.7) the unconditional DNN output density denoted
as Z approximates (given the truncation of the Gaussian on its effective support that is
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included within a single region w of the DN’s input space partition) a mizture of the affinely
transformed distributions :I:]:c;;(w) e.g. for the Gaussian case

T=n

ZNZ /\/’( by, Ag(w;)zw:;Aw(m:D ’

where w(x)) = w € Q <= & € w is the partition region in which the prototype x;, lives in.

Proof We know that If [ p(z|z;, ) )de ~ 1 then f is linear within the effective support
of p. Therefore, any sample from p will almost surely lie within a single region w € Q2 and
therefore the entire mapping can be considered linear with respect to p. Thus, the output
distribution is a linear transformation of the input distribution based on the per-region affine
mapping. |

8. Generalization Bound

The following theorem is the complete version of Theorem 1:

Theorem 4 For any d > 0, with probability at least 1 — 6, the following holds:

2 1
Beylley(ws)] < cls(fo) + ﬁHPZsYSHF + ﬁHPZsYSHF + Qum.ns (8.23)
where
2R, In(3/6 In(3/6
Qe (P fmG3/8) | (/)
vm 2m 2n
21n(6|Y|/9)
/ ’ 1/0) Z /7Jr /7)
yey
AR, W oF) /In /In
_l’_
Proof The complete proof is presented in Appendix 8.1. |

The bound in the complete version of Theorem 4 is better than the one in the informal
version of Theorem 1, because of the factor ¢. The factor ¢ measures the difference between
the minimum norm solution Wyg of the labeled training data and the minimum norm solution
Ws of the unlabeled training data. Thus, the factor ¢ also decreases towards zero as n and
m increase. Moreover, if the labeled and unlabeled training data are similar, the value of
c is small, decreasing the generalization bound further, which makes sense. Thus, we can
view the factor ¢ as a measure on the distance between the labeled training data and the
unlabeled training data.

We obtain the informal version from the complete version of Theorem 1 by the following
reasoning to simplify the notation in the main text. We have that cIg(fp) + CM\FU;) =

m
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Is(fo) + M\/ﬂ%}-) + @, where Q = (¢ — 1)(Is(fg) + M\/ﬁ(f:)) < ¢ — 0 as as m,n — 0o, since
¢ — 0 as m,n — co. However, this reasoning is used only to simplify the notation in the
main text. The bound in the complete version of Theorem 1 is more accurate and indeed
tighter than the one in the informal version.

In Theorem 1, Q. — 0 as m,n — oo if R\’;»(]:) — 0 as m — oo. Indeed, this typically

holds because R, (F) = O(1) as m — oo for typical choices of F, including deep neural
networks (Bartlett et al., 2017; Kawaguchi et al., 2018; Golowich et al., 2018) as well as
other common machine learning models (Bartlett and Mendelson, 2002; Mohri et al., 2012;
Shalev-Shwartz and Ben-David, 2014; Shwartz-Ziv et al., 2023).

8.1. Proof of Theorem 1

Proof [Proof of Theorem 1] Let W = Wg where WS is the the minimum norm solution
as Wg = minimizey |W'||p s.t. W’ € argming 23" |W fo(2;) — s]|%. Let W* = Ws
where Wg is the minimum norm solution as W* = Wg = minimizey- |[W'| g s.t. W' €

argminyy - 37 [|W fo(a) — g% ()| Since y = g*(x),
y =g (x) £ W fo(z) = W*fo(x) + (9" (x) = W fo(x)) = W fo(z) + ¢ (x)
where p(z) = g*(z) — W* fo(z). Define Lg(w) = L 3" | ||[W fo(x;) — ;|- Using these,

Ls(w) = - S IW folw) — wi
i=1

- %Z IW folai) — W* fo(ai) — ()|
=1

v

Y foln) = W o)l = - 3 et
i=1 =1

CS W fo(all - 3 el
=1 =1

where W = W — W*. We now consider new fresh samples z; ~ Dy, fori =1,...,n to
rewrite the above further as:

Ls(w) > fz IW foa) = W fol@)|| - *Z o)l

1 Z W o) — (W fo(2) ~ W fo(w)) — Z ()
! g_; W sl - & g_: W folies) — W fola)| - ;2_: (il
- ;iuwfe(mu -2 Z W (fol@) — folea)l - ;éum)n

\ \/
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This implies that
1 e - 1 e - 1 &
- S IW fo(@)| < Ls(w) + - S I (fo(@:) — folxa)ll + - > (i)l
=1 =1 =1

Furthermore, since y = W* fg(x) + ¢(x), by writing y; = W* fo(Z;) + ©(Z;) (where y; = y;
since z; ~ Dy, for i =1,...,n),

S @)l = - S I fol) — W fo() |
i=1 i=1

1 n
= Z W fo(z:) — §i + o(Zi)]|
i=1

1o N T
= Z W fo(@i) — will — - Z lo(z3)|
i=1 =1
Combining these, we have that
1 & o 1< )
- DWW fo(@) = 5ill < Ls(w) + - DWW (fa(@i) = folas))ll (8.24)
i=1 i=1

1 I~y -
T Z (i)l + - Z [ (z:)]]-
i=1 i=1
To bound the left-hand side of (8.24), we now analyze the following random variable:
1 < -
Exy[[Wsfo(X) - Y] -~ > IWsfo(@:) = uill, (8.25)
i=1

where y; = y; since ; ~ Dy, for ¢ = 1,...,n. Importantly, this means that as Wy
depends on y;, Ws depends on g;. Thus, the collection of random variables ||[Wg fo(Z1) —
7l -5 |Wsfo(nn) — Unl| is not independent. Accordingly, we cannot apply standard
concentration inequality to bound (8.25). A standard approach in learning theory is to first
bound (8.25) by Ep||Wsfo(e) — yll — £ S0, W fo(@:) — Gill < supwemw Eay W fo(z) -
yll = 2370 [IW fo(Zi) — 3i]| for some hypothesis space W (that is independent of S) and
realize that the right-hand side now contains the collection of independent random variables
IWie(z1) — il - -, [Wfe(nn) — Gnl| , for which we can utilize standard concentration
inequalities. This reasoning leads to the Rademacher complexity of the hypothesis space W.
However, the complexity of the hypothesis space W can be very large, resulting into a loose
bound. In this proof, we show that we can avoid the dependency on hypothesis space W by
using a very different approach with conditional expectations to take care the dependent
random variables |Ws fo(Z1) —u1ll, - - -, [|[Wsfo(nn) — un||. Intuitively, we utilize the fact that
for these dependent random variables, there are a structure of conditional independence,
conditioned on each y € ).
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We first write the expected loss as the sum of the conditional expected loss:

Exy([Wsfo(X) = Y[ =Y Exy[[Wsfo(X) Y| | Y = y[P(Y =y)
yeY

= 3 By, [[Wsfo(X,) — ylIP(Y =),

yey

where X, is the random variable for the conditional with ¥ = y. Using this, we decompose
(8.25) into two terms:

ExylIWsfo(X) - V1] - - Z 1Ws o) — 3l (5.26)
S Ex, [[Wsfo(X,) — ol 22 Z 1Ws fo(z:) — 5ill
yey
+ 3 B [IWso(X,) — (P(Y =)~ ‘:;) ,
yey

where
IZy={i€n]:yi =y}
The first term in the right-hand side of (8.26) is further simplified by using

1o 1
- > IWsfo(@i) — 5ill = -~ SO IWsto(@:) -yl
=1

yeY i€y

as

> Ex, [IWsfo(X,) — yl) 22

yey

Z HWSfO xz) - yzH

:%Z|Iy| Ex, [[Wsfo(X,) — yl] - ’I’ZHWng w2 -l |,

yej} ’LEI

where Y = {y € ¥ : |Z,| # 0}. Substituting these into equation (8.26) yields

Exy [IWsfo(X) = Y1 = 3 W fo(z) — il (8.27)
=1

:%Z\Iy\ Ex, [[Wsfo(X,) — yl] - |I|Z||ste %) -yl

yej 1€Ty
+ ZEXy[HWSfH(Xy) = yll] <P(Y =y) - lfly’)
yey
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Importantly, while ||[Ws fo(Z1)—41ll,-- -, [|[Wsfo(Zn) —Tn|| on the right-hand side of (8.27) are
dependent random variables, ||Wsfo(Z1) —yll,- .-, [|[Wsfo(Zn) — y|| are independent random
variables since Wg and Z; are independent and y is fixed here. Thus, by using Hoeffding’s
inequality (Lemma 1), and taking union bounds over y € Y, we have that with probability
at least 1 — 8, the following holds for all y € Y:

In(|Y|/8
B, (IWs o) =) = g7 35 IWs folas) = o] < s [

€Ty

This implies that with probability at least 1 — 9,

1
EZIIyI Ex, [IWsfo(Xy) —yll] - ’I’ZIIste zi) —

yejj ZEI
In D’W)
|Z,| D’W
sy
yeY

Substituting this bound into (8.27), we have that with probability at least 1 — J,

By [IWsfo(X) = VI = - 3 IWs o) — ] (8.28)
=1
o |30 Vit ) MV s S i sat6) i) (e =) - B
yey yeY
where
ply) = |Iny|

Moreover, for the second term on the right-hand side of (8.28), by using Lemma 1 of
(Kawaguchi et al., 2022), we have that with probability at least 1 — 4,

S Ex, [[Wsfo(X,) — o] (m _y)- 'I'>

n
yey

S VI, [1Ws o) — ol | /220

yey
21n(|Y]/9)
s | Ve |
= 2n
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where p(y) = P(Y = y). Substituting this bound into (8.28) with the union bound, we have
that with probability at least 1 — 4,

ExyIWsfo() = Y1 = 5 3" 1Wsfol@:) il (5.29)

<I{S(Z\/7)\/T/6+”S(Z\/7) 21112734/5)

yey yeY

(Z F) \/W (Z F) 221

yey yeY

/21n 2\y|/5 5 F+F)

yey

Combining (8.24) and (8.29) implies that with probability at least 1 — 4,

Exy[llefe( )= Y] (8.30)

< YWt il sy 2GS (VG + Vi)

yey

< Lg(wg) Z W (fo(z:) — folx))||

. ZIIS@ W+t Zum I+ sy 22D S (Vo) 4 Vol

yeY

We will now analyze the term = > [lo(z;)|| + £ Y1, [|¢(Z;)| on the right-hand side
of (8.30). Since W* = Wy,

>l = 5 3 g i) = Wafolaol
=1 =1

By using Hoeffding’s inequality (Lemma 1), we have that for any § > 0, with probability at
least 1 — 4,

1 & 1<~ ., . In(1/6)

- Dl < - > llg* (@) = Wsfo(xo)ll < Eor [llg" () = W fo(2™)l] + o
i=1 i=1

Moreover, by using (Mohri et al., 2012, Theorem 3.1) with the loss function 2T — | g*(z™) —

W f(z™)| (i.e., Lemma 2), we have that for any § > 0, with probability at least 1 — 4,

E,[lg*(a") - Wsfo(@")I] <*Z||g £) = Wafo(a)l 4 TR0 T) [0/
(8.31)
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where R,(W o F) = ﬁES,f[SUPWeW,fe}‘ S &l () — WE(x )] is the normalized
Rademacher complexity of the set {z™ — [|g*(zT) — Wf(zT)|| : W € W, f € F} (it is
normalized such that R,,(F) = O(1) as m — oo for typical choices of F), and &,...,&n
are independent uniform random variables taking values in {—1,1}. Takinng union bounds,
we have that for any § > 0, with probability at least 1 — 9,

*ZH‘P |<*Z”9 WSfG( )|+W+K lngiéé)‘F’fS\/@

Similarly, for any ¢ > 0, with probability at least 1 — 9,

—Zuso H<—Zug _ Wefola: )H+2R V27D 1y R20) g 22

Thus, by taking union bounds, we have that for any ¢ > 0, with probability at least 1 — 6,
EZH%O(%’)” + EZHSO(@')H (8.32)
; prt

<—Z||g ~ Wt + TEOLET) 4y [RO0) g [0

To analyze the first term on the right-hand side of (8.32), recall that

1 m
Ws = minViVmize |W'||F s.t. W' € argmin — g W fo(z) — g* (x| (8.33)
’ W m 4
i=1

Here, since W fy(z;") € R", we have that
W fo(x) = vee[W fo(a)] = [fo(a]) T ®L] vec[W] € R,

where I, € R"™*" is the identity matrix, and [fy(2;) T ®1,] € R™*9" is the Kronecker product
of the two matrices, and vec[IW] € R?" is the vectorization of the matrix W € R™*?. Thus,
by defining A; = [fs(z;) T®I,] € R and using the notation of w = vec[W] and its inverse
W = vec ! [w] (i.e., the inverse of the vectorization from R™? to R¥ with a fixed ordering),
we can rewrite (8.33) by

Ws = vec '[wg] where wg = minimize |w'||F s.t. w' € arg min E lg: — Asw|?,
w
i=1

with g; = g*(z;") € R". Since the function w +— >_1", ||g; — A;w]||? is convex, a necessary
and sufficient condltlon of the minimizer of this function is obtained by

0=V llgi—Awl* =2 AiT(g: — Aiw) € R”
=1 =1
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This implies that
m m
ZAZ‘TAZ"LU = ZAiTgi'
i=1 =1

In other words,

Ay g1

A 92
ATAw=ATg where A= | . € Rmrxdr andg=| . | €R™

A, 9m

Thus,

w' € argmin y |lgi — Asw|* = {(ATA)TAT g+ v : v € Null(A)}

W =1

where (AT A)" is the Moore-Penrose inverse of the matrix AT A and Null(A) is the null
space of the matrix A. Thus, the minimum norm solution is obtained by

vec[Ws] = ws = (AT A)TAT g.

Thus, by using this Wg, we have that

— Z lg™(z;") — Ws fo(z

=1

1T
2

=1 k=1

Z J — Ajws)y)?

1
< ((9i — Ajws)x)?

gi —
((9i — Aqws)r,)?

LIy
M\ i3 =
— ——|lg - Auws|
- \/m g ws||2
1 1
= ﬁ”g A(ATA)TATQ\D ﬁH(I—A(ATA)TAT)QHQ

where the inequality follows from the Jensen’s inequality and the concavity of the square
root function. Thus, we have that

=S Mol + - S @)l (831
=1 =1
< \/QMH(I — A(ATA) AT)g|2 + 4Rm%° F) 4o 1“(2‘;45) + 2ks ln(;f)
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By combining (8.30) and (8.34) with union bound, we have that
Exy[[Wsfo(X) = Y]] (8.35)

< Ls(ws) + ZHerwz fe<xi>>||+fﬁ||PAguz

L ARu(Wo F) Wof _m 1n8/5
/21n4|y]/(5 Z \/15—+\/—)

yey

where W =Wg —W* and P4 =1 — A(ATA)TAT,
We will now analyze the second term on the right-hand side of (8.35):

%ZHW(fe(zi)—fe(xi))H <[V ( Zer z:) — fo xz>u> (8.36)
1=1

where ||IW|2 is the spectral norm of W. Since #; shares the same label with x; as &; ~ Dy,
(and z; ~ D,,), and because fp is trained with the unlabeled data S, using Hoeffding’s
inequality (Lemma 1) implies that with probability at least 1 — 4§,

—Zr\fa — @) € By s g 1o(®) — fo@l] + 75 2522 (s37)

Moreover, by using (Mohri et al., 2012, Theorem 3.1) with the loss function (z,z) —
| fo(Z) — fo(z)]| (i.e., Lemma 2), we have that with probability at least 1 — 0,

By gLo®) ~ I < 0 Sl et Ol + P [

(8.38)

where R, (F) = ﬁEsé[supfef S &l f (@) — f(xf 1)) is the normalized Rademacher

complexity of the set {(z,27%) — || f(z™) — f(zT1)| : f € F} (it is normalized such that
Rom(F) = O(1) as m — oo for typical choices of F), and &1,...,&y are independent uniform
random variables taking values in {—1,1}. Thus, taking union bound, we have that for any
6 > 0, with probability at least 1 — ¢,

%Z W (fo(@:) — folz:))| (8:39)
i—1
< ¥l (;Z o) — atat Dl + ZFAT) +T\/W++TSW>‘
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By combining (8.35) and (8.39) using the union bound, we have that with probability at
least 1 — 4,

Exy[[Wsfo(X) = Y]] (8.40)

< Ls(ws) +||W||2< ZHfg ety + 2B \/m \/W)
2 ARm(W o F) 16/6 In(16/9)
+ﬁ”PA9H2+ NG \/7 \/7
B )

yey
1 — 2
= Ls(ws) + [|[W2 (mZ!fe )H) m!\PAgllerQm,n

where

Q= 11l <2Rm7ff L RO | o [ ‘”)
/21n6|y|/5 Z Fﬂﬁ)

yeY

AR Wo]: /1n /1n
+ —F .

Define Zg = [f(z]),..., f(z;})] € R¥™. Then, we have A = [ZsT ®I,]. Thus,

Pa=1-[ZsT®L][ZsZsT®L | [Zs @ I.] = I — [Zs (ZsZs ") Zs @ I,] = [Pz @ I]

where Py = I, — Zs(ZsZs 7)1 Zg € R™*™. By defining Ys = [g*(z]),...,g"(z})]T €
R™*"since g = vec[Ys 7],

Pagllz = [[[Pzs ® L] vec[Ys |2 = || vec[Ys TP z]lla = [P 25 Ys|[ (8.41)

On the other hand, recall that Wy is the minimum norm solution as
1 n
Wy = minimize [W|| s.t. W € argmin — > W fo(:) — wil*.
’ W n ;
=1

By solving this, we have

Ws=YT2Zs7(ZsZs )T,
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where Zg = [f(x1),...

Ls(ws) =

Thus,

f(zn)] € R™™ and Yg = [y1,...,yn] T € R™*". Then,

%Z [Ws fo(zi) — vil = — \l (Wsfo(wi) — yi)k)?
=1

S|

< \l ((sta(%) — Yi)k)?
=1 k=1

1
= WIIWSZS Y T|F

1
= %HYT(ZS (ZsZs™)'Zs —1)||F

1
= ﬁll(f — Zs(ZsZs ™)' Zs)Y || p

1
—= Pz Ylr

LS(U)S) = \/ﬁ

where Py, =1 — ZsT(ZsZs7) Zs.
By combining (8.40)—(8.42) and using 1 < /2, we have that with probability at least

1-9,
Exy|[[[Wsfo(X)

where

= Y|] < cls(fa)

2
+ —=|PzYsllF +

Vi 7

 (2R(F) In(3/9) In(3/9)
@ = ¢ (m”vm*@v%)

+ sy 2RO S~ (15057 + Vol

yey

L ARn(Wo F) Wof 4/5 /111(2445).

30

1
IPzsYsllF + Qmn,

(8.42)

(8.43)



AN INFORMATION-THEORETIC PERSPECTIVE ON VICREG

9. Known Lemmas

We use the following well-known theorems as lemmas in our proof. We put these below for
completeness. These are classical results and not our results.

Lemma 1 (Hoeffding’s inequality) Let X1, ..., X,, be independent random variables such that

1
a < X; < b almost surely. Consider the average of these random variables, S, = — (X1 + -+ - + Xp).
n

Then, for allt > 0,
Ps <E[Sn] 52 (-0 1“8””) =

n

and

Ps (sn ~Bl5,) > (b a0 ‘”) <s

Proof By using Hoeffding’s inequality, we have that for all ¢ > 0,

n 2
Ps (BIS,] — 5,2 0) <o (s ).

and

ni2
Ps (S, — E[S,] > t) <exp <_(l)2—ta)2> ,

Setting § = exp (—%) and solving for ¢ > 0,

n 2
s In(1/6) = (b2_ta)2
L Goathage)

In(1/6)

= t=(b—a) o

It has been shown that generalization bounds can be obtained via Rademacher complexity
(Bartlett and Mendelson, 2002; Mohri et al., 2012; Shalev-Shwartz and Ben-David, 2014).
The following is a trivial modification of (Mohri et al., 2012, Theorem 3.1) for a one-sided
bound on the nonnegative general loss functions:

Lemma 2 Let G be a set of functions with the codomain [0, M]. Then, for any 6 > 0, with
probability at least 1 — & over an i.i.d. draw of m samples S = (¢;)i",, the following holds

forally € G:

E(0)] < 3" (@) +2Rn(@) + My LY (9.44)
=1

2m
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where Ry (G) := Eg ¢[supyeg % Yot &p(qi)] and &, ..., & are independent uniform ran-
dom variables taking values in {—1,1}.

Proof Let S = (¢;)*, and S’ = (¢})!,. Define

m

P(8) = sup By [6(0)] — — 3 (). (9.45)

veg M3

To apply McDiarmid’s inequality to ¢(S), we compute an upper bound on |¢(S) — ¢(5’)]
where S and S’ be two test datasets differing by exactly one point of an arbitrary index ig;
ie., S; =8 for all i # ip and S, # S; . Then,

©0(S8") — p(S) < sup w
Peg m

M
<=
m

(9.46)

Similarly, ¢(S) — ¢(S5") < % Thus, by McDiarmid’s inequality, for any § > 0, with
probability at least 1 — 4,

P(5) < Eslp(s)] + My [P0 (9.47)
Moreover,
Es[p(9)] (9.48)
—Es [supEg [~ wmb] iy @b(qi)] (9.49)
PeG me= me4

< Egg |sup E Z(ﬂ’(qg) - 1/)(%))] (9.50)
wed M55

< E¢ss [SUP ks Z &i(U(q)) — 7#(%’))] (9.51)

veg M

< g | sup iy a-qu»)] — 2R, (0) (9.52)

€ i=1

where the first line follows the definitions of each term, the second line uses Jensen’s
inequality and the convexity of the supremum, and the third line follows that for each
& € {—1,+1}, the distribution of each term & (¢(f(}),y.) — £(f(z;),y;)) is the distribution
of (0(f(zh),yl) —€(f(x;),y:)) since S and S” are drawn iid with the same distribution. The
fourth line uses the subadditivity of supremum. |
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10. SimCLR

In contrastive learning, different augmented views of the same image are attracted (positive
pairs), while different augmented views are repelled (negative pairs). MoCo (He et al., 2020)
and SimCLR (Chen et al., 2020) are recent examples of self-supervised visual representation
learning that reduce the gap between self-supervised and fully-supervised learning. SimCLR
applies randomized augmentations to an image to create two different views, x and y, and
encodes both of them with a shared encoder, producing representations r, and r,. Both 7,
and ry are [2-normalized. The SimCLR version of the InfoNCE objective is:

6%7‘5%
K 1T o,
Zk:1€" Yk

where 7 is a temperature term and K is the number of views in a minibatch.

Ex?y

11. Entropy Estimators

Entropy estimation is one of the classical problems in information theory, where Gaussian
mixture density is one of the most popular representations. With a sufficient number
of components, they can approximate any smooth function with arbitrary accuracy. For
Gaussian mixtures, there is, however, no closed-form solution to differential entropy. There
exist several approximations in the literature, including loose upper and lower bounds (Huber
et al., 2008). Monte Carlo (MC) sampling is one way to approximate Gaussian mixture
entropy. With sufficient MC samples, an unbiased estimate of entropy with an arbitrarily
accurate can be obtained. Unfortunately, MC sampling is a very computationally expensive
and typically requires a large number of samples, especially in high dimensions (Brewer, 2017).
Using the first two moments of the empirical distribution, VIGCreg used one of the most
straightforward approaches for approximating the entropy. Despite this, previous studies
have found that this method is a poor approximation of the entropy in many cases Huber
et al. (2008). Another options is to use the LogDet function. Several estimators have been
proposed to implement it, including uniformly minimum variance unbiased (UMVU) (Ahmed
and Gokhale, 1989), and bayesian methods Misra et al. (2005). These methods, however,
often require complex optimizations. The LogDet estimator presented in Zhouyin and Liu
(2021) used the differential entropy « order entropy using scaled noise. They demonstrated
that it can be applied to high-dimensional features and is robust to random noise. Based on
Taylor-series expansions, Huber et al. (2008) presented a lower bound for the entropy of
Gaussian mixture random vectors. They use Taylor-series expansions of the logarithm of
each Gaussian mixture component to get an analytical evaluation of the entropy measure.
In addition, they present a technique for splitting Gaussian densities to avoid components
with high variance, which would require computationally expensive calculations. Kolchinsky
and Tracey (2017) introduce a novel family of estimators for the mixture entropy. For this
family, a pairwise-distance function between component densities defined for each member.
These estimators are computationally efficient, as long as the pairwise-distance function and
the entropy of each component distribution are easy to compute. Moreover, the estimator
is continuous and smooth and is therefore useful for optimization problems. In addition,
they presented both lower bound (using Chernoff distance) and an upper bound (using the
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KL divergence) on the entropy, which are are exact when the component distributions are
grouped into well-separated clusters,

12. EM, Information and collapsing

Let us examine a toy dataset on the pattern of two intertwining moons to illustrate the
collapse phenomenon under GMM (Figure 1 - right). We begin by training a classical GMM
with maximum likelihood, where the means are initialized based on random samples, and
the covariance is used as the identity matrix. A red dot represents the Gaussian’s mean
after training, while a blue dot represents the data points. In the presence of fixed input
samples, we observe that there is no collapsing and that the entropy of the centers is high
(Figure 4 - left, in the Appendix). However, when we make the input samples trainable
and optimize their location, all the points collapse into a single point, resulting in a sharp
decrease in entropy (Figure 4 - right, in the Appendix).

To prevent collapse, we follow the K-means algorithm in enforcing sparse posteriors, i.e.
using small initial standard deviations and learning only the mean. This forces a one-to-one
mapping which leads all points to be closest to the mean without collapsing, resulting in
high entropy (Figure 4 - middle, in the Appendix). Another option to prevent collapse is to
use different learning rates for input and parameters. Using this setting, the collapsing of
the parameters does not maximize the likelihood. Figure 1 (right) shows the results of GMM
with different learning rates for learned inputs and parameters. When the parameter learning
rate is sufficiently high in comparison to the input learning rate, the entropy decreases much
more slowly and no collapse occurs.

13. Experimental Verification of Information-Based Bound Optimization

Setup Our experiments are conducted on CIFAR-10 Krizhevsky and Hinton (2009). We use
ResNet-18 (He et al., 2016) as our backbone. Each model is trained with 512 batch size for
800 epochs. We use linear evaluation to assess the quality of the representation. Once the
model has been pre-trained, we follow the same fine-tuning procedures as for the baseline
methods (Caron et al., 2020).

14. On Benefits of Information Maximization for Generalization

In this Appendix, we present the complete version of Theorem 1 along with its proof and
additional discussions.

14.1. Additional Notation and details

We start to introduce additional notation and details. We use the notation of x € X for
an input and y € ) C R” for an output. Define p(y) = P(Y = y) to be the probability
of getting label y and p(y) = %Z;;l 1{y; = y} to be the empirical estimate of p(y).
Let ¢ be an upper bound on the norm of the label as ||y|la < ¢ for all y € ). Define
the minimum norm solution Wg of the unlabeled data as Wg = minimizey |W'||F s.t.
W’ € argminy, 37 [Wiy(2]) — g*(2)||?. Let kg be a data-dependent upper bound

on the per-sample Euclidian norm loss with the trained model as ||[Wgsfo(z) — y|| < kg for
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Figure 3: Evolution of the entropy for each of the learning rate configurations showing that
the impact of picking the incorrect learning rate for the data and/or centroids
lead to a collapse of the samples.

all (z,y) € X x Y. Similarly, let kg be a data-dependent upper bound on the per-sample
Euclidian norm loss as |[|[Wsfyp(z) — y|| < kg for all (z,y) € X x ). Define the difference
between Ws and Ws by ¢ = [[Ws — Wsll2. Let W be a hypothesis space of W such that
Ws € W. We denote by R,,(WoF) = ﬁES,g[SUPWeW,feF Yoy §Z||g*(:c:r)—Wf(x;r)||] the
normalized Rademacher complexity of the set {zT — |g*(zT) = Wf(zT)||: W e W, f € F}.

35



SHWARTZ-Z1V BALESTRIERO KAWAGUCHI RUDNER LECUN

;)—945 H(Z):O H(Z)=.34
% 4 ' " (-] ¢

! ! ‘: : ] o 0 ¢
t°¢

g W/ ©°

@ data @ data ® data
e centroids e centroids e centroids

Figure 4: Evolution of GMM training when enforcing a one-to-one mapping
between the data and centroids akin to K-means i.e. using a small and
fixed covariance matrix. We see that collapse does not occur. Left - In
the presence of fixed input samples, we observe that there is no collapsing and
that the entropy of the centers is high. Right - when we make the input samples
trainable and optimize their location, all the points collapse into a single point,
resulting in a sharp decrease in entropy.

we denote by k a upper bound on the per-sample Euclidian norm loss as [|W f(z) — y|| < k
for all (z,y, W, f) € X x Y x W x F.

We adopt the following data-generating process model that is used in the previous paper
on analyzing contrastive learning (Saunshi et al., 2019; Ben-Ari and Shwartz-Ziv, 2018).
For the labeled data, first, y is drawn from the distritbuion p on ), and then zx is drawn
from the conditional distribution D, conditioned on the label y. That is, we have the join
distribution D(z,y) = Dy(x)p(y) with ((x;,v:))i—; ~ D". For the unlabeled data, first, each
of the unknown labels y* and y~ is drawn from the distritbuion p, and then each of the
positive examples 2+ and 2% is drawn from the conditional distribution D,+ while the
negative example x~ is drawn from the D,-. Unlike the analysis of contrastive learning,
we do not require the negative samples. Let 7g be a data-dependent upper bound on the
invariance loss with the trained representation as || fo(z) — fo(z)|| < 7s for all (z,z) ~ D3
and y € ). Let 7 be a data-independent upper bound on the invariance loss with the trained
representation as|| f(Z) — f(z)|| < 7 for all (z,x) ~ DZ, y € )Y, and f € F. For the simplicity,
we assume that there exists a function g* such that y = ¢*(z) € R" for all (z,y) € X x ).
Discarding this assumption adds the average of label noises to the final result, which goes to
zero as the sample sizes n and m increase, assuming that the mean of the label noise is zero.

36



	Introduction
	An Information-Theoretic Perspective on SSL in Deterministic DNNs
	Information Optimization and Optimality
	An Information-Theoretic Perspective on VICReg

	Self-Supervised Learning via Mutual Information Maximization
	Alternative Entropy Estimators

	Information Maximization for VICReg and Downstream Generalization
	A Generalization Bound for Variance-Invariance-Covariance Regularization

	Conclusions
	Background & Preliminaries
	Assumptions
	Data Distribution Hypothesis
	Data Distribution Under the Deep Neural Network Transformation
	Validation of Assumptions

	Discussion of Approximation
	VICReg vs. SimCLR
	Discussion of Generalization Bound
	Comparison of Generalization Bounds
	Understanding Theorem 2 via Mutual Information Maximization

	Lower bounds on Ex[q(z|x)]
	Data Distribution after Deep Network Transformation
	Generalization Bound
	Proof of Theorem 1

	Known Lemmas
	SimCLR
	Entropy Estimators 
	EM, Information and collapsing
	Experimental Verification of Information-Based Bound Optimization
	On Benefits of Information Maximization for Generalization
	Additional Notation and details


