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Abstract

The rapid advancement of large language mod-001
els (LLMs) significantly enhances long-context002
Retrieval-Augmented Generation (RAG), yet003
existing benchmarks focus primarily on En-004
glish. This leaves low-resource languages with-005
out comprehensive evaluation frameworks, lim-006
iting their progress in retrieval-based tasks. To007
bridge this gap, we introduce Ko-LongRAG,008
the first Korean long-context RAG benchmark.009
Unlike conventional benchmarks that depend010
on external retrievers, Ko-LongRAG adopts a011
retrieval-free approach designed around Spe-012
cialized Content Knowledge (SCK), enabling013
controlled and high-quality QA pair gener-014
ation without the need for an extensive re-015
trieval infrastructure. Our evaluation shows that016
o1 model achieves the highest performance017
among proprietary models, while EXAONE 3.5018
leads among open-sourced models. Addition-019
ally, various findings confirm Ko-LongRAG020
as a reliable benchmark for assessing Korean021
long-context RAG capabilities and highlight022
its potential for advancing multilingual RAG023
research.1024

1 Introduction025

The rapid advancements in long-context large026

language models (LLMs) significantly enhance027

their ability to process and comprehend extended028

texts, benefiting diverse applications such as in-029

formation retrieval, document summarization, and030

question answering (Naveed et al., 2023; Achiam031

et al., 2023). In response, numerous benchmarks032

are developed to evaluate the effectiveness of033

Retrieval-Augmented Generation (RAG) configura-034

tions (Chen et al., 2024). However, existing bench-035

marks (Chen et al., 2024; Friel et al., 2024) pre-036

dominantly focus on English, leaving low-resource037

languages without comprehensive RAG evaluation038

frameworks (Chirkova et al., 2024). Moreover, the039

1The dataset and source code will be released publicly.

lack of extensive knowledge bases and the scarcity 040

of research tasks in non-English languages further 041

complicate benchmark construction. 042

To address this issue, we propose Ko-LongRAG, 043

a high-quality Korean Long-context RAG bench- 044

mark, along with a novel approach for generating 045

RAG datasets without reliance on explicit retrieval 046

settings. Unlike conventional benchmarks that rely 047

on existing retrievers, Ko-LongRAG leverages a 048

retrieval-free paradigm designed around Special- 049

ized Content Knowledge (SCK). SCK refers to 050

domain-specific knowledge that facilitates the gen- 051

eration of meaningful tasks without the need for an 052

extensive retrieval infrastructure. By segmenting 053

the corpus into domain-specific clusters and gen- 054

erating question-answer pairs within these clusters 055

based on document similarity, Ko-LongRAG ef- 056

fectively simulates retrieval-based scenarios while 057

maintaining high relevance and contextual fidelity. 058

This methodology offers several advantages: (1) 059

it eliminates the dependency on external retrievers, 060

ensuring applicability in low-resource settings; (2) 061

it maintains the integrity of retrieval-like evaluation 062

by clustering highly similar documents; and (3) it 063

ensures the benchmark’s scalability across diverse 064

domains. Moreover, Ko-LongRAG evaluates mod- 065

els on answerability, which measures their ability 066

to derive accurate answers based on the given con- 067

text, reflecting the model’s effectiveness in utilizing 068

retrieved documents in a RAG setting. 069

Through our experiments, we employ Ko- 070

LongRAG to assess the Korean long-context RAG 071

performance of various LLMs and demonstrate the 072

benchmark’s robustness and utility. Among the pro- 073

prietary models, o1 (OpenAI, 2024b) demonstrates 074

superior performance, while EXAONE 3.5 (An 075

et al., 2024) excels among open-sourced models. 076

Additionally, we observe a strong correlation be- 077

tween model size and performance, a decline in 078

accuracy when models support shorter context 079

lengths—highlighting the necessity of long-context 080
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Filter

“Domain”: “Culture”,
“Main Concept”: “Art”,
“Key Word”: “Miguel de Cervates Prize” 

Q: 아스투리아스 공상과 미겔 데 세르반테스 상 중 상금이 더 많은 것은 무엇인가요?                     
      (Which award offers a higher prize, the Asturias Award or the Miguel de Cervantes Prize?)       
A: 미겔 데 세르반테스 상 (The Miguel de Cervantes Prize offers a higher prize.)

STEP 3 : Manual Quality Assurance

Figure 1: Ko-LongRAG Construction Pipeline. The C, Q, A triplet (long-Context passage, Question, Answer) is
created through SCK-based document clustering, LLM-based QA generation, and manual quality assurance.

processing for effective performance—and consis-081

tent robustness of results across various judge mod-082

els. These findings validate Ko-LongRAG as an083

effective benchmark for Korean long-context RAG084

research and underscore its potential to drive inno-085

vation in multilingual RAG studies.086

2 Related Works087

To rigorously assess the evolving capabilities of088

long-context language models across dimensions089

such as comprehension, memory retention, and in-090

put scalability, a range of benchmarks has been091

proposed, including LongBench (Bai et al., 2023),092

Bamboo (Dong et al., 2023), Marathon (Zhang093

et al., 2023), and RULER (Hsieh et al., 2024). Sim-094

ilarly, in the context of retrieval-augmented genera-095

tion (RAG), benchmarks such as RAGBench (Friel096

et al., 2024) and LongRAG (Jiang et al., 2024)097

have been introduced to evaluate multi-document098

reasoning under long-context settings. However,099

the majority of these benchmarks are developed for100

English (Chirkova et al., 2024), thereby limiting101

their applicability to low-resource languages.102

In multilingual contexts, RAG evaluations typi-103

cally rely on translated English datasets or multilin-104

gual LLMs, which inadequately capture language-105

specific retrieval challenges. In particular, Korean,106

in addition to lacking structured knowledge bases107

and retrieval infrastructures, also exhibits linguis-108

tic properties, such as morphological richness, ag-109

glutinative syntax, and flexible word order, that110

complicate token-level retrieval and semantic align-111

ment (Lyu et al., 2024; Thakur et al., 2024). To ad-112

dress these limitations, we introduce a retrieval-free113

evaluation paradigm tailored to Korean, enabling114

scalable, language-specific benchmarking of long-115

context reasoning without relying on retrievers.116

3 Ko-LongRAG: A Korean Long-Context 117

RAG Benchmark 118

We propose Ko-LongRAG, a high-quality Korean 119

Long-context RAG benchmark designed to en- 120

able rigorous evaluation of long-context retrieval- 121

based reasoning in Korean. We describe the bench- 122

mark creation process in Section §3.1, unan- 123

swerable cases—one of the key features of Ko- 124

LongRAG—in Section §3.2, and benchmark statis- 125

tics in Section §3.3. The detailed benchmark con- 126

struction, including the prompts used, can be found 127

in Appendix B. 128

3.1 Benchmark Construction 129

3.1.1 Document Clustering 130

Existing retrieval-based RAG methods struggle in 131

low-resource languages due to limited structured 132

knowledge bases and retrieval infrastructures. To 133

address this, we introduce a novel Specialized Con- 134

tent Knowledge (SCK)-based document clustering 135

and question-answer generation methodology, en- 136

abling high-quality long-context evaluation without 137

an explicit retrieval step. 138

SCK encompasses a document’s domain, cen- 139

tral concepts, and key terms, facilitating structured 140

content classification. We utilize the DeepSeek 141

v2.5 (DeepSeek-AI, 2024) model to extract SCK 142

from the Korean Wiki Raw Corpus in JSON format. 143

Based on the extracted SCK, we perform document 144

clustering to categorize documents into structured 145

domains. The distribution of each domain is shown 146

in Figure 3, with a balanced representation across 147

categories. 148

3.1.2 Long-context QA Generation 149

To generate meaningful question-answer pairs, we 150

leverage GPT-4o (OpenAI, 2024a) model to create 151
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diverse and contextually rich questions (Abdullin152

et al., 2024). Using categorized documents, we153

generate two types of QA tasks: single-document154

QA, where questions are derived from individ-155

ual documents requiring precise extraction, and156

multi-document QA, which involves reasoning157

across multiple documents within a cluster. Multi-158

document QA consists of comparison questions,159

which require factual comparisons across docu-160

ments, and bridge questions, which demand logi-161

cal inference by linking information from multiple162

sources. To construct long-context QA pairs, Ko-163

LongRAG clusters documents from the same do-164

main as the source document, ensuring contextual165

consistency while maintaining diversity.166

3.1.3 Manual Quality Assurance167

To ensure the reliability of the dataset, Ko-168

LongRAG implements a manual review-based qual-169

ity assurance process. Human annotators evaluate170

the generated QA pairs using a predefined check-171

list, and only those that fully meet the checklist172

criteria are retained in the final dataset. Details on173

the checklist, inter-annotator agreement (IAA), and174

the overall human annotation process are provided175

in Appendix B.4.176

3.2 Incorporating Unanswerable Cases177

A key feature of Ko-LongRAG is the incorpora-178

tion of “unanswerable” cases, allowing for a robust179

evaluation of models’ ability to handle uncertainty180

and retrieval failures. When an LLM encounters181

a document lacking sufficient information to an-182

swer a given query, it should explicitly indicate183

that an answer cannot be provided based on the184

given context. We systematically generate unan-185

swerable cases by pairing documents with irrel-186

evant questions to enforce this. We intentionally187

avoid hard-negative mining, as the clustered docu-188

ments in Ko-LongRAG are already topically coher-189

ent, which may cause ambiguous overlaps between190

answerable and unanswerable cases. This design191

choice prioritizes clarity and ensures that unanswer-192

able instances remain unambiguous, enabling more193

faithful evaluation of model robustness in clearly194

unsupported scenarios.195

3.3 Benchmark Statistics196

Both single-document QA and multi-document QA197

consist of 300 questions. For single-document QA,198

the average context length is 2,915 tokens, whereas199

multi-document QA extends to 14,092 tokens on200

average2. Additionally, 16.6% of the dataset con- 201

sists of unanswerable questions. The dataset statis- 202

tics are summarized in the Table 3 in Appendix B.5. 203

4 Experiments 204

4.1 Experimental Settings 205

We evaluate open-sourced and proprietary mod- 206

els on Ko-LongRAG to assess their long-context 207

RAG performance in Korean. The open-sourced 208

models in our experiments include multilingual 209

models such as Qwen 2.5 (Yang et al., 2024), 210

C4AI Command R (Cohere For AI, 2024), LLaMA 211

3 (Dubey et al., 2024), Gemma 2 (Team et al., 212

2024), and Phi-3 (Abdin et al., 2024), as well as 213

Korean-specialized models like EXAONE 3.5 (An 214

et al., 2024), SOLAR 10.7B (Kim et al., 2023), 215

and LLaMa-3-Motif (Moreh, 2024). Additionally, 216

we conduct experiments with seven proprietary 217

models (Achiam et al., 2023; Anthropic, 2024). 218

The evaluation follows an LLM-as-a-Judge frame- 219

work (Zheng et al., 2024), where GPT-4o-2024- 220

08-06 is used as the primary judge. Detailed ex- 221

perimental settings, including input and evaluation 222

prompts, are provided in Appendix C. 223

4.2 Results 224

Overall Results Table 1 summarizes the over- 225

all performance of the evaluated models. Among 226

open-sourced models, the EXAONE 3.5 series 227

achieves the highest performance across all pa- 228

rameter sizes, while among proprietary models, 229

o1-2024-12-17 records the best average score. In 230

addition, among Korean-specialized open-sourced 231

models, EXAONE 3.5 consistently outperforms 232

the others. Multi-document QA, which demands 233

more complex reasoning, generally results in lower 234

scores than single-document QA, highlighting its 235

increased difficulty. Nevertheless, models that ex- 236

cel in single-document QA tend to retain their ad- 237

vantage in multi-document QA, suggesting that 238

strong retrieval and comprehension skills carry over 239

to multi-document reasoning. 240

Answerability Table 1 also presents results for 241

unanswerable cases, evaluating how well models 242

recognize the absence of an answer in the given 243

document. Proprietary models generally perform 244

well, whereas most open-sourced models struggle, 245

with the exception of EXAONE 3.5 and Qwen 2.5, 246

2We use OpenAI’s tiktoken tokenizer for tokenization
(https://github.com/openai/tiktoken).
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Models Single-doc QA Multi-doc QA Average
Answerable Unanswerable Total Answerable Unanswerable Total

Open-sourced model (≥20B)
EXAONE 3.5 32B 92.4 100.0 93.7 72.8 98.0 77.0 85.3

Qwen 2.5 32B 90.0 98.0 91.3 48.4 92.0 55.7 73.5
C4AI Command R 32B 85.6 66.0 82.3 62.4 62.0 62.3 72.3

Gemma 2 27B† 49.2 74.0 53.3 27.6 86.0 37.3 45.3
Yi 1.5 34B* 35.6 30.0 34.7 36.3 98.0 46.6 40.7

LLaMa-3-Motif 102B 34.8 92.0 44.3 12.8 86.0 25.0 34.7

Open-sourced model (∼10B)
EXAONE 3.5 7.8B 68.4 100.0 73.7 64.0 98.0 69.7 71.7

LLaMa 3.1 8B 78.0 76.0 77.7 56.8 28.0 52.0 64.8
Qwen 2.5 7B 61.2 98.0 67.3 33.2 94.0 43.3 55.3
Gemma 2 9B† 30.4 100.0 42.0 26.4 90.0 37.0 39.5
Solar 10.7B‡ 17.2 94.0 30.0 9.2 84.0 21.7 25.9

Phi 3 small (7B) 8.0 14.0 9.0 4.8 14.0 6.3 7.7

Open-sourced model (∼2B)
EXAONE 3.5 2.4B 80.8 100.0 84.0 61.6 84.0 65.3 74.7

Qwen 2.5 3B 56.4 98.0 63.3 2.4 94.0 17.7 40.5
LLaMa 3.2 3B 48.8 12.0 42.7 40.0 16.0 36.0 39.3
Qwen 2.5 1.5B 22.0 96.0 34.3 21.6 92.0 33.3 33.8
Gemma 2 2B† 16.0 76.0 26.0 21.2 88.0 32.3 29.2

Proprietary model
o1-2024-12-17 93.6 100.0 94.7 88.0 100.0 90.0 92.3

o1-mini-2024-09-12 87.2 100.0 89.3 85.2 100.0 87.7 88.5
GPT-4-turbo 90.4 100.0 92.0 76.0 96.0 79.3 85.7

GPT-4o-2024-11-20 95.6 100.0 96.3 68.0 100.0 73.3 84.8
GPT-4o-2024-08-06 95.2 100.0 96.0 63.2 100.0 69.3 82.7
Claude-3.5-Sonnet 78.4 100.0 82.0 73.7 100.0 78.1 80.1

GPT-4o-mini-2024-07-18 84.4 100.0 87.0 53.6 98.0 61.0 74.0

Table 1: Comparison results of language models on Ko-LongRAG benchmarks. The benchmark includes an
“Unanswerable” case, where models must respond as “Unanswerable” if the answer is not in the context. Bold scores
indicate the best performance, and underlined scores mean the second best. Context lengths: ‡ = 4k, † = 8k, * = 16k.

Models Judges Variance
GPT-4o o1-mini Human

Model-wise Results
EXAONE 3.5 32B 85.3 85.1 85.2 .0067

QWEN 2.5 32B 73.5 73.2 73.0 .0422
C4AI Command R 32B 72.3 72.1 71.9 .0267

EXAONE 3.5 32B Intra-variance
Repeat 3 (n = 3) .0267 .1156 - -
Repeat 5 (n = 5) .0416 .0736 - -
Repeat 7 (n = 7) .1269 .0996 - -

Table 2: Evaluation robustness analysis across different
judge models and multiple repetitions. These results
support the fact that Ko-LongRAG is a benchmark ca-
pable of robust evaluation.

which achieve near-perfect scores. This highlights247

their strong faithfulness in distinguishing unanswer-248

able cases, as their responses closely align with the249

given context.250

Separability Analyzing performance across dif-251

ferent model sizes, we observe a positive corre-252

lation between parameter count and performance253

among open-sourced models. Specifically, increas-254

ing model size consistently improves results for255

EXAONE 3.5, Qwen 2.5, and LLaMA 3 series mod-256

els, except EXAONE 3.5 2.4B. This suggests that257

Ko-LongRAG scales with general language pro-258

ficiency effectively, confirming its well-balanced259

difficulty distribution. 260

4.3 Evaluation Robustness 261

We conduct additional analysis to examine whether 262

the experimental results remain consistent across 263

various judge models and multiple experiment repe- 264

titions. Table 2 presents the robustness of the judge 265

prompt. GPT-4o, o1-mini, and human evaluations 266

exhibit consistently low variance close to 0, indicat- 267

ing stable reliability. Increasing the repeat count of 268

GPT-4o and o1-mini judges for EXAONE 3.5 32B 269

also results in minimal variance, further confirming 270

the reliability of the evaluation. 271

5 Conclusion 272

We introduce Ko-LongRAG, the first Korean long- 273

context RAG benchmark, addressing the lack of 274

evaluation frameworks for non-English languages. 275

Ko-LongRAG employs a retrieval-free approach us- 276

ing SCK to generate high-quality question-answer 277

pairs. Through Ko-LongRAG, we evaluate the Ko- 278

rean long-context RAG performance of various 279

LLMs, setting a new standard for Korean long- 280

context RAG evaluation. 281
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Limitations282

Language Scope. Ko-LongRAG proposes a283

retrieval-free RAG benchmarking methodology tai-284

lored to low-resource languages, with its initial285

implementation targeting Korean. Although this286

demonstrates the feasibility of the approach within287

a single linguistic context, its broader applicabil-288

ity across diverse languages remains to be estab-289

lished. Extending the methodology to typologi-290

cally distinct languages facilitates more comprehen-291

sive evaluation of multilingual RAG systems and292

supports the development of equitable, language-293

inclusive benchmarks.294

Potential Distributional Bias. A widely adopted295

practice in benchmark construction involves gen-296

erating QA pairs with high-performing language297

models and validating them manually to ensure298

quality. Following this approach, Ko-LongRAG299

employs GPT-4o, a strong proprietary model, for300

initial QA generation. While effective, this setup301

may introduce distributional bias that favors GPT-302

4o during evaluation. To address this concern, we303

validate all QA pairs manually and conduct com-304

parative experiments using QA generated by two305

alternative proprietary models: Claude-3.5 Sonnet306

and Gemini-2.5 Flash (DeepMind, 2025). As de-307

tailed in Appendix C.4, the overall ranking trends308

remain consistent across QA sources, indicating309

that potential distributional bias has only minimal310

impact among proprietary models. Crucially, we311

observe that comparisons among open-source mod-312

els remain stable regardless of the QA generation313

source, confirming that Ko-LongRAG provides a314

high-quality, bias-resilient dataset for reliable eval-315

uation.316

Ethics Statement317

In our benchmark setup, we used publicly avail-318

able datasets for their intended purposes. Further-319

more, our evaluations with LLMs were conducted320

through their official websites, adhering to proper321

authorization protocols. All models utilized in our322

experiments were obtained from publicly accessi-323

ble sources, including websites and GitHub reposi-324

tories, in accordance with open science principles.325

Additionally, while drafting this paper, we lever-326

aged an AI assistant to assist with sentence-level327

drafting and refinement. In addition, during the328

manual quality check process, it was confirmed329

that there is no potential risk in the benchmark.330
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A Appendix: Ko-LongRAG Examples449

Figure 7 presents examples from Ko-LongRAG,450

including both single-document QA and multi-451

document QA. For unanswerable cases, the refer-452

ence answer is “주어진문서내에서답할수있는453

정보가충분하지않습니다.” (“The provided doc-454

ument does not contain sufficient information to455

answer this question”). The context includes only456

the supporting documents from which an answer457

can be extracted. In multi-document QA, questions458

belong to the comparison type, requiring logical459

reasoning after comparing two documents. An ex-460

ample of such a question is: “Which award offers a461

higher prize, the Asturias Award or the Miguel de462

Cervantes Prize”?463

B Appendix: Ko-LongRAG Details464

This section introduces the benchmark details, in-465

cluding the prompts used for the LLMs employed466

in constructing Ko-LongRAG.467

B.1 SCK Extraction Prompt468

SCK Extraction Prompt

Document:

[begin]
{document}
[end]

Please recommend the key knowledge (e.g.,
Domain, Main Concept, Key Word) that should
be considered the most important in the given
document.
Your response must strictly follow this JSON
format:

{"Domain": str, "Main Concept": str,
"Key Word": str}.

Please respond in Korean.

Figure 2: SCK Extraction Prompt.

To extract Specialized Content Knowledge469

(SCK) from documents, we employ a structured470

prompting approach using an LLM-based extrac-471

tion method. As described in the main text, SCK472

consists of a document’s domain, central concepts,473

and key terms, facilitating structured content clas-474

sification. Figure 2 presents the prompt used for475

extracting SCK from the Korean Wiki Raw Cor-476

pus using the DeepSeek v2.5 model (DeepSeek-AI,477

2024).478

The prompt instructs the model to identify and 479

extract the most critical knowledge elements from 480

a given document while ensuring that the output 481

follows a predefined JSON format. This structured 482

format allows for systematic document clustering 483

and domain categorization. Additionally, to main- 484

tain consistency and alignment with the dataset’s 485

language setting, the model is explicitly directed 486

to respond in Korean. By leveraging this extraction 487

method, we ensure that the generated SCK effec- 488

tively captures the essential content structure of 489

each document, providing a well-defined basis for 490

domain classification and long-context evaluation. 491

B.2 Domain Distribution 492

General Knowledge, 24, 10%

Arts, 11, 4%

Culture, 7, 3%

Figures, 2, 1%

Education, 53, 22%

Movies / Drama, 44, 18%

Music, 40, 16%

Geography, 33, 13%

Transportation, 32, 13%

(a) Singledoc QA

General Knowledge, 25, 9%

Arts, 6, 2%
Culture, 7, 2%

Figures, 2, 1%

Education, 69, 23%

Movies / Drama, 78, 26%

Music, 26, 9%

Geography, 71, 24%

Transportation, 13, 4%

(b) Multidoc QA

Figure 3: Domain distribution.

Figure 3 illustrates the distribution of domains 493

in Ko-LongRAG, ensuring a balanced representa- 494

tion across various fields. As described in the main 495

text, documents are categorized into structured do- 496

mains based on Specialized Content Knowledge 497

(SCK), which includes domain, central concepts, 498

and key terms. This classification is essential for 499

maintaining content diversity and enabling reliable 500

long-context evaluation. 501

In Figure 3 (a), the domain distribution for single- 502

document QA is presented, while Figure 3 (b) 503

shows the domain distribution for multi-document 504
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QA. The dataset is designed to ensure that ques-505

tions span multiple knowledge domains, allowing506

for a comprehensive evaluation of retrieval and507

reasoning capabilities. The balanced allocation of508

domains across both tasks supports robust general-509

ization and minimizes potential dataset biases.510

B.3 QA-Pair Generation Prompt511

Document Pair Selection Prompt

Documents:
[begin]
{documents}
[end]

You are given a set of documents from the same
domain.
Each document contains metadata including its
Main Concept and Keywords.

Your task is to select a pair of documents that are
suitable for creating a multi-document question.
There are two possible types:
- Comparison-type: comparing or contrasting
two documents that cover similar concepts from
different perspectives.
- Bridge-type: reasoning across two documents
that are logically connected, where one builds upon
or complements the other.

Please follow these instructions:

1. Read all documents and their metadata care-
fully.

2. Use the Main Concept and Keywords to ana-
lyze conceptual relationships.

3. Select two documents that are either
comparison-type or bridge-type.

4. Briefly explain why you chose this pair based
on their Main Concepts.

Figure 4: Document Pair Selection Prompt for Multi-
document QA.

Ko-LongRAG employs an LLM-based approach512

using GPT-4o to create diverse and contextually513

rich questions. As described in the main text, two514

types of QA tasks are constructed: single-document515

QA, which requires precise extraction from individ-516

ual documents, and multi-document QA, which in-517

volves reasoning across multiple documents within518

a thematically clustered set.519

Before generating a multi-document QA pair,520

we prompt the LLM to select a document pair from521

the same domain cluster based on conceptual re-522

lationships inferred from the Main Concepts and523

QA-Pair Generation Prompt

Single-doc QA:

You are a new question-answer pair maker.
Make the question more simpler.
But make them impossible to solve without reading
the context carefully.
Questions should be short-answer questions.
Check the given context and existing problems and
create new ones and corresponding answer.

Multi-doc QA:

You are a new question-answer pair maker.
Given two contexts, you’ll need to create two types
of questions.
Make them impossible to solve without reading the
context carefully.
Questions must be short-answer format and Korean.

Type 1: Comparison question

Usually require contrasting two entities.
Example: Were Scott Derrickson and Ed Wood of
the same nationality?

Type 2: Bridge question

Can be answered by following a connect-
ing logic.
Example: Tysons Galleria is located in what
county?

Figure 5: QA-Pair Generation Prompt.

Keywords within SCK. The prompt used for this 524

step is shown in Figure 4. This selection step en- 525

ables targeted generation of multi-hop questions 526

while maintaining domain and conceptual coher- 527

ence. 528

Figure 5 presents the prompts used for question 529

generation. For single-document QA, the prompt 530

instructs the model to generate questions that re- 531

quire careful reading of the context while maintain- 532

ing simplicity. For multi-document QA, the model 533

is guided to create two distinct question types: (1) 534

comparison questions, which contrast information 535

across two documents, and (2) bridge questions, 536

which require logical inference by linking informa- 537

tion from multiple sources. In this case, the ques- 538

tions are generated based on document pairs se- 539

lected through the procedure illustrated in Figure 4. 540

These structured prompts ensure that the generated 541

QA pairs comprehensively evaluate retrieval and 542

reasoning capabilities in a long-context setting. 543
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Human Annotation Checklist

1. Question Verification

Clarity: Is the question free from ambiguity or
vague expressions?
Contextual Extractability: Can the question be
answered solely based on the given context?
Grammar and Expression Errors: Does the
question contain grammatical mistakes or unnatural
expressions?
Multi-document QA: Does the question re-
quire referencing multiple contexts to be answered?

2. Answer Verification

Accuracy: Is the answer correct and appropriate
for the given question?
Context-based Evaluation: Can the answer be
fully derived from the entire context? (If only
partially derivable, it is considered an incomplete
question.)
Length Appropriateness: Is the answer exces-
sively long, potentially affecting readability or
evaluation?

3. Context Verification

Redundancy Removal: Does the context contain
duplicate sentences that make it unnecessarily
complex?
Grammar and Formatting: Are there any
grammatical errors or formatting issues (e.g.,
spacing, spelling) in the context?

Figure 6: Human Annotation Checklist.

B.4 Human Annotation Checklist544

To ensure the reliability of the dataset, Ko-545

LongRAG applies a manual review process where546

annotators verify the quality of generated question-547

answer (QA) pairs using a predefined checklist.548

Only QA pairs that fully meet these criteria are549

included in the final dataset.550

Figure 6 presents the checklist, which covers551

three main aspects: question verification, answer552

verification, and context verification. Question veri-553

fication checks for clarity, grammatical correctness,554

and whether the question can be answered using555

the given context. For multi-document QA, it also556

ensures that the question requires reasoning across557

multiple documents. Answer verification assesses558

whether the provided answer is accurate and fully559

supported by the context while maintaining the ap-560

propriate length. Context verification ensures that561

the provided text is free from redundancy, gram-562

matical errors, and formatting issues.563

To further enhance consistency and quality, the564

co-authors, who are proficient in Korean, serve as 565

annotators and participate in a manual review pro- 566

cess using the predefined quality checklist. Over 567

the course of approximately two weeks, the annota- 568

tors evaluate each QA pair based on three main cri- 569

teria in the checklist. Only instances unanimously 570

agreed upon by all three annotators are included 571

in the final dataset. As a result, the inter-annotator 572

agreement (IAA), calculated using Fleiss’ Kappa 573

across all instances including those that are ex- 574

cluded, is 0.77, which corresponds to a Substantial 575

level of agreement. 576

B.5 Ko-LongRAG Statistics 577

Category QA Type

Single-document Multi-document

Number of Questions 300 300
Context Length (tokens) 2,915 14,092

Answerability 250 answerable, 50 unanswerable

Table 3: Ko-LongRAG Benchmark Statistics.

A detailed summary of benchmark statistics is 578

presented in Table 3. 579

C Appendix: Evaluation Details 580

C.1 Experimental Settings 581

All model inference is conducted using the sglang 582

inference engine (Zheng et al., 2025), with all 583

prompts formulated in Korean to ensure proper 584

Korean language processing. Open-sourced mod- 585

els are inferred using eight NVIDIA A100 GPUs, 586

while proprietary models are evaluated using the 587

default settings provided by their respective model 588

APIs. Given that Ko-LongRAG has an average to- 589

ken length of 14k, we apply middle truncation for 590

models with shorter maximum context lengths of 591

4k, 8k, or 16k—such as SOLAR 10.7B, Gemma 2, 592

and Yi-chat 34B—to accommodate longer contexts. 593

The middle truncation (Bai et al., 2023) pre- 594

serves the first and last segments of input while 595

discarding the middle portion, ensuring that both 596

introductory and concluding details remain accessi- 597

ble. This approach helps mitigate information loss 598

while adhering to the context length limitations of 599

the models. 600

C.2 Ko-LongRAG Prompt 601

We provide the prompt used for Ko-LongRAG eval- 602

uation in Figure 8. We designed this prompt to en- 603

sure that models generate responses strictly based 604
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on the given document.605

At the end of the prompt, the following instruc-606

tion is included: “답변을문서에서찾을수없는607

경우, ‘주어진 정보로 답할 수 없다’로 응답하세608

요” “(If the answer cannot be found in the docu-609

ment, respond with ’The provided information does610

not allow for an answer.’”). This instruction en-611

sures that models correctly handle unanswerable612

cases, where responses like “The provided doc-613

ument does not contain sufficient information to614

answer this question.” are considered correct.615

C.3 Ko-LongRAG LLM-as-a-Judge Prompt616

The LLM-as-a-Judge prompt used for evaluating617

Ko-LongRAG benchmark performance is provided618

in Figure 9.619

C.4 Bias Mitigation through Alternative QA620

Generation621

Models QA Generator

GPT-4o Claude-3.5 Gemini-2.5

Proprietary model
o1 92.3 91.2 90.9

GPT-4o 84.8 85.6 83.4
Claude-3.5 80.1 81.4 79.7

Table 4: Bias mitigation results across QA generators.
Model and generator names are abbreviated for clarity:
o1 = o1-2024-12-17; GPT-4o = GPT-4o-2024-11-20;
Claude-3.5 refers to Claude-3.5 Sonnet; Gemini-2.5
refers to Gemini-2.5 Flash.

To evaluate whether our benchmark exhibits dis-622

tributional bias in favor of GPT-4o due to its role623

in data construction, we conduct a supplementary624

experiment using QA pairs generated by two alter-625

native proprietary models: Claude 3.5 Sonnet and626

Gemini 2.5 Flash. In the case of Claude-3.5 Sonnet,627

which may benefit from distributional alignment628

when used to generate data, we observe that GPT-629

4o still outperforms Claude-3.5 Sonnet, preserving630

the original ranking order. For Gemini-2.5 Flash,631

a strong frontier model used solely for QA gen-632

eration and not included in the set of evaluated633

models, therefore free from distributional bias, we634

find that model rankings remain consistent, further635

confirming the robustness of the benchmark.636

These findings suggest that while any frontier637

model used for QA generation may introduce slight638

bias in its favor, such effects do not significantly639

distort evaluation outcomes. In particular, model640

comparisons involving open-source LLMs remain641

stable and meaningful, reinforcing the benchmark’s642

utility as a fair and reliable testing ground across 643

diverse model families. 644
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Ko-LongRAG Examples

[ Single-doc QA Answerable Case ]

Context:
...
Title:박진우 (야구인)
Text:박진우(朴晋佑, 1990년 2월 12일 ∼ )는전 KBO리그 NC다이노스의투수이자,현 KBO
리그 SSG랜더스의스카우트이다.
...
2019년 시즌 : 선발과 불펜을 가리지 않고 활약했다. 시즌 140.2이닝 3점대 평균자책점,
92탈삼진, 9승 7패, 5홀드를 기록했다. 이동욱 감독은 ’가장 MVP로 꼽고 싶은 선수’라며
칭찬했다.
...

Question:박진우가 NC다이노스에서 9승을기록한시즌은언제인가요?
Answer: 2019년

[ Single-doc QA Unanswerable Case ]

Question:인천남동소방서의설립연도는무엇인가요?
Answer:주어진문서내에서답할수있는정보가충분하지않습니다.

[ Multi-doc QA Answerable Case ]

Context:
...
Title:아스투리아스공상
Text: 아스투리아스 공상은 스페인의 프린시페 데 아스투리아스 재단(Fundación Príncipe
de Asturias)이 주관하는 상이다. 1980년 9월 24일 스페인의 왕세자에 해당하는 호칭인

아스투리아스 공이었던 펠리페 (Felipe, 펠리페 6세)에 의해 제정되었으며 1981년에 첫

시상식이 열렸다. 총 9개 부문 (예술 부문, 커뮤니케이션 ·인문주의 부문, 국제 협력 부문,
문학부문,사회과학부문,체육부문,기술 ·과학연구부문,화합부문,아스투리아스모범상
부문)으로 나누어 시상한다. 시상식은 아스투리아스 지방의 오비에도에서 열린다. 수상자는
주안미로가제작한조각,상금 50,000유로를받게된다.
...
Title:미겔데세르반테스상
Text:미겔데세르반테스상(-賞, )또는세르반테스상은스페인작가미겔데세르반테스의
이름이 붙은 스페인어 작가에게 수여되는 문학상으로, 영연방의 맨 부커 상과 유사한

스페인어권의상이다.그러나맨부커상과는다르게일생동안의문학적성취를평가해서단
한번만수여하므로스페인어권에서그권위는노벨문학상에버금간다. 1976년제정되었다.
스페인문화부가수여하며상금은 12만 5천유로이다.
...
Question:아스투리아스공상과미겔데세르반테스상중상금이더많은것은무엇인가요?
Answer:미겔데세르반테스상

[ Multi-doc QA Unanswerable Case ]

Question:넬슨록펠러와노아사이러스는둘다정치경력을가지고있었나요?
Answer:주어진문서내에서답할수있는정보가충분하지않습니다.

Figure 7: Examples of Ko-LongRAG.

11



Ko-LongRAG Prompt

[ Single-doc QA Prompt ]

System:당신은도움이되는어시스턴트입니다.
User:
다음문서를살펴보고,질문에대한답을추출하세요.
질문에대한답만생성하세요.답변은매우간결해야합니다.
답변을문서에서찾을수없는경우,
’주어진정보로답할수없다’로응답하세요.

문서는 “Title”에따라정렬된Wikipedia문단목록이며제목은다음과같습니다: {{titles}}.
각위키피디아문단은 ’Title’필드와 ’Text’필드를포함합니다.
문서는다음과같습니다: {{context}}.질문은다음과같습니다: {{question}}.

[ Multi-doc QA Prompt ]

System:당신은도움이되는어시스턴트입니다.
User:
다음문서를검토하고질문에답하세요.
문서는Wikipedia문단목록이며제목은다음과같습니다: {{titles}}.
질문에는두가지유형이있습니다:
예 또는 아니오로 답하거나 두 후보 중에서 선택해야 하는 비교 질문과, 단답형 형태의 일반
질문입니다.
문서는다음과같습니다: {{context}}.
문서에서필요한문단을찾아질문에답하세요: {{question}}.
일반질문의경우문단에서정확한단어를찾아서답변해야합니다.
질문에대한답만생성하고다른어떤것도생성하지마세요.
답변을문서에서찾을수없는경우, ’주어진정보로답할수없다’로응답하세요.

Figure 8: Prompt for evaluating Ko-LongRAG.
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Ko-LongRAG LLM-as-a-Judge Prompt

System:

You are an expert evaluator of text answers in Korean.
Your task is to compare the content of two Korean answers, a long answer (long_ans) and a short
answer (short_ans), with the provided correct answers (Answer), which may contain multiple
correct options.
Both the long answer and the short answer need to be checked for correctness. The long and
short answers do not need to match any of the answers in the Answer list word-for-word but must
convey the same key meaning or idea.
If either the long or short answer matches any one of the correct answers in the Answer list, it
should be considered correct.
Focus only on the accuracy of the content and ignore style, tone, or extra information unless it
introduces inaccuracies.
For both the long and short answers, return only the evaluation result as a Python dictionary object,
and ensure the output is formatted as valid Python code.

Here are two examples of how to evaluate answers:

Example 1:
Question: HP는게임에서무엇을의미하나요?
Answer: ['체력', '생명력']
long_ans: HP는 ’생명력’ 또는 ’체력’을 의미하며, 게임에서 캐릭터의 생존력을 나타내는
지표입니다. HP가 줄어들면 캐릭터는 점점 약해지며, 0이 되면 게임에서 탈락하거나 패배할
수있습니다.
short_ans: HP는캐릭터의체력입니다.
Evaluation: {'long_ans': 'correct', 'short_ans': 'correct'}

Example 2:
Question:프랑스의수도는어디인가요?
Answer: ['파리']
long_ans:프랑스의수도는파리로,리옹의오른쪽아래에위치하고,문화와예술의중심지로
알려져 있습니다. 에펠탑, 루브르 박물관, 노트르담 대성당 등 유명한 관광지가 위치해

있습니다.
short_ans:프랑스의수도는리옹입니다.
Evaluation: {'long_ans': 'correct', 'short_ans': 'incorrect'}

Now, proceed with your evaluation of the following question, answer, and responses, and return
only the evaluation as a valid Python dictionary.
Ensure the response is a valid Python dictionary object without any additional text.

User:

Evaluate the following long and short answers based on the provided correct answer.
Your goal is to determine if the long and short answers are correct.
Return the evaluation result in the form of a Python dictionary: {'long_ans': 'correct 'or
'incorrect ', 'short_ans': 'correct'or 'incorrect'}.

Question: {{question}}
Answer: {{answer}}
long_ans: {{long_ans}}
short_ans: {{short_ans}}

Return only the evaluation in the form of a Python dictionary.
Do not include any explanation or additional comments.

Figure 9: LLM-as-a-judge prompt for evaluating Ko-LongRAG.
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