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ABSTRACT

Automatic evaluations for natural language generation (NLG) conventionally rely
on token-level or embedding-level comparisons with the text references. This is
different from human language processing, for which visual imaginations often
improve comprehension. In this work, we propose IMAGINE, an imagination-
based automatic evaluation metric for natural language generation. With the help
of CLIP (Radford et al., 2021) and DALL-E (Ramesh et al., 2021), two cross-
modal models pre-trained on large-scale image-text pairs, we automatically gen-
erate an image as the embodied imagination for the text snippet and compute the
imagination similarity using contextual embeddings. Experiments spanning sev-
eral text generation tasks demonstrate that adding imagination with our IMAGINE
displays great potential in introducing multi-modal information into NLG evalua-
tion, and improves existing automatic metrics’ correlations with human similarity
judgments in many circumstances.

1 INTRODUCTION

A major challenge for natural language generation (NLG) is to design an automatic evaluation met-
ric that can align well with human judgments. To this end, many approaches have been investigated.
Metrics that base on matching mechanisms such as BLEU (Papineni et al., 2002), METEOR (El-
liott & Keller, 2013), CIDEr (Vedantam et al., 2015), have been widely adopted in the field. Edit-
distance based metrics, such as CharacTER (Wang et al., 2016), WMD (Kusner et al., 2015b),
SMD (Clark et al., 2019b), have also been explored. Recently, Zhang et al. (2020) proposed to
leverage BERT (Devlin et al., 2019) embeddings for computing text similarity, which correlates bet-
ter with human judgments than previous methods. These automatic evaluation metrics make use of
textual information from various angles extensively.

Unlike commonly used automatic methods that compare the generated candidates with the refer-
ences on the text domain only, humans, in contrast, leverage visual imagination and trigger neural
activation in vision-related brain areas when reading text (Just et al., 2004). Cognitive studies show
that visual imagery improves comprehension during human language processing (Sadoski & Paivio,
1994). Inspired by this imagination-based multi-modal mechanism in human text comprehension,
we ask a critical research question: can machines create a visual picture of any underlying sentence,
and leverage their imaginations to improve natural language understanding? The advances of pow-
erful pre-trained vision-language models such as CLIP (Radford et al., 2021) provide an excellent
opportunity for us to utilize the learned image-text representations and achieve high performance
on image-text similarity estimation in a zero-shot fashion. This enables us to introduce multi-modal
information into NLG evaluation by generating visual pictures as embodied imaginations.

In this work, we propose IMAGINE, an imagination-based automatic evaluation metric for NLG.
IMAGINE first uses the pre-trained discrete variational autoencoder (dVAE) from the vision-
language model DALL-E (Ramesh et al., 2021) to visualize imagination, which is to generate de-
scriptive images for the candidate text and the references. Then IMAGINE computes the similarity
of the two text snippets and the similarity of the two imaginative images with the pre-trained CLIP
model (Radford et al., 2021). Figure 1 shows an evaluation example.
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Reference: 
Basketball: Garnett makes triumphant return as 
Celtics top Pistons


Metric Score

BLEU 2.43

ROUGE-1 12.50

ROUGE-2 0.00

ROUGE-L 10.89

BERTScore -5.28

ImaginEtext 76.86

ImaginEimage 62.30

Human 4.2/5.0

GigaWord, idx=148

Hypothesis: 
Celtics sink Detroit ##-## in NBA semi-final rematch

Text for Summarization:  
Kevin Garnett scored ## points in his return after a one-game suspension and the Boston Celtics ripped Detroit 
##-## here Thursday in a rematch of last season's NBA semi-finals.
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Figure 1: An evaluation example on GigaWord for text summarization. IMAGINE visualizes ma-
chine imagination with DALL-E’s pre-trained dVAE and extracts textual and visual representations
with CLIP. While traditional evaluation metrics for natural language generation rely on n-grams
matching or textual embeddings comparison, IMAGINE introduces imagination into the evaluation
process and understands the text snippet as a whole with the help of multi-modal information.

To understand the role imagination plays in NLG evaluation, we conduct a series of experiments with
IMAGINE on multiple NLG tasks, including machine translation, abstractive text summarization,
and data-to-text generation, aiming to answer the following questions:

1. How influential is IMAGINE in NLG evaluation in terms of correlations with human judg-
ments? Can it provide additional reference information on top of existing metrics?

2. What are the applicable scenarios of introducing IMAGINE to NLG evaluation? When and
why does imagination help or not?

3. What are the potentials and limitations of introducing imaginations with IMAGINE to NLG
evaluation?

Experimental results point out that in a standalone mode for pairwise comparisons, IMAGINE cannot
replace textual similarity metrics. However, adding IMAGINE similarity scores to existing metrics
surprisingly improves most of the popular metrics’ correlations with human performance. Analysis
of case studies indicates that IMAGINE can reflect the keyword difference in the visualized imagi-
nation, even if the hypothesis and reference text have high n-grams overlaps. In addition, IMAGINE
can grasp the gist of two text snippets with similar meanings and renders imaginations that are alike,
even if the two pieces of text have distinct word choices. Overall, IMAGINE displays great potential
in introducing multi-modal information into NLG evaluation.

2 RELATED WORK

Automatic Metrics for Natural Language Generation Common practices for NLG evaluation
compare the generated hypothesis text with the annotated references. Metric performance is conven-
tionally evaluated by its correlation with human judgments. Existing automatic evaluation metric
calculations are mainly based on three mechanisms: n-grams overlap, edit distance, and embedding
matching. Some typical n-gram based metrics include BLEU (Papineni et al., 2002), ROUGE-
n (Lin, 2004), METEOR (Elliott & Keller, 2013) and CIDEr Vedantam et al. (2015), which are
widely used for text generation tasks. Another direction is based on edit distance (Tomás et al., 2003;
Snover et al., 2006; Panja & Naskar, 2018; Tillmann et al., 1997; Wang et al., 2016) , where they cac-
ulate the edit distance between the two text snippets with different optimizations. Embedding-based
metrics (Kusner et al., 2015a; Rubner et al., 1998; Clark et al., 2019a; kiu Lo, 2017; 2019) evaluate
text quality using word and sentence embeddings, and more recently, with the help of BERT (Zhang
et al., 2020; Sellam et al., 2020).

Multi-Modal Automatic Metrics Aside from previous text-only metrics, there also appear met-
rics that utilize pre-trained multi-modal models and introduce visual features on top of text refer-
ences for NLG evaluation. TIGEr (Jiang et al., 2019) computes the text-image grounding scores
with pre-trained SCAN (Lee et al., 2018). ViLBERTScore-F (Lee et al., 2020) relies on pre-trained
ViLBERT (Lu et al., 2019) to extract image-conditioned embeddings for the text. The concurrent
CLIPScore (Hessel et al., 2021) proposes a text-reference-free metric for image captioning by di-
rectly comparing the image features with caption embeddings with CLIP (Radford et al., 2021).
Our method differs in that we use visual picture generation as embodied imaginations and apply our
metric to various text-to-text generation tasks.

2



Under review as a conference paper at ICLR 2022

Reference Text xref :  
Beef Kway Teow originates from Singapore 
and is also made in Indonesia. One of the 
ingredients in the dish is oyster sauce.

Metric Score
BLEU 3.91

METEOR 19.14
ROUGE_L 15.21

CIDEr
 5.38
BERTScore 39.04

ImaginE_text 73.63
ImaginE_image 69.04

Human 4/3/2/2/1

Imagination_Ref
Imagination_Hyp

Hypothesis Text xhyp: 
Oyster sauce is a dish from Singapore, where 
Oyster sauce is a dish from Indonesia.
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Figure 2: IMAGINE similarity score computation process. Given the reference text xref and the
generated hypothesis xhyp, we visualize the machine imagination Iref and Ihyp with the pre-trained
dVAE. We extract features for the pair of text and corresponding pair of imagination with CLIP.
IMAGINEimage is the cosine similarity of the imagination representations, while IMAGINEtext is
the cosine similarity of the text representations.

Mental Imagery The great imagery debate is still an open question in the neuroscience and psy-
chology community (Troscianko, 2013). The debate between pictorialists and propositionalists is
about how imagery information is stored in the human brain. We follow the views from pictorial-
ists that information can be stored in a depictive and pictorial format in addition to language-like
forms (Kosslyn et al., 2001; Pearson & Kosslyn, 2015). In pictorialists’ model, mental imagery
is constructed in the “visual buffer” either from the retinal image in seeing or from a long-term
memory store of “deep representations” in the brain. Our method of image generation is to mimic
the generation of deep representations in machines, with the help of recent powerful text-to-image
models. Inspired by empirical studies from cognitive science that visual imagination improves hu-
man text comprehension (Gambrell & Bales, 1986; Nippold & Duthie, 2003; Just et al., 2004; Joffe
et al., 2007), we are interested in exploring if one can draw similar conclusions from automatic text
evaluations by machines.

3 IMAGINE

3.1 MODEL DETAILS

CLIP CLIP (Radford et al., 2021) is a cross-modal retrieval model trained on WebImageText,
which consists of 400M (image, caption) pairs gathered from the web. WebImageText was con-
structed by searching for 500K queries on a search engine. The base query list is all words oc-
curring at least 100 times in the English version of Wikipedia, augmented with bi-grams with high
pointwise mutual information as well as the names of all Wikipedia articles above a certain search
volume. Each query includes 20K (image, text) pairs for class balance.

In this work, we use the ViT-B/32 version of CLIP, in which the Vision Transformer (Dosovitskiy
et al., 2020; Vaswani et al., 2017) adopts BERT-Base configuration and uses 32 ˆ 32 input patch
size. The Vision Transformer takes 224ˆ224 input image and the self-attention maps are calculated
between 7ˆ 7 grid of image patches. The Text Transformer has 12-layer, 8-head and uses a hidden
size of 512, and is trained over a vocab of 49K BPE token types (Radford et al., 2019; Sennrich
et al., 2016). The text representation is the last hidden state of the “[EOT]” token being projected
by a linear layer. The model’s weights are trained to maximize the similarity of truly corresponding
image/caption pairs while simultaneously minimizing the similarity of mismatched image/caption
pairs using InfoNCE (Sohn, 2016; van den Oord et al., 2018).

DALL-E DALL-E (Ramesh et al., 2021) is a 12-billion parameter version of GPT-3 (Brown et al.,
2020) trained to generate images from text descriptions. The model is trained on a dataset of a
similar scale to JFT-300M (Sun et al., 2017) by collecting 250 million text-image pairs from the
internet, which incorporates Conceptual Captions (Sharma et al., 2018), the text-image pairs from
Wikipedia, and a filtered subset of YFCC100M (Thomee et al., 2016).

DALL-E trains a discrete variational autoencoder (dVAE) (Rolfe, 2017) to encode each 256 ˆ 256
RGB image into a 32 ˆ 32 grid of image tokens with a vocabulary size of 8192. The image tokens
are concatenated with a maximum of 256 BPE-encoded (Sennrich et al., 2016; Radford et al., 2019)
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tokens with a vocabulary size of 16384 that represents the paired image caption. DALL-E trains
an autoregressive transformer to model the joint distribution over the text and image tokens. The
pre-trained dVAE has been made public, while the pre-trained transformer is not released. Thus, we
use DALL-E’s pre-trained dVAE to render images in this project.

3.2 IMAGINE SIMILARITY SCORE

Construct Imagination For each image, we randomly initialize a latent matrix H and use the pre-
trained dVAE to produce the RGB image I “ dV AE_decoderpHq. We use the ViT-B/32 version
of the CLIP model to encode the generated image I and the input text x. Then we use CLIP to
compute the similarity between the received image embedding v “ CLIP pIq and text embedding
t “ CLIP pxq as the loss to optimize the hidden matrix while keeping the weights of the network
unchanged. We optimize each generation process for 1000 steps, and refer to the generated image
as the imagination for further computation.

lossgeneration “ ´
vT t

}v}}t}
(1)

Similarity Measure For the generated text snippet xhyp and all the references txrefiu
n
i“1, we

generate corresponding images Ihyp and Irefi for i P r1, ns, where n is the number of parallel refer-
ences. During evaluation, we pass both the pair of text snippets and the corresponding imaginations
through corresponding CLIP feature extractors to receive the textual representation thyp, trefi , and
the imagination representations vhyp, vrefi . Then, we compute three types of similarity scores for
IMAGINE with the received embeddings: IMAGINEtext compares the hypothesis text xhyp with the
text references xrefi ; IMAGINEimage compares the visualized imaginations Ihyp with Irefi , gener-
ated by the pre-trained dVAE in previous steps; IMAGINEtext&image is the average of IMAGINEtext

and IMAGINEimage, which takes both the text and the imagination into consideration.

IMAGINEtext “
1

n

n
ÿ

i“1

tThyptrefi
}thyp}}trefi}

(2)

IMAGINEimage “
1

n

n
ÿ

i“1

vT
hypvrefi

}vhyp}}vrefi}
(3)

3.3 EXTENSION TO EXISTING METRICS

The IMAGINE similarity scores can be used as individual automatic metrics. Apart from this, IMAG-
INE can also act as an extension to existing metrics, as it provides multimodal references that com-
pensate for current text-only evaluations that compare tokens or text-embeddings. Our adaptation of
IMAGINE to other automatic metrics is direct, which is summing up IMAGINE similarity score with
the other automatic metric score for each example:

metric_score1 “ metric_score` IMAGINE_similarity_score (4)

4 EXPERIMENTAL SETUP

Tasks, Datasets, and Models We evaluate our approach on three natural language generation
tasks: machine translation, abstractive text summarization, and data-to-text generation. For ma-
chine translation, we use Fairseq (Ott et al., 2019) implementation to generate English translation
from German on IWSLT’14 (Bell et al., 2014) and WMT’19 (Barrault et al., 2019) datasets. We
choose these two to-English translation tasks because currently, DALL-E and CLIP only support
English. For abstractive text summarization, we use the implementation of Li et al. (2017) to gen-
erate sentence summarization on DUC20041 and use ProphetNet (Yan et al., 2020) for generation
on Gigaword2. We choose abstractive text summarization instead of document summarization since
CLIP sets a length limit of input text of 77 BPE tokens. For data-to-text generation, we conduct ex-
periments on three datasets, namely WebNLG (Gardent et al., 2017), E2ENLG (Dusek et al., 2019;

1https://duc.nist.gov/duc2004/
2https://catalog.ldc.upenn.edu/LDC2011T07
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(a) IWSLT'14 (b) WMT'19

(a) DUC2004 (b) Gigaword

(a) WebNLG (b) WikiBioNLG (c) E2ENLG

Figure 3: The effectiveness of augmenting BLEU-n (n=1,2,3,4) and BERTScore with IMAGINE
similarities and BERTtext similarity on two machine translation datasets. The y-axis shows the
Pearson correlation with human judgments.

Translation

Src: Also entschied ich mich eines tages den filialleiter zu besuchen, und ich fragte 
den leiter, "funktioniert dieses modell, dass sie den menschen all diese 
möglichkeiten bieten wirklich?" 
Ref:  So I one day decided to pay a visit to the manager, and I asked the 
manager, "is this model of offering people all this choice really working?"

Hyp:  So I decided to visit the filialler one day, and I asked the ladder, "does 
this model work that you really offer to the people all these possibilities?"

IWSLT14, idx=772

ImaginationRef ImaginationHyp

Metric Score
BLEU-1 69.70
BLEU-2 51.12
BLEU-3 29.35
BLEU-4 20.26

BERTScore 66.62
BERTtext 99.23

ImaginEtext 83.06
ImaginEimage 34.81

Human 3.2/4.0

Metric Score

BLEU-1 69.70

BLEU-4 20.26

BERTScore 66.62

ImaginEimage 34.81

Human 3.1/5.0

Src: Diesmal dabei: Der Schauspieler Florian David Fitz bekannt aus 
Filmen wie "Männerherzen", "Terror - Ihr Urteil" oder "Der geilste Tag". 
Ref:  This time: The actor Florian David Fitz known from films 
like "Männerherzen", "Terror - Ihr Urteil" or "Der geilste Tag".

Hyp:  This time around: The actor Florian David Fitz is known 
from films such as "Men's Hearts," "Terror - Your Judgment" 
and "The Horniest Day."

idx=81

Metric Score
BLEU-1 45.83
BLEU-2 37.35
BLEU-3 29.38
BLEU-4 22.17

BERTScore 34.91
BERTtext 98.14

ImaginEtext 87.94
ImaginEimage 58.35

Human 3.8/5.0

ImaginationRef ImaginationHyp

Metric Score

BLEU-1 45.83

BLEU-4 22.17

BERTScore 34.91

ImaginEimage 58.35

Human 3.8/5.0

(a) IWSLT'14 (b) WMT'19
Figure 4: Case studies for machine translation. Src: the German text to be translated. Ref: the
reference translation. Hyp: the generated translation candidate. We report the metric scores and the
human score for the reported pair of (Ref, Hyp).

2020) and WikiBioNLG (Lebret et al., 2016). We use the text generated by the KGPT (Chen et al.,
2020) model in our experiments. Table 3 lists out the statistics of the test set used for each dataset.
Automatic Metrics For machine translation, we report BLEU-n (Papineni et al., 2002) for n “
1, 2, 3, 4 and BERTScore (Zhang et al., 2020). For abstractive text summarization, we report results
on ROUGE-1, ROUGE-2, ROUGE-L (Lin, 2004) and BERTScore. For data-to-text generation, we
utilize five automatic metrics for NLG, including BLEU, ROUGE-L, METEOR (Elliott & Keller,
2013), CIDEr (Vedantam et al., 2015) and BERTScore. In comparison with IMAGINEtext, we also
compute BERTtext, the text similarity score with BERT encoder. We use the last hidden state for
the “[CLS]” token as the representation of the text snippet, and compute cosine similarity with the
two “[CLS]” embeddings for the reference and the generated text candidate.
Human Evaluation We invite MTurk3 annotators to judge the quality of the generated text. The
estimated hourly wage is $12. We use the complete test set for DUC2004 and E2ENLG, which
contains 500 and 630 examples, respectively. For the remaining five datasets, we randomly sample
1k pair of test examples for human evaluation due to the consideration of expenses. Each example is
scored by three human judges using a 5-point Likert scale. The generated text is evaluated from three
aspects, namely fluency, grammar correctness, and factual consistency with the reference text. We
take the mean of human scores to compute correlations. In the following sections, we report Pearson
correlation (Freedman et al., 2007) to human scores. We also record Kendall correlation (Kendall,
1938) in the Appendix.

5 RESULTS

5.1 MACHINE TRANSLATION

Figure 3 shows the system-level Pearson correlation to human judges when extending our IMAG-
INE similarity to existing automatic NLG metrics on the IWSLT’14 and WMT’19 German to
English datasets. IMAGINEtext and IMAGINEtext&image steadily improves all the listed metrics’

3https://www.mturk.com/
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(a) IWSLT'14 (b) WMT'19

(a) DUC2004 (b) Gigaword

(a) WebNLG (b) WikiBioNLG (c) E2ENLG

Figure 5: The effectiveness of augmenting BLEU, BERTScore and ROUGE-related metrics with
IMAGINE similarities and BERTtext similarity on two abstractive text summarization datasets. The
y-axis shows the Pearson correlation with human judgments.
Src: As his lawyers in London tried to quash a Spanish arrest warrant for Gen. 
Augusto Pinochet, the former Chilean dictator, efforts began in Geneva and 
Paris to have him extradited. 
Ref: Pinochet arrest contested in British high court. New charges pressed

Hyp: Pinochet extradited from London to Paris to extradite Pinochet

(a) DUC2004

Metric Score

ROUGE-2 0.00

ROUGE-L 10.43

BERTScore 19.09

ImaginEimage 67.38

Human 5.0/5.0ImaginationRef ImaginationHyp

Src: The launch of Shenzhou-#, China's first manned spacecraft, is 
successful and the craft is already in orbit, an official in charge of the 
country's manned spaceflight program announced Wednesday morning. 
Ref:  Bulletin: Shenzhou-# launch successful official

Hyp:  Launch of China's first manned spacecraft successful

Metric Score

ROUGE-2 0.00

ROUGE-L 29.33

BERTScore -7.53

ImaginEimage 74.02

Human 4.3/5.0

(b) GigaWord

ImaginationRef ImaginationHyp

Summarization

DUC2004, idx=29 GigaWord(old), idx=838Figure 6: Case studies for abstractive text summarization. Src: the text to be summarized. Ref: the
reference summary. Hyp: the generated summary candidate. We report the metric scores and the
human score for the reported pair of (Ref, Hyp).

correlations with human scores. IMAGINEimage and IMAGINEtext&image contributes the most in
IWSLT’14 while IMAGINEtext plays the most important role in WMT’19. IMAGINEimage also
enhances most of the metrics’ correlations except for BERTScore in WMT’19. BERTtext has rela-
tively small impact on improving other metrics’ correlation in the machine translation task.

Figure 4 lists out two examples for the case study. We notice that IMAGINE can capture the keyword
difference between the reference and the hypothesis text, even if they have similar sentence struc-
tures and high n-grams overlaps. IMAGINE shows its sensitivity to word choice in Figure 4(a). The
main difference between the reference text and the generated text is the mention of “manager” and
“ladder”. While other metrics score high, the quality of the generated text is questionable. In con-
trast, our IMAGINE renders distinct imaginations and assigns lower image similarity. In Figure 4(b),
the reference text leaves the movie names in German, while the hypothesis text translates all con-
tents to English. Aside from this, the translations are nearly identical. However, IMAGINE yields
completely different imaginations. This suggests that IMAGINE’s performance is greatly impaired
when applied to non-English scenarios.

5.2 ABSTRACTIVE TEXT SUMMARIZATION

Figure 5 shows the system-level Pearson correlation to human judges when extending our IMAG-
INE similarity to existing automatic NLG metrics on the DUC2004 and Gigaword. Both datasets
are built upon news articles. IMAGINE can steadily improve BLEU, ROUGE-related metrics, and
BERTScore on DUC2004. IMAGINEtext contributes to the most significant improvement on Giga-
word. IMAGINEtext surpasses BERTtext on all metrics except for BERTScore on Gigaword.

IMAGINE can capture the gist of texts with similar meanings and renders reasonable descriptive
imaginations that are alike, regardless of word choices. Figure 6 shows two sets of examples where
the hypothesis summary scores high in human evaluation but scores low on existing automatic eval-
uation metrics. Both examples have low n-grams overlaps between the hypothesis and reference
summary, but IMAGINE renders similar imagination and assigns high image similarity scores, which
align with human scores.
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(a) IWSLT'14 (b) WMT'19

(a) DUC2004 (b) Gigaword

(a) WebNLG (b) WikiBioNLG (c) E2ENLG

Figure 7: The effectiveness of augmenting BLEU, METEOR, ROUGE-L, CIDEr, and BERTScore
with IMAGINE similarities and BERTtext similarity on three data-to-text generation datasets. The
y-axis shows the Pearson correlation with human judgments.

Ref:  Julia Morgan was the architect of the grounds of Asilomar 
Conference.

Hyp: Julia Morgan was the architect of the Asilomar Conference 
Grounds.

Metric Score

BLEU 65.25

METEOR 49.17

BERTScore 90.05

ImaginEimage 49.12

Human 3.6/5.0ImaginationRef ImaginationHyp

WebNLG, idx=121

E2ENLG, idx=29

Ref:  Sven Leuenberger (born August 25, 1969 in Niederuzwil, 
Switzerland) is a retired Swiss professional ice hockey defender.

Hyp:  25 ft tall, Nieder Niederberger was a member of the club's 
shoots team.

WikiBioNLG, idx=11

Metric Score

BLEU 1.92

METEOR 6.09

BERTScore -16.43

ImaginEimage 36.47

Human 2.2/5.0ImaginationRef ImaginationHyp

Data2Text
(a) WebNLG (b) WikiBioNLG

E2ENLG, idx=372

Ref:  There is a coffee shop Blue Spice in the riverside area.

Hyp: Blue Spice is a type of coffee shop.

Metric Score

BLEU 18.00

METEOR 29.91

BERTScore 46.41

ImaginEimage 75.34

Human 3.9/5.0ImaginationRef ImaginationHyp

(d) E2ENLGNLG

Ref:  Giraffe, in the riverside area, near the Rainbow Vegetarian 
Café, there is a pub with fast food, of and it is kid friendly.

Hyp:  Giraffe is a dish that can be served as a dessert.

Metric Score

BLEU 2.43

METEOR 6.03

BERTScore 17.79

ImaginEimage 55.13

Human 3.3/5.0ImaginationRef ImaginationHyp

(c) E2ENLG 

Figure 8: Case studies for data-to-text generation. Ref: the reference text. Hyp: the generated text
candidate. We report the metric scores and the human score for the reported pair of (Ref, Hyp).

5.3 DATA-TO-TEXT GENERATION

Figure 7 shows the system-level Pearson correlation to human judges when extending our IMAGINE
similarity to existing automatic NLG metrics on the WebNLG, WikiBioNLG, and E2ENLG datasets.
Figure 8 lists out four examples for the case study.

On WebNLG, adding IMAGINEtext and IMAGINEtext&image can steadily improve all the listed met-
rics’ correlation with human scores. IMAGINEimage improves BLEU, METEOR, ROUGE-L, and
CIDEr but it only has limited impact on BERTScore. Among the two metrics that compare tex-
tual similarity, IMAGINEtext boosts correlations more than BERTtext. As discussed in Section 5.1,
IMAGINE shows its sensitivity to the input text snippet. We see this again in Figure 8(a), in which
changing the relative position of “grounds” shifts the central part of the imagination from a person
to the dirt ground.

We witness a drawback in most listed metrics’ correlations after applying our IMAGINE approach
on WikiBioNLG. This is because the WikiBioNLG dataset is built upon Wikipedia biography, and
IMAGINE is not good at visualizing abstract concepts. In Figure 8(b), our IMAGINE failed to visual-
ize the player’s birth date or height. Such information may be contained in BERT pre-training data,
but is not as likely to be covered by the dataset to train CLIP, which explains IMAGINEtext’s infe-
rior performance compared to BERTtext. Figure 7(b) shows the lowest Pearson correlation among
all three datasets on all metrics, which means this dataset is not only a challenge to our IMAGINE
approach but also to other existing metrics as well.
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On E2ENLG, textual similarity scores play a more influential role in improving correlation as it has
a positive impact on all listed metrics except for METEOR. BERTtext outperforms IMAGINEtext

in all listed metrics except for ROUGE-L. On the other hand, IMAGINEimage has a salient negative
impact on correlation. The E2ENLG dataset is built upon restaurant domain information. We found
that IMAGINE is sensitive and may be misguided by irrelevant information, such as the restaurant
names, which explains the poor performance of IMAGINEimage. For example, “Giraffe” and “Rain-
bow” in Figure 8(c) result in weird imagination that is unrelated to the main content of the generated
text. “Blue Spice” leads to the appearance of blue patches in Figure 8(d).

6 DISCUSSION

Metric Original +BERTtext +IEtext +IEimagepdV AEq +IEimagepBigGANq +IEimagepV QGANq

ROUGE-1 13.66 14.05 17.21 16.05 ˘ 0.46 15.82 ˘ 0.72 15.93 ˘ 0.91
ROUGE-2 9.74 10.71 16.29 14.92 ˘ 0.61 14.62 ˘ 0.96 14.77 ˘ 1.21
ROUGE-L 13.14 13.65 17.66 16.25 ˘ 0.55 16.01 ˘ 0.85 16.12 ˘ 1.07
BERTScore 19.44 19.50 20.97 19.50 ˘ 0.43 19.29 ˘ 0.70 19.39 ˘ 0.90
BLEURT 23.59 23.53 24.28 23.47 ˘ 0.23 23.33 ˘ 0.39 23.39 ˘ 0.46

Table 1: The Pearson correlations with human judges when using BERTtext similarity and IMAG-
INE similarities to augment ROUGE, BERTScore, and BLEURT on DUC2004. Here we computes
three sets of IMAGINEimage similarity scores (mean˘std) with three different image generation
backbones for IMAGINE, namely dVAE, BigGAN, and VQGAN. IE: IMAGINE.

Image Generation Backbones In previous sections, we implement IMAGINE with dVAE as the
image generation backbone. There also appear a number of exciting and creative CLIP-based image
generation repositories such as BigSleep4 and VQGAN-CLIP5, which use BigGAN (Brock et al.,
2019) and VQGAN (Esser et al., 2021) to generate images respectively.

Here we discuss the choice of IMAGINE’s image generation backbone and its effect on evaluation
performance. We conduct experiments on DUC2004 for summarization, and compare dVAE with
BigGAN and VQGAN. For fair comparisons, each generative backbone has a 1000-step learning
phase to render a 512x512 image for each piece of input text. Examining Table 1, we find compa-
rable IMAGINEimage performances when using different generative backbones. The dVAE leads to
slightly higher correlations and smaller variance. The variability of random initialization may cause
the larger variances of the two GAN-based image generators.

To assess the influence of random initialization, we repeat the image generation process five times
and compute pairwise visual similarities within each group of 5 images. Notice in Figure 9(a)
that dVAE has the highest intra-group visual similarity, which suggests that compared to the two
GAN-based generative backbones, dVAE is relatively more robust to the random initialization.

Applicable Scenarios As shown in Figures 3, 5 and 7, we notice that adding certain type of
IMAGINE similarities improves non-embedding-based metrics’ correlations with human scores in
most cases. This suggests that it is helpful to extend text-only non-embedding-based metrics with
multimodal knowledge. Table 2 lists out each metric’s Pearson correlation with human judgments
on each dataset. In standalone-mode for pairwise comparisons, IMAGINE similarity scores can
not replace textual similarity metrics. In Section 5.3, we find that IMAGINE struggles to render
informative images on WikiBioNLG, a dataset that contains many abstract concepts that are hard to
visualize, such as specific date, length, weight, etc.

From Figures 5 and 7, it also occurs to us that IMAGINE sometimes fails to improve BERTScore’s
performance, while BERTtext often has further improvements over BERTScore. One possible ex-
planation is the domain difference between CLIP and BERT, which causes their embeddings to lie
in distinct spaces. Since BERTScore is computed on top of BERT-based textual embeddings that are
pre-trained on another source of data, our CLIP-based IMAGINE may not be supportive.

Score Distribution To further validate the effectiveness of our methods, we visualize the score
distributions of different metrics. As shown in Figure 9(b), BERTtext has the sharpest distribution,

4https://github.com/lucidrains/big-sleep
5https://github.com/nerdyrodent/VQGAN-CLIP
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(a) (b)

Figure 9: (a) The intra-group pairwise visual similarity distributions for images generated by dVAE,
BigGAN, and VQGAN. The plot shows the three quartile values and the extreme values. (b) The
score distributions histplot of IMAGINE, BERTtext and BERTScore used in our experiments. All
four metrics range between [-1, 1].

Task Dataset Pearson Correlation

MT
BLEU-1 BLEU-2 BLEU-3 BLEU-4 BERTScore BLEURT BERTtext IEtext IEimage IEtext&image

WMT19 16.41 15.76 15.06 13.15 17.14 17.79 4.37 20.34 3.80 ˘ 1.78 10.11 ˘ 1.51
IWSLT14 21.47 20.82 19.17 17.60 23.95 22.93 18.42 14.11 15.92 ˘ 0.95 17.75 ˘ 0.71

TS
BLEU ROUGE-1 ROUGE-2 ROUGE-L BERTScore BLEURT BERTtext IEtext IEimage IEtext&image

DUC2004 11.47 13.66 9.74 13.14 19.44 23.59 12.10 19.81 15.01 ˘ 1.03 18.03 ˘ 1.08
GigaWord 9.39 14.58 7.75 14.31 19.59 20.23 17.49 15.56 3.74 ˘ 0.98 12.27 ˘ 0.69

DT

BLEU METEOR ROUGE-L CIDEr BERTScore BLEURT BERTtext IEtext IEimage IEtext&image

WebNLG 25.79 30.78 24.15 23.09 34.53 35.97 22.38 26.81 19.69 ˘ 0.49 24.82 ˘ 0.37
E2ENLG 12.78 25.55 12.22 13.83 22.76 22.75 13.11 18.19 10.89 ˘ 2.40 15.33 ˘ 1.02
WikiBioNLG 8.19 8.31 9.88 5.35 8.98 9.21 6.07 4.14 3.32 ˘ 0.89 4.10 ˘ 0.50

Table 2: The Pearson correlations with human judgement for each individual metric. IE: IMAGINE.
MT: machine translation. TS: abstractive text summarization. DT: data-to-text generation.

while our imagination-based methods lead to smoother distributions. This indicates IMAGINEimage

is more diverse than text-based metrics with the same measurement (i.e., cosine similarity). We also
observe that BERTScore, which computes maximum matching after calculating cosine similarity on
token embeddings, provides a more uniform distribution compared to the other three. Currently, the
value of IMAGINEtext usually lies between [0.6, 1], and IMAGINEimage usually lies between [0.3,
1]. It would be preferable if future work can help IMAGINE to be more distinctive.

Future Work As noted in Section 5, IMAGINE can capture the keyword difference and render
distinct imaginations for two pieces of similar text. One supportive case is Figure 4(a). While
this ensures IMAGINE’s ability to distinguish keyword differences, it also cast doubt on IMAGINE’s
robustness. In Figure 8(a), merely changing the relative position of “grounds” result in two entirely
different images. In Figure 8(c) and (d), the name of the restaurants also reduces the quality of
the imagination. Future work may systematically examine the robustness of CLIP and DALL-E
regarding textual variance.

Furthermore, even though we have access to DALL-E’s pre-trained dVAE decoder, we still need to
generate the imagination from scratch for each example, which can be compute-intensive. We are
interested in exploring more efficient ways to speed up the image generation process.

Aside from the above points listed, we also find the following topics worth exploring. Currently, the
CLIP text encoder has a length constraint of 77 BPE tokens, [BOS] and [EOS] included. This limits
our attempt on longer text generation tasks, such as story generation, document summarization, etc.
Also, CLIP and DALL-E only support English for now. With a multilingual CLIP and DALL-E, we
may cross verify the similarity with text and imagination in other source languages.

7 CONCLUSION

In this paper, we propose IMAGINE, an imagination-based automatic evaluation metric for NLG.
Experiments on three tasks and seven datasets find out that adding IMAGINE similarity scores as
an extension to current non-embedding-based metrics can improve their correlations with human
judgments in many circumstances. We hope our work can contribute to the construction of multi-
modal representations and the discussion of multi-modal studies.

9
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REPRODUCIBILITY STATEMENT
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A APPENDIX

A.1 DATASET DETAILS

Table 3 lists out the statistical details of the datasets’ test sets used in our study.

Task Dataset #sample #ref #lenref #lenhyp

Machine Translation WMT’19 2,000 1.0 22.4 22.4

IWSLT’14 6,750 1.0 20.3 19.1

Abstractive Text Summarization DUC2004 500 4.0 14.0 10.0

GigaWord 1,950 1.0 9.9 11.9

Data-to-Text Generation
WebNLG 1,600 2.6 28.3 26.9

E2ENLG 630 7.4 28.0 11.6

WikiBioNLG 2,000 1.0 34.8 19.0

Table 3: Dataset statistics. #sample is the number of samples in the test set; #ref is the number of
parallel references per visual instance; #len is the average reference length.

A.2 RANDOM INITIALIZATION

We discussed the influence of random initialization for different image generative backbones in
Section 6. In Figure 10, we show several groups of images generated by dVAE, BigGAN and
VQGAN with random initialization.

A.3 CORRELATION RESULTS

We list the numbers on Pearson correlation in Tables 6, 8 and 10 that match Figures 3, 5 and 7 in
the main paper. Tables 4, 5, 7 and 9 display results on Kendall correlation for the three NLG tasks
used in our study. The Kendall correlations with human judgement show similar trends as those on
Pearson correlation.

A.4 CASE STUDY

We provide more case studies for the three NLG tasks used in our study in Figures 11 to 17. For
each dataset in each task, we list 4 groups of examples together with the imagination rendered by
IMAGINE and the automatic evaluation scores.
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Task Dataset Kendall Correlation

MT
BLEU-1 BLEU-2 BLEU-3 BLEU-4 BERTScore BLEURT BERTtext IEtext IEimage IEtext&image

WMT19 13.22 12.98 12.07 10.74 12.23 13.06 7.28 15.90 2.83 ˘ 1.42 7.15 ˘ 1.12
IWSLT14 14.19 14.26 13.68 12.79 16.68 14.64 13.84 12.90 10.87 ˘ 0.73 12.58 ˘ 0.61

TS
BLEU ROUGE-1 ROUGE-2 ROUGE-L BERTScore BLEURT BERTtext IEtext IEimage IEtext&image

DUC2004 8.96 8.71 7.75 7.22 12.82 16.04 8.31 9.49 8.23 ˘ 1.02 8.94 ˘ 0.95
GigaWord 12.26 12.15 9.21 12.40 14.10 15.16 13.11 12.83 2.18 ˘ 0.85 9.04 ˘ 0.62

DT

BLEU METEOR ROUGE-L CIDEr BERTScore BLEURT BERTtext IEtext IEimage IEtext&image

WebNLG 15.94 21.30 15.24 13.40 23.44 24.31 15.41 19.55 12.84 ˘ 0.44 16.73 ˘ 0.30
E2ENLG 11.53 18.46 8.60 10.29 14.45 14.61 10.86 10.59 6.37 ˘ 1.49 8.86 ˘ 0.81
WikiBioNLG 3.27 3.73 4.00 2.10 5.09 5.32 3.07 2.08 1.36 ˘ 0.66 1.68 ˘ 0.35

Table 4: The Kendall correlations with human judgement for each individual metric. IE: IMAGINE.
MT: machine translation. TS: abstractive text summarization. DT: data-to-text generation.

Dataset Kendall Correlation

Metrics Original +BERTtext +IMAGINEtext +IMAGINEimage +IMAGINEtext&image

WMT19

BLEU-1 13.22 13.02 14.98 12.46 ˘ 0.67 14.12 ˘ 0.43
BLEU-2 12.98 12.74 14.35 12.40 ˘ 0.64 13.77 ˘ 0.40
BLEU-3 12.07 11.91 13.52 11.98 ˘ 0.61 12.97 ˘ 0.35
BLEU-4 10.74 10.63 12.42 10.67 ˘ 0.60 11.63 ˘ 0.30

BERTScore 12.23 11.98 13.96 11.21 ˘ 0.75 13.02 ˘ 0.51
BLEURT 13.06 13.05 14.31 13.02 ˘ 0.46 13.82 ˘ 0.25

IWSLT14

BLEU-1 14.19 14.42 15.07 15.15 ˘ 0.38 15.67 ˘ 0.23
BLEU-2 14.26 14.48 14.95 15.31 ˘ 0.35 15.52 ˘ 0.19
BLEU-3 13.68 13.82 14.25 14.69 ˘ 0.31 14.81 ˘ 0.17
BLEU-4 12.79 13.02 13.39 14.00 ˘ 0.28 13.99 ˘ 0.16

BERTScore 16.68 16.70 17.38 17.10 ˘ 0.34 17.70 ˘ 0.17
BLEURT 14.64 14.68 14.93 15.36 ˘ 0.17 15.28 ˘ 0.08

Table 5: The Kendall correlations with human judgement on the machine translation task.

Dataset Pearson Correlation

Metrics Original +BERTtext +IMAGINEtext +IMAGINEimage +IMAGINEtext&image

WMT19

BLEU-1 16.41 16.21 19.25 16.17 ˘ 0.99 18.46 ˘ 0.54
BLEU-2 15.76 15.62 18.41 15.86 ˘ 0.89 17.68 ˘ 0.49
BLEU-3 15.06 14.96 17.61 15.30 ˘ 0.81 16.87 ˘ 0.45
BLEU-4 13.15 13.12 15.72 13.66 ˘ 0.78 14.98 ˘ 0.42

BERTScore 17.14 16.86 19.70 15.95 ˘ 1.07 18.78 ˘ 0.59
BLEURT 17.79 17.73 18.86 18.40 ˘ 0.53 18.77 ˘ 0.25

IWSLT14

BLEU-1 21.47 21.77 22.01 22.97 ˘ 0.50 23.33 ˘ 0.26
BLEU-2 20.82 21.10 21.56 22.77 ˘ 0.45 22.82 ˘ 0.22
BLEU-3 19.17 19.50 20.21 21.73 ˘ 0.42 21.52 ˘ 0.21
BLEU-4 17.60 17.96 18.88 20.58 ˘ 0.41 20.22 ˘ 0.20

BERTScore 23.95 24.02 24.24 25.10 ˘ 0.43 25.34 ˘ 0.21
BLEURT 22.93 23.00 23.12 24.06 ˘ 0.20 23.74 ˘ 0.09

Table 6: The Pearson correlations with human judgement on the machine translation task.
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Dataset Kendall Correlation

Metrics Original +BERTtext +IMAGINEtext +IMAGINEimage +IMAGINEtext&image

DUC2004

BLEU 8.96 9.42 10.03 9.10 ˘ 0.71 9.59 ˘ 0.57
ROUGE-1 8.71 8.86 9.96 9.49 ˘ 0.39 9.77 ˘ 0.30
ROUGE-2 7.75 9.49 9.89 9.10 ˘ 0.61 9.62 ˘ 0.55
ROUGE-L 7.22 8.09 9.91 9.40 ˘ 0.51 9.61 ˘ 0.37

BERTScore 12.82 13.15 12.63 11.93 ˘ 0.43 12.35 ˘ 0.32
BLEURT 16.04 16.11 16.00 15.52 ˘ 0.22 15.74 ˘ 0.20

GigaWord

BLEU 12.26 12.50 12.37 7.49 ˘ 0.68 11.47 ˘ 0.33
ROUGE-1 12.15 12.14 12.18 11.04 ˘ 0.39 12.13 ˘ 0.19
ROUGE-2 9.21 12.04 11.79 6.74 ˘ 0.63 10.10 ˘ 0.34
ROUGE-L 12.40 12.59 12.55 11.26 ˘ 0.45 12.69 ˘ 0.21

BERTScore 14.10 14.24 14.32 13.56 ˘ 0.32 14.39 ˘ 0.16
BLEURT 15.16 15.24 14.96 14.91 ˘ 0.19 15.09 ˘ 0.09

Table 7: The Kendall correlations with human judgement on the abstractive text summarization task.

Dataset Pearson Correlation

Metrics Original +BERTtext +IMAGINEtext +IMAGINEimage +IMAGINEtext&image

DUC2004

BLEU 11.47 12.47 18.31 16.25 ˘ 0.71 17.50 ˘ 0.62
ROUGE-1 13.66 14.05 17.21 16.05 ˘ 0.46 16.67 ˘ 0.39
ROUGE-2 9.74 10.71 16.29 14.92 ˘ 0.61 15.72 ˘ 0.53
ROUGE-L 13.14 13.65 17.66 16.25 ˘ 0.55 17.05 ˘ 0.46

BERTScore 19.44 19.50 20.97 19.50 ˘ 0.43 20.30 ˘ 0.37
BLEURT 23.59 23.53 24.28 23.47 ˘ 0.23 23.86 ˘ 0.19

GigaWord

BLEU 9.39 10.95 13.21 9.44 ˘ 0.58 12.21 ˘ 0.29
ROUGE-1 14.58 15.40 16.06 14.44 ˘ 0.45 15.85 ˘ 0.22
ROUGE-2 7.75 9.27 11.84 8.35 ˘ 0.51 10.71 ˘ 0.25
ROUGE-L 14.31 15.13 15.93 13.81 ˘ 0.48 15.60 ˘ 0.24

BERTScore 19.59 19.81 19.51 18.84 ˘ 0.39 19.71 ˘ 0.18
BLEURT 20.23 20.41 20.28 20.19 ˘ 0.21 20.40 ˘ 0.11

Table 8: The Pearson correlations with human judgement on the abstractive text summarization task.

Dataset Kendall Correlation

Metrics Original +BERTtext +IMAGINEtext +IMAGINEimage +IMAGINEtext&image

WebNLG

BLEU 15.94 16.76 19.25 18.65 ˘ 0.20 19.49 ˘ 0.13
METEOR 21.30 22.03 23.08 20.43 ˘ 0.25 22.42 ˘ 0.17
ROUGE-L 15.24 16.16 18.74 17.92 ˘ 0.20 18.74 ˘ 0.13

CIDEr 13.40 13.59 14.43 14.56 ˘ 0.05 14.52 ˘ 0.03
BERTScore 23.44 23.68 24.19 22.93 ˘ 0.19 23.90 ˘ 0.11

BLEURT 24.31 24.38 24.92 24.54 ˘ 0.09 24.84 ˘ 0.05

E2ENLG

BLEU 11.53 13.32 11.99 8.80 ˘ 1.29 11.04 ˘ 0.65
METEOR 18.46 18.86 14.37 11.08 ˘ 1.20 13.41 ˘ 0.67
ROUGE-L 8.60 9.59 11.60 9.49 ˘ 1.03 10.82 ˘ 0.46

CIDEr 10.29 12.45 11.56 9.41 ˘ 1.06 11.03 ˘ 0.56
BERTScore 14.45 14.85 14.47 12.72 ˘ 0.95 13.90 ˘ 0.45

BLEURT 14.61 14.80 15.26 14.86 ˘ 0.40 15.08 ˘ 0.19

WikiBioNLG

BLEU 3.27 3.61 2.61 2.01 ˘ 0.58 2.31 ˘ 0.33
METEOR 3.73 4.30 3.03 2.43 ˘ 0.53 2.65 ˘ 0.30
ROUGE-L 4.00 4.27 4.17 3.39 ˘ 0.46 3.89 ˘ 0.30

CIDEr 2.10 2.60 2.22 1.39 ˘ 0.44 1.67 ˘ 0.28
BERTScore 5.09 5.18 4.58 4.62 ˘ 0.35 4.73 ˘ 0.18

BLEURT 5.32 5.43 4.87 4.85 ˘ 0.29 4.90 ˘ 0.13

Table 9: The Kendall correlations with human judgement on the data-to-text task.
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dVAE

BigGAN

VQGAN

InputText: uganda faces rebel forces on west (congo) and north (sudan)

(a)

dVAE

BigGAN

VQGAN

InputText: eu resumes aid for victims of hurricane mitch

(b)

dVAE

BigGAN

VQGAN

InputText: most substantive talks yet fail to break nba deadlock

(c)

Figure 10: Groups of images generated by IMAGINE with different image genrative backbones with
random initializations. The image generative backbones are dVAE, BigGAN and VQGAN.
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Dataset Pearson Correlation

Metrics Original +BERTtext +IMAGINEtext +IMAGINEimage +IMAGINEtext&image

WebNLG

BLEU 25.79 26.80 30.04 28.72 ˘ 0.22 29.86 ˘ 0.16
METEOR 30.78 31.88 33.50 30.94 ˘ 0.27 33.08 ˘ 0.20
ROUGE-L 24.15 25.23 28.70 27.66 ˘ 0.21 28.59 ˘ 0.15

CIDEr 23.09 23.25 23.98 24.07 ˘ 0.04 24.02 ˘ 0.02
BERTScore 34.53 34.84 35.82 34.11 ˘ 0.19 35.38 ˘ 0.12

BLEURT 35.97 36.00 36.80 36.26 ˘ 0.10 36.62 ˘ 0.06

E2ENLG

BLEU 12.78 14.66 19.11 13.93 ˘ 1.94 17.23 ˘ 0.76
METEOR 25.55 25.93 23.37 17.85 ˘ 1.80 21.44 ˘ 0.69
ROUGE-L 12.22 13.48 18.69 14.62 ˘ 1.66 17.22 ˘ 0.62

CIDEr 13.83 14.27 16.46 15.45 ˘ 0.73 16.06 ˘ 0.26
BERTScore 22.76 23.15 23.71 20.18 ˘ 1.27 22.40 ˘ 0.47

BLEURT 22.75 22.96 23.68 22.55 ˘ 0.59 23.22 ˘ 0.21

WikiBioNLG

BLEU 8.19 9.25 5.67 4.88 ˘ 0.82 5.73 ˘ 0.45
METEOR 8.31 9.35 6.33 5.58 ˘ 0.75 6.36 ˘ 0.40
ROUGE-L 9.88 10.51 8.16 7.40 ˘ 0.69 8.23 ˘ 0.36

CIDEr 5.35 5.78 5.92 5.85 ˘ 0.39 5.97 ˘ 0.19
BERTScore 8.98 9.24 8.22 7.78 ˘ 0.47 8.19 ˘ 0.23

BLEURT 9.21 9.39 8.84 8.58 ˘ 0.32 8.80 ˘ 0.15

Table 10: The Pearson correlations with human judgement on the data-to-text task.

WMT'19

idx=480 idx=205

idx=17

Src: Sie soll sich dem Asteroiden Ryugu so sehr nähern, dass sie Material 
von seiner Oberfläche einsaugen und zur Erde bringen kann.

Ref: It should get so close to the asteroid Ryugu that it can suck in 
material from its surface and bring it back to Earth.

Hyp: It is designed to approach the Ryugu asteroid so close that it 
can suck material from its surface and bring it to Earth.

ImaginationRef ImaginationHyp

Metric Score
BLEU-1 83.26
BLEU-2 63.13
BLEU-3 50.29
BLEU-4 41.77

BERTScore 81.37
BLEURT 25.81
BERTtext 98.05

ImaginEtext 95.46
ImaginEimage 82.96

Src: Da musste die kleine Elsa immer wieder zugreifen, so gut schmeckte 
der Kuchen. 
Ref: Little Elsa kept coming back for seconds, that is how good the 
cake was.

Hyp: Little Elsa had to reach for it again and again, the cake tasted 
so good. 

ImaginationRef ImaginationHyp

Metric Score
BLEU-1 33.33
BLEU-2 21.82
BLEU-3 0.00
BLEU-4 0.00

BERTScore 37.71
BLEURT -0.91
BERTtext 98.58

ImaginEtext 95.51
ImaginEimage 70.56

Src: Den Preis für den besten Drink erhält dieser Mix, mit dem ein 
Kapselhersteller sich präsentiert, nicht zwingend. 
Ref: The mixture getting the prize for the best drink, presented by a 
capsule manufacturer - not compulsory.

Hyp: This mix, with which a capsule manufacturer presents itself, 
does not necessarily receive the prize for the best drink.

ImaginationRef ImaginationHyp

Metric Score
BLEU-1 47.37
BLEU-2 39.74
BLEU-3 33.37
BLEU-4 26.10

BERTScore 39.61
BLEURT -22.19
BERTtext 98.24

ImaginEtext 89.36
ImaginEimage 41.67

idx=277

Src: Es gab Momente in dieser noch jungen Saison, da ging Alois Fetsch 
mit den Seinen hart ins Gericht. 
Ref:  There were moments in this young season, when Alois Fetsch 
was really hard on his team.

Hyp:  There were moments in this fledgling season when Alois 
Fetsch took a hard line with his own.

ImaginationRef ImaginationHyp

Metric Score
BLEU-1 58.82
BLEU-2 46.97
BLEU-3 38.89
BLEU-4 30.28

BERTScore 69.54
BLEURT 16.09
BERTtext 98.35

ImaginEtext 91.06
ImaginEimage 44.95

(a) (b)

(c) (d)

Figure 11: More examples for the machine translation task on WMT’19. Src: the German text to be
translated. Ref: the reference translation. Hyp: the generated translation candidate.
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idx=34
IWSLT'14

idx=746

Src: Ich weiß nicht genau, ob ich noch zeit habe ihnen andere umgebungen 
zu zeigen.

Ref: I'm not sure if I have time to show you any other environments.

Hyp: I don't know if I still have time to show you other environments.

ImaginationRef ImaginationHyp

Metric Score
BLEU-1 73.33
BLEU-2 60.55
BLEU-3 48.22
BLEU-4 37.03

BERTScore 81.49
BLEURT 30.42
BERTtext 99.35

ImaginEtext 99.51
ImaginEimage 88.92

idx=2

Src: Das ist sie sind sozusagen alle in der vorwindelphase.

Ref: +That is they're all in the pre-nappy stage, so to speak.

Hyp: This is, in a sense, all of you are in the pre-wind phase.

ImaginationRef ImaginationHyp

Metric Score
BLEU-1 37.50
BLEU-2 15.81
BLEU-3 0.00
BLEU-4 0.00

BERTScore 36.06
BLEURT -82.24
BERTtext 97.21

ImaginEtext 86.62
ImaginEimage 29.49

Src: Und das hier ist bio<unk>, der eben auch erwähnte hackerspace, 
dieses ja, so eine art volkshochschule im prinzip für für molekulare biologie. 
Ref: And yes, so you can see that it's a relatively relatively 
heterogeneous thing, so from some people who do it on their own 
from home, to big i mean, larger organisations, who are doing this 
more formally in an institutionalised form already.

Hyp: And this is biobes, who just mentioned hackerspace, this one, 
sort of a volkshock school, basically for molecular biology.

ImaginationRef ImaginationHyp

Metric Score
BLEU-1 13.23
BLEU-2 4.51
BLEU-3 0.00
BLEU-4 0.00

BERTScore -6.54
BLEURT -140.81
BERTtext 96.69

ImaginEtext 78.47
ImaginEimage 51.61

idx=799
Src: Alle denken, ich sei zwischen "Titanic" und "Avatar" davongelaufen und 
hätte mir irgendwo die nägel auf einem handtuch am strand gefeilt. 
Ref:  People sort of think I went away between "Titanic" and "Avatar" 
and was buffing my nails someplace, sitting at the beach.

Hyp:  Everybody thinks I was running away from Titanic and Avatar, and 
I would have celebrated the nails on a towel on a beach somewhere.

ImaginationRef ImaginationHyp

Metric Score
BLEU-1 44.41
BLEU-2 0.00
BLEU-3 0.00
BLEU-4 0.00

BERTScore 9.50
BLEURT -66.43
BERTtext 98.17

ImaginEtext 86.13
ImaginEimage 68.85

(a) (b)

(c) (d)

Figure 12: More examples for the machine translation task on IWSLT’14. Src: the German text to
be translated. Ref: the reference translation. Hyp: the generated translation candidate.

DUC2004

idx=243

idx=81

Src: Prime minister Mahathir Mohamad said Friday he is not too choosy 
about who will be his successor, the man need not necessarily be very 
religious and only preoccupied with doing virtuous deeds at all times, the 
national news agency, Bernama, quoted Mahathir as saying after Friday 
prayers at the Al-Falah mosque in the northern town of Jitra in Kedah state. 
Ref:  Malaysian prime minister seeks new deputy after firing/
arresting last

Hyp:  Mahathir says he's not too <unk> to replace his successor

ImaginationRef ImaginationHyp

Metric Score
BLEU 0.00

ROUGE-1 0.00
ROUGE-2 0.00
ROUGE-L 0.00

BERTScore -5.03
BLEURT -136.78
BERTtext 95.35

ImaginEtext 83.68
ImaginEimage 68.65

Src: Taking a major step toward statehood, the Palestinians on Tuesday 
inaugurated Gaza international airport, their first gateway to the world, with 
cheers, tears and an outpouring of patriotism . 
Ref: Palestinians celebrate opening of Gaza international airport

Hyp: Palestinians open Gaza international airport

ImaginationRef ImaginationHyp

Metric Score
BLEU 32.57

ROUGE-1 83.33
ROUGE-2 60.00
ROUGE-L 64.72

BERTScore 84.44
BLEURT 28.02
BERTtext 96.70

ImaginEtext 95.26
ImaginEimage 70.56

idx=292

Src: The first part of the international space station was smoothly orbiting 
earth on Friday after a faultless launch that marked the start of a new age 
in space exploration and colonization. 
Ref:  Zarya module orbiting earth; shuttle endeavor will rendezvous 
in 2 weeks.

Hyp:  First part of international space station celebrates start of 
space station

ImaginationRef ImaginationHyp

Metric Score
BLEU 0.00


0.00
ROUGE-1 0.00

0.00
ROUGE-2 0.00

0.00
ROUGE-L 0.00

0.00
BERTScore -2.07

BLEURT -113.13
BERTtext 95.22

ImaginEtext 73.97
ImaginEimage 57.13

idx=46Src: Despite modest encouragement over a new proposal delivered by the 
players to the owners, the national basketball association Tuesday canceled 
the first two weeks of the regular season, the first time in the league's 51-year 
history that it will lose games to a labor dispute . 
Ref:  Continuing labor dispute cancels first two weeks of NBA season

Hyp:  NBA cancels first two weeks of regular season

ImaginationRef ImaginationHyp

Metric Score
BLEU 54.02

ROUGE-1 62.50
ROUGE-2 28.57
ROUGE-L 65.36

BERTScore 62.27
BLEURT -61.30
BERTtext 97.21

ImaginEtext 92.14
ImaginEimage 63.92

(a) (b)

(c) (d)

Figure 13: More examples for the abstractive text summarization task on DUC2004. Src: the text
to be summarized. Ref: the reference summary. Hyp: the generated summary candidate.
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idx=178

GigaWord

idx=118
idx=51 idx=37

Src: Around ### clandestine immigrants Wednesday staged a peaceful 
breakout from a detention center in Malta and demonstrated on a road 
shouting ``we want freedom.

Ref:  Mass breakout of immigrants from Malta center

Hyp: Malta's immigrants stage peaceful breakout from detention 
center

ImaginationRef ImaginationHyp

Metric Score
BLEU 13.89

ROUGE-1 80.00
ROUGE-2 0.00
ROUGE-L 38.36

BERTScore 36.27
BLEURT -25.00
BERTtext 96.36

ImaginEtext 78.08
ImaginEimage 54.25

Src: Billionaire basketball team owner mark Cuban was a no show, but the 
head of UNICEF made it and pop star prince rounded off the evening by 
throwing a guitar over his head. 
Ref: UNK awards crown their prince by Giles Hewitt

Hyp: Billionaire donates guitar to Cuban billionaire

ImaginationRef ImaginationHyp

Metric Score
BLEU 0.00

ROUGE-1 0.00
ROUGE-2 0.00
ROUGE-L 0.00

BERTScore -12.14
BLEURT -153.43
BERTtext 92.12

ImaginEtext 60.79
ImaginEimage 28.49

ImaginationRef ImaginationHyp

Metric Score
BLEU 81.23

ROUGE-1 100.00
ROUGE-2 100.00
ROUGE-L 90.91

BERTScore 93.32
BLEURT 70.14
BERTtext 99.82

ImaginEtext 99.46
ImaginEimage 82.28

Src: Opec's president Ammar UNK arrived late Friday in Qatar on the 
third stage of a tour of the oil states of the gulf.

Ref:  Opec president arrives in Qatar on next stage of gulf tour

Hyp: Opec president arrives in Qatar on third stage of gulf tour

ImaginationRef ImaginationHyp

Metric Score
BLEU 13.44

ROUGE-1 33.33
ROUGE-2 0.00
ROUGE-L 25.58

BERTScore 28.73
BLEURT -59.89
BERTtext 95.10

ImaginEtext 91.89
ImaginEimage 75.93

Src: Five French trekkers and mountaineers were among six foreigners 
killed during the autumn climbing season in Nepal, the French embassy 
and Nepalese officials said Friday. 
Ref: Nepal climbing season claims Five french lives 

Hyp: Five french climber Canadians among six killed in Nepal

(a) (b)

(c) (d)

Figure 14: More examples for the abstractive text summarization task on GigaWord. Src: the text
to be summarized. Ref: the reference summary. Hyp: the generated summary candidate.

Ref:  Beef kway teow originates from Singapore and is also made 
in Indonesia. One of the ingredients in the dish is oyster sauce.

Hyp:  Oyster sauce is a dish from Singapore, where Oyster sauce is 
a dish from Indonesia.

Metric Score
BLEU 3.91

METEOR 19.14
ROUGE-L 15.21

CIDEr
 5.38
BERTScore 39.04

BLEURT -34.61
BERTtext 93.13

ImaginEtext 73.73
ImaginEimage 68.85

idx=3

Ref:  The capital of Turkey is Ankara and the leader is Ahmet 
Davutoglu. Turkey is the location of the bronze Ataturk monument.

Hyp:  Atatürk Monument, located in Ankara, Turkey, is the capital of 
Turkey.

idx=12
idx=212

WebNLG

idx=4

ImaginationRef ImaginationHyp ImaginationRef ImaginationHyp

Metric Score
BLEU 5.82

METEOR 21.55
ROUGE-L 17.15

CIDEr
 3.37
BERTScore 34.12

BLEURT -6.13
BERTtext 98.35

ImaginEtext 86.13
ImaginEimage 64.45

Ref:  Athens International Airport serves the city of Athens, in 
Greek speaking Greece. Two of the leaders of which are Alexis 
Tsipras and Prokopis Pavlopoulos.

Hyp: Alexis Tsipras (Greek: Αντανίς Φεμπελος) is a commander of 
the city of Athens, Greece, where Alexis Tsipras is the leader.

ImaginationRef ImaginationHyp

Metric Score
BLEU 23.76

METEOR 20.60
ROUGE-L 24.81

CIDEr
 116.75
BERTScore -5.23

BLEURT -52.37
BERTtext 96.12

ImaginEtext 80.08
ImaginEimage 48.61

Ref: Batagor, which is found in Indonesia and Siomay are both 
variations of the same dish. Shumai is a variation of the dish 
Siomay while Shiitake is an ingredient of Shumai.

Hyp: The main ingredient of binagor is ``shumai'', a dish from 
Indonesia where the main ingredient is ``shitake''.

ImaginationRef ImaginationHyp

Metric Score
BLEU 8.06

METEOR 13.43
ROUGE-L 18.59

CIDEr
 8.62
BERTScore 18.59

BLEURT -46.34
BERTtext 98.96

ImaginEtext 89.50
ImaginEimage 79.15

(a) (b)

(c) (d)

Figure 15: More examples for the data-to-text task on WebNLG. Ref: the reference text. Hyp: the
generated text candidate.
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idx=11 idx=8

idx=38

E2ENLG

idx=36

Ref:  Wildwood is a pub located in riverside area near Raja Indian 
Cuisine. It serves Italian food and It is not family-friendly.

Hyp:  Wildwood is a variation of Raja Cuisine.

Metric Score
BLEU 3.94

METEOR 12.30
ROUGE-L 25.23

CIDEr
 4.10
BERTScore 34.53

BLEURT -84.00
BERTtext 95.47

ImaginEtext 81.01
ImaginEimage 46.17ImaginationRef ImaginationHyp

Ref:  Located near Rainbow Vegetarian Café on the river, The 
Vaults is a low cost, family friendly pub.

Hyp: The main ingredients of a riverside riverside riverside riverside 
riverside riverside riverside riverside rivers.

Metric Score
BLEU 2.38

METEOR 2.60
ROUGE-L 10.73

CIDEr
 0.07
BERTScore -17.89

BLEURT -140.35
BERTtext 94.61

ImaginEtext 68.02
ImaginEimage 36.30ImaginationRef ImaginationHyp

Ref: A restaurant that is kid friendly near Raja Indian Cuisine 
named The Wrestlers in the riverside area has a price range of 
more than £30 that serves Italian food.

Hyp: Raja Cuisine is a variation of The Wrestlers.

ImaginationRef ImaginationHyp

Metric Score
BLEU 1.36

METEOR 9.78
ROUGE-L 19.61

CIDEr
 0.02
BERTScore 19.43

BLEURT -118.30
BERTtext 96.65

ImaginEtext 72.56
ImaginEimage 50.73

Ref: The Punter near Rainbow Vegetarian Café in the riverside as 
a restaurant with a high price range is not children friendly. They 
provide Italian food with a customer rating 1 out of 5.

Hyp: The Punter is a variation of the Rainbow Vegetable.

ImaginationRef ImaginationHyp

Metric Score
BLEU 1.69

METEOR 7.71
ROUGE-L 21.05

CIDEr
 0.01
BERTScore 13.96

BLEURT -135.02
BERTtext 95.08

ImaginEtext 75.05
ImaginEimage 48.29

(a) (b)

(c) (d)

Figure 16: More examples for the data-to-text task on E2ENLG. Ref: the reference text. Hyp: the
generated text candidate.

idx=614

idx=57

WikiBioNLG

idx=982
Ref:  David P. Fridovich is a retired lieutenant general and green 
beret in the United States army.

Hyp:  David P. Fridovich is the general manager of the United 
States united Force.

ImaginationRef ImaginationHyp

Metric Score
BLEU 27.95

METEOR 27.96
ROUGE-L 45.57

CIDEr
 205.81
BERTScore 47.20

BLEURT -39.11
BERTtext 98.47

ImaginEtext 87.79
ImaginEimage 57.91

idx=952

Ref: Eden Ants was a Canadian indie rock band from Toronto, 
founded in 2000 by the Montreal-born ender brothers.

Hyp: Ants Eden is a synthpop guitar player.

ImaginationRef ImaginationHyp

Metric Score
BLEU 1.67

METEOR 8.19
ROUGE-L 13.63

CIDEr
 7.31
BERTScore 10.40

BLEURT -119.97
BERTtext 98.47

ImaginEtext 87.79
ImaginEimage 57.91

Ref: Rose mortem is the fashion label and nom de guerre of 
American fashion designer Rose Hemlock.

Hyp:  Mortem is a fashion design type used in the comics.

ImaginationRef ImaginationHyp

Metric Score
BLEU 7.58

METEOR 12.60
ROUGE-L 21.23

CIDEr
 50.60
BERTScore 11.32

BLEURT -96.62
BERTtext 96.89

ImaginEtext 82.42
ImaginEimage 52.10

Ref: Byzantine is a heavy metal band from Charleston, West Virginia 
that formed in 2000.  
Hyp: The band Cerzantine Trombony skip is the independent name 
of the band.

ImaginationRef ImaginationHyp

Metric Score
BLEU 2.99

METEOR 6.07
ROUGE-L 6.96

CIDEr
 9.14
BERTScore -0.37

BLEURT -122.91
BERTtext 96.47

ImaginEtext 77.24
ImaginEimage 42.70

(a) (b)

(c) (d)

Figure 17: More examples for the data-to-text task on WikiBioNLG. Ref: the reference text. Hyp:
the generated text candidate.
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