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Abstract

This position paper argues that real-time generative AI has the potential to become
the next wave of addictive digital media, creating a new class of digital content
akin to “digital heroin” with severe implications for mental health and youth de-
velopment. By shortening the content-generation feedback loop to mere seconds,
these advanced models will soon be able to hyper-personalize outputs on the fly.
When paired with misaligned incentives (e.g., maximizing user engagement), this
will fuel unprecedented compulsive consumption patterns with far-reaching conse-
quences for mental health, cognitive development, and social stability. Drawing on
interdisciplinary research, from clinical observations of social media addiction to
neuroscientific studies of dopamine-driven feedback, we illustrate how real-time
tailored content generation may erode user autonomy, foment emotional distress,
and disproportionately endanger vulnerable groups, such as adolescents. Due to
the rapid advancement of generative AI and its potential to induce severe addiction-
like effects, we call for strong government oversight akin to existing controls on
addictive substances, particularly for minors. We further urge the machine learning
community to act proactively by establishing robust design guidelines, collaborat-
ing with public health experts, and supporting targeted policy measures to ensure
responsible and ethical deployment, rather than paving the way for another wave
of unregulated digital dependence.

1 Introduction

Recent breakthroughs in generative artificial intelligence (AI), from large language models (LLMs)
to advanced diffusion-based image and video generators, are transforming digital content creation at
a rapid pace [1, 2, 3]. These innovations enable near-instant generation of highly personalized text,
images, and videos, shifting the user experience from a largely static, consumption-based interaction
to an interactive, on-demand loop of AI-driven creativity [4, 5, 6]. While such progress holds
promise for productivity, education, and entertainment, there is an emerging concern that real-time
generative AI could intensify addictive usage patterns, especially among vulnerable populations such
as adolescents [7, 8, 9].

Previous waves of digital technology have already demonstrated the capacity to induce compulsive
behavior and dependency, clinically recognized as behavioral addiction [10, 11]. Social media
platforms, for instance, incorporate AI-driven recommendation systems to maximize engagement,
but these same strategies have been implicated in excessive screen time, mental distress, and even
neurobiological changes comparable to those seen in substance abuse [7, 12, 13]. With the advent of
large-scale generative models, this dynamic may escalate further: users may soon receive continuous
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streams of personalized content fine-tuned in real time to maintain engagement through techniques
such as reinforcement learning [5, 14, 15].

Crucially, when these systems are coupled with misaligned objectives like maximizing user dwell
time or ad revenue, they become adept at “hacking” human reward pathways [16, 17, 18]. By
systematically exploiting psychological triggers (e.g., intermittent rewards, novelty, and social
validation) reinforcement learning algorithms can fuel compulsive overuse, locking users into endless
engagement loops with content specifically tailored to their individual vulnerabilities [19, 20]. In
essence, the platform’s optimization goal for growth or revenue can directly conflict with user well-
being, resulting in powerful AI systems capable of producing content so addictive it becomes akin
to “digital heroin” – content that can hijack the brain’s reward system in a manner comparable to
narcotics (as evidenced by dopamine surges and neuroadaptation observed in social media use)
[16, 17, 18, 21, 22].

We posit that real-time generative AI platforms pose an imminent risk of unprecedented digital
addiction, analogous to substance abuse, and require immediate regulatory interventions to
safeguard public mental health.

By placing this discussion within the heart of the machine learning community, we underscore the
urgency for researchers and practitioners to collaborate with public health experts, policymakers, and
other stakeholders. This paper seeks to catalyze a proactive approach, urging the AI community and
technology companies to adopt ethical design principles, advance transparent auditing methods, and
champion policy measures that can prevent real-time hyper-personalized generative AI from evolving
into an unchecked vector for digital addiction.

2 From Algorithmic Content Recommendations to Real-Time Personalized
Content Generation

A novel form of real-time dynamically generated AI content, designed to maximize user engagement,
is rapidly emerging. Compared to traditional human-generated content, generative AI will signifi-
cantly accelerate content production. When integrated with real-time personalization, these methods
extend beyond mere recommendations of existing content, enabling on-the-fly generation specifically
tuned for maximum engagement. We hypothesize that this personalized, dynamically generated AI
content will surpass current addictive patterns observed with conventional short-form social media
content and recommendation systems. In this section, we elaborate on each of these core concepts in
greater detail.

2.1 Addictive Behavior in Existing Human-Generated Content Recommendations

Platforms such as TikTok (via its “For You” page), YouTube (via Shorts), and Instagram (via
Reels) rely on endless streams of short-form content combined with AI-driven recommendation
engines to maximize user engagement in real time [23]. This design has proven highly effective in
capturing attention and prolonging screen time. For example, the average TikTok user now spends
approximately 95 minutes per day on the app, more than any other social network [24]. Modern
recommendation algorithms, powered by deep reinforcement learning, continuously personalize the
feed to each user, updating recommendations with every swipe or tap to serve up the most engaging
next video [19, 25, 26]. These systems preferentially surface novel or emotionally charged content
that elicits strong reactions, thereby reinforcing compulsive usage patterns [27, 28].

Excessive social media use has become a prevalent behavioral problem, particularly among adoles-
cents [29], in part due to such engagement-optimizing tactics [30]. Major technology companies
have been reported to intentionally cultivate these addictive behaviors through “dark patterns” and
personalized recommender systems as a means of maintaining user attention and market dominance
[31, 32]. Notably, the introduction of short-form video feeds has supercharged these trends: Instagram
Reels, for instance, experience 22% more interaction than standard video posts, illustrating how short,
algorithmically curated clips can dramatically spike user engagement [33, 34].

Research has shown that heavy social media use can alter brain structure and function, including
reductions in gray matter in areas responsible for impulse control and decision-making [13] and
changes in the prefrontal cortex and limbic system [35]. Meta-analytic findings confirm consistent
structural differences, especially diminished gray matter in reward and self-control regions, among
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individuals with problematic Internet use [36]. Chronic use also disrupts dopamine-based reward
pathways, mirroring substance dependence [17], and may weaken executive functions [7]. Adoles-
cents with high usage report elevated depression and anxiety [37], with risk of depression increasing
by 13% per additional hour of daily use [37]. Teens exceeding three hours per day have about twice
the likelihood of developing depression or anxiety [9].

The addictiveness of social media content is rooted in fundamental psychological reward mechanisms
[10, 20, 17, 7]. Platforms often deliver rewards on a variable schedule: as users scroll through an
algorithmically curated feed, they encounter an unpredictable mix of mundane posts and highly
rewarding content, a pattern known to strongly reinforce repetitive behavior (akin to a slot machine
effect) [38]. The continual influx of novel information further stimulates the brain’s reward system,
studies show that acquiring new, unexpected stimuli can activate neural reward pathways much like
receiving tangible rewards [16]. These combined factors trigger surges of dopamine during social
media use, conditioning the brain to crave continued engagement in a manner similar to substance
addictions [21].

Although already linked to addictive behavior, human-created content remains constrained by pro-
duction cost, speed, and limited personalization; however, AI-generated content could soon remove
these limits, potentially intensifying addictive use.

2.2 Advances in AI Content Generation

In a little more than two years, diffusion-based video-generation models have progressed from
rudimentary, low-fidelity clips to outputs that verge on professional animation. Figure 1 juxtaposes
Google’s Imagen Video 1 (2022) [39] with Veo 2 (2024) [40] for the same prompt with the recent
release notably exhibiting major gains in motion coherence, lighting realism, and material detail.
Similar advances have been seen from other model providers. For example, OpenAI’s Sora text-to-
video system, unveiled in December 2024, can render minute-long 1080p clips with spatial–temporal
consistency [6]. Runway’s Gen-4 model (March 2025) adds browser-based 24 fps generation with
reference-driven character consistency [41], while Midjourney’s v7 release (April 2025) introduces
style-locking, in-painting, and a reduced prompt-to-image latency [42]. More recently, Google
released Veo 3 (May 2025) as the first multi-modal diffusion-based model to introduce native audio
generation in combination with video, significantly enhancing versatility and viewer appeal by
synthesizing natural-sounding speech, immersive background noises, and audio [43].

Figure 1: Visual comparison of two models from the same provider illustrating video generation
quality improvements over two years, featuring the prompt “A teddy bear washing the dishes,” by
Google Imagen Video 1 (Oct 2022, left) [39] and Google Veo 2 (Dec 2024, right) [40].

A pivotal milestone for generative AI video is the point at which footage can be produced in real time
at negligible cost. Recent hardware advances are already pushing the field toward this threshold. In
Table 1, we highlight that using the recent HunyuanVideo [44] model, the step from Nvidia’s 2020
A100 GPU to the 2025 GB200 GPU cuts render time by 16x (5.9 min → 22 seconds) and lowers
per-second cost by 4.5x ($0.27 → $0.06). Algorithmic progress will further magnify these gains. For
example, SF-V [45] compresses Stable Video Diffusion into a single U-Net pass with a 23x inference
speed-up, and T2V-Turbo [46] requires only four sampling steps yet tops the VBench leaderboard
[47], delivering a >10x acceleration at equal or higher visual quality than a DDIM baseline.

AI-generated content has already begun to appear heavily on social media platforms. For example,
Meta’s first disclosure of its “AI Info” label counted over 220 million Reels and 140 million posts
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Table 1: Runtime and dollar cost to render a 1-second, 720p, 50-step clip with the HunyuanVideo [44]
on three GPU generations assuming an A100 for their single-GPU benchmark results with estimates
for H100 and GB200 extrapolated. Hourly cloud rates for GPUs sourced from CoreWeave [48].

GPU (year) Cloud rate [$ / hr] Runtime [s] Cost / clip Cost vs A100
A100 80 GB (2020) $2.70 354 $0.27 1×
H100 80 GB (2022) $6.16 55 $0.09 3× cheaper
GB200 NVL2 (2025) $10.50 22 $0.06 4.5× cheaper

on Instagram carrying the tag in October 2024 attracting more than a trillion views [49]. Similarly,
TikTok reported that more than 37 million creators had already used its “AI-generated” label since
the feature rolled out in September 2023 [50].

Further improvements in quality, cost, and speed indicate that real-time content generation will soon
be within reach. Combined with personalization these advances will soon erase the boundary between
recommendation and creation, super-charging the reward loop described in Section 2.1.

2.3 Improvements in Content Personalization

Personalization has long been at the heart of digital platforms, but the focus is rapidly shifting
from curating pre-existing content to generating customized content for each user. Early-stage
recommender systems typically relied on static matrix factorization techniques that predicted user-
item interactions based on sparse historical data [51]. Over the past few years, however, these
comparatively simple methods have been eclipsed by deep RL approaches that treat each user action
(e.g., clicks, swipes) as states in a Markov Decision Process [52]. With every user interaction, the RL
agent updates its policy to optimize multi-step engagement metrics such as dwell time or retention
[26, 19, 25]. However, a key inflection point will be the integration of generative models, such as
LLMs and diffusion-based architectures, with personalization. While older recommendation systems
merely ranked or selected existing content to display, emerging frameworks now create new videos,
images, or text snippets aligned with each user’s preferences [5, 53].

Illustrating this shift, recent work shows that a lightweight preference embedding distilled from just a
few pair-wise comparisons can already steer a diffusion decoder toward the imagery a user consistently
“likes” [54]. Complementary approaches apply direct preference optimization to video backbones,
blending aesthetic and narrative rewards, so the entire motion sequence follows the viewer’s preferred
style and pacing [55]. Fine-grained reward models such as VisionReward further decompose human
feedback into factors like motion stability and semantic fidelity, giving recommender stacks a
structured objective for online tuning of their generative components [56]. Leveraging techniques like
Personalized RLHF, platforms can compress recent interactions into compact user embeddings [5].
Rather than fully retraining an LLM or video diffusion model, low-rank adapters may also be used to
modulate model parameters on the fly, enabling fine-grained personalization at scale [53, 4, 5].

Recent breakthroughs in text-to-video and image-generation latencies mean that content will soon
be served up (or altered) nearly instantaneously [40, 6]. For example, as discussed previously, large
video-generation models such as HunyuanVideo (see Table 1) are pushing inference times close
to real-time, thereby enabling on-demand, high-fidelity media [44]. Integrating these generative
engines with user embeddings creates a tight loop between user feedback signals, such as clicks,
swipe velocity, or facial expressions, and subsequent model outputs [57, 58]. Thus, after every
micro-gesture or moment of user hesitation, the system refines its internal state representation and
regenerates content to elicit stronger engagement. This adaptation is further bolstered by surging
context-window capacities in modern LLMs, which have ballooned from a few thousand tokens
to over one million tokens in cutting-edge systems [59, 60, 61]. Parallel progress is now visible
on the video side as well: long-context tuning and cache-augmented autoregressive approaches
let diffusion and transformer generators maintain narrative coherence across longer duration clips
[62, 63]. This expansion allows platforms to store and recall extensive user histories on the fly,
including nuanced engagement patterns, mood markers, or emotional states. By tapping into such
historical data, generative models can tune their outputs to reflect current user interests, thus creating
an always-evolving stream of uniquely engaging content.
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Platforms are already moving in this direction. ByteDance’s Monolith embedding system updates
user and item vectors in real time to rank TikTok’s feed [64]. On the content side, the company’s
Symphony Creative Studio launched in 2024 with a text-to-video tool for advertisers, signaling
that AI-generated clips can be injected directly into the same ranking pipeline [65]. YouTube’s
Dream Screen feature, announced in 2024, uses DeepMind’s Veo model to create six-second video
backgrounds from a simple text prompt, making generative video available inside the Shorts workflow
[66]. In a recent patent, Meta provides the clearest integration with an ad system where a large-
language model rewrites creative on the fly for each viewer, after which Meta’s Horizon RL stack
selects the best variant [67, 68]. These deployments illustrate a shift from selecting existing items
to synthesizing fresh tailored content that is still optimized for the same engagement objective,
tightening the feedback loop that drives habitual use.

By merging content generation with deep user personalization, digital platforms are poised to
deliver an endless cycle of hyper-relevant stimuli. Longitudinal research has already shown a strong
link between heavy personalized-feed exposure driven by screen-time maximizing algorithms and
weakened impulse control as well elevated depression risk [11]. As such, these real-time generative
systems coupled with objective-maximizing personalization are capable of satisfying core criteria
for fostering addictive use: they deliver an immediate stream of novel content (rapid reward), tailor
every snippet to the user’s unique state (personalized salience), and may inject unpredictability in
when or how the user is “rewarded” (variable reinforcement) [69]. Given the “always-learning”
nature of these RL-driven personalization engines, each user interaction fuels further optimization,
perpetually honing the model’s ability to capture and hold attention. When aligned with platform
objectives such as maximizing session length or ad revenue, this cycle can readily amplify compulsive
engagement. By continuously probing a user’s micro-signals (e.g., gaze tracking, pause durations,
emotional cues) the model can recognize and exploit vulnerabilities, effectively “hacking” the user’s
reward pathways [16]. This mirrors computational accounts of drug addiction in which spiraling
dopaminergic feedback progressively hands control from deliberative to habitual circuits [70].

In summary, personalization is no longer confined to selecting which posts a user sees next from a
library of content. Instead, generative algorithms are beginning to synthesize custom-tailored content
at low latency. While this progression undoubtedly enriches user experiences in many respects, it
also sets the stage for an unprecedented level of behavioral targeting. If left unchecked, real-time
hyper-personalization with misaligned objectives (e.g., maximizing watch time) could become the
linchpin of “digital heroin,” a potent engine for capturing and holding human attention with potentially
serious consequences which we turn to in the next section.

3 Societal and Ethical Implications

By engaging users’ reward circuits more effectively than previous “infinite-scroll” platforms, hyper-
personalized generative content could transform casual interactions into compulsive usage, max-
imizing time-on-platform at the expense of user well-being [7, 71]. In this environment, digital
engagement risks becoming a form of “digital heroin”, reshaping attention spans, eroding mental
resilience, and disrupting real-world social connections [8, 72]. Unlike physical substances, these
content streams would operate continuously without any natural brakes, raising the specter of a global
public health crisis. Left unregulated, such systems could stunt cognitive development (especially
among minors), exacerbate existing social inequities, undercut workplace productivity, and ultimately
impose severe societal costs [73, 74, 75, 7]. In this section, we explore these risks in more detail.

Public Health Fallout. Addictive AI-generated content would harm public health on three fronts:
deteriorating mental health, declining physical health, and eroding social well-being. Clinical studies
already link excessive social media use to attentional fragmentation [8, 76], increased anxiety,
depression, and ADHD-like symptoms [77, 78, 79], chronic sleep disruption due to blue-light
exposure [80], and heightened rates of loneliness and social isolation [81, 72]. With real-time
generative AI, as these platforms further shorten feedback loops toward instant gratification, mental
health burdens may surge dramatically, manifesting as longer sessions (tolerance), irritability and
anxiety when offline (withdrawal), and loss of control, directly paralleling diagnostic behavioral
addiction criteria [82]. Beyond psychiatric impacts, this addiction could significantly amplify physical
health challenges, with prolonged sedentary screen-time behaviors precipitating obesity [83, 84],
cardiovascular strain [85], and musculoskeletal disorders [86]. Social health may likewise deteriorate:

5



addiction to pervasive AI-curated content threatens to replace meaningful face-to-face relationships
with isolated digital interactions [72], eroding communal bonds and dulling collective empathy
through relentless exposure to sensationalized or traumatic narratives [87]. Left unchecked, the rapid
proliferation of this addiction could severely escalate demands on the already strained public health
systems, which remain under-resourced and unequipped for this looming digital-health epidemic
[88].

Brain Development and Educational Disruption. Adolescents face elevated risks from this
addiction: their developing prefrontal cortices (critical for impulse control and empathy) would
be hijacked by hyper-personalized content’s dopamine-driven feedback loops. Evidence suggests
adolescent brains release more dopamine than adults to novel stimuli [73]. This plasticity, meant to
foster learning, instead would become a liability, making them prone to compulsive engagement that
mimics ADHD neural patterns (impaired inhibition, distractibility [89]) and disrupts sleep-dependent
memory consolidation [90]. We highlight that OECD PISA data has already linked rising screen time
to lower academic performance [91].

Economic Productivity and Labor-Market Effects. The workplace and economic ramifications
of hyper-personalized AI addiction could mirror the productivity drag of substance dependencies:
compulsive engagement would fracture workplace focus, costing firms billions through presenteeism
and task-switching. Studies already estimate that digital interruptions reduce worker productivity by
nearly 28% [74], a figure very likely to escalate with the rise of AI-generated media addiction. This
may mirror Yemen’s khat epidemic, where addiction consumed “one-quarter of usable work hours”
[92], and the U.S. opioid crisis, which reduced workforce participation by nearly 2 million workers
between 1999–2015, costing the U.S. economy nearly $1.6 trillion [93]. Addictive AI-generated con-
tent could globalize these harms without the physical constraints of traditional addictions, potentially
causing widespread productivity losses across the workforce.

Differential Effects, Widening Gap. Hyper-personalized content addiction may increase inequality
by disproportionately targeting vulnerable populations such as low-income households and those
with pre-existing mental health conditions. Free, ad-supported tiers would amplify engagement
at all costs, while premium “digital-wellness” subscriptions and AI usage dashboards may remain
paywalled, mirroring Big Tobacco’s predatory marketing in U.S.’s Black neighbourhoods during
the 1950s-1970s [94, 75]. Neuro-divergent individuals, such as those with autism or ADHD, will
remain uniquely susceptible to this addictive design: studies show they spend 26-50% more time on
algorithmic platforms due to heightened sensory-seeking behaviors [95]. Globally, tech firms will be
well-positioned to exploit weak data laws in the Global South to beta-test unregulated AI models – a
“digital dumping” akin to 1990s pharmaceutical exploitation [96]. In emerging economies, where
cheap smartphones outpace broadband access [97], addictive feeds may eclipse education, trapping a
“scrolling class” in low-wage gig work. Lack of rehabilitation access would exacerbate inequality:
high-income countries may offer detox clinics, while low-income regions face treatment deserts
(currently <1 psychiatrist per 100k people vs. 10+ in wealthy nations [98]). The result would be
an entrenched inequality in which those harmed by AI-driven addiction are largely low-income and
marginalized groups, while corporations reap the profits.

Environmental and Geopolitical Externalities. The increased consumption of real-time personal-
ized generative AI content could further strain the already significant energy demands from generative
AI [99, 100, 101]. On a geopolitical front, analysts already map an emerging “AI bloc” of competition
[102] and we may witness further disparity across countries as a result of the differences in regulation
[96, 103]. Furthermore, algorithmic content is already being used as a tool to pacify dissent and shape
opinion in authoritarian spheres [104] which may be increased further with real-time generative AI
content generation.

In sum, the societal costs of unregulated real-time hyper-personalized AI may be profound. The
potential consequences may further parallel past public health crises (like tobacco or opioids) where
harmful effects were initially ignored, but here the potential scale and 24/7 nature of the harm could
make it even more pervasive.
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4 Recommendations and Proposed Guidelines

Left unchecked, a commercial race to optimize for user retention and engagement may lead to hyper-
addictive real-time generative AI algorithms that may systematically hijack human reward circuitry
[11, 105, 106]. We argue that these real-time, engagement-maximizing generative-AI systems warrant
the same public-health safeguards applied to addictive substances.

Historically, products exploiting reward loops (e.g., alcohol, tobacco, gambling) have been regulated
via: (i) age restrictions, (ii) warning labels, (iii) taxes or licenses, and (iv) liability for deceptive
marketing [107, 108, 109]. Such measures have proven effective. For instance, U.S. teen smoking fell
from 36% to 6% between 1997 and 2019 following the 1998 Tobacco Master Settlement Agreement
[110]. Similarly, after the implementation of self-exclusion programs for problem gambling in the
U.K., 83% of registrants reported that the program had helped them reduce or stop gambling [111].

Regulatory attention to addictive design is growing, however, efforts remain fragmented. The EU
Digital Services Act [112] and AI Act [113] mandate risk audits for high-impact platforms, while
the U.K.’s Online Safety Act 2023 [114] imposes a statutory duty of care. In the U.S., various states
and the proposed Kids Online Safety Act 2025 [115, 34, 116] address “addictive feeds” with a focus
on minors. Outside Western contexts, China enforces strict gaming curfews for minors [117], and
Brazil proposes algorithmic-risk audits [118]. Despite existing precedents, regulations remain limited,
targeting specific features (e.g., infinite scroll) or groups (e.g., children) but not real-time generative
systems that personalize content [119]. Lacking mechanisms for rapid new AI deployments, they
cannot anticipate novel addictive pathways [120]. Audit and reporting rules varied across jurisdictions
further weaken enforcement [121]. Consequently, these measures fall short of safeguarding against
next-generation, hyper-personalized “digital heroin.” Below, we recommend targeted guidelines
specific to real-time generative AI.

4.1 Policy and Regulatory Recommendations

Building on the EU AI Act’s tiered risk model [113], we recommend adding an overlay label called
the Designated Addictive System (DAS). A generative AI service (whether a model or platform)
would receive this label if its primary function is to maximize continuous user engagement (e.g.,
through infinite-scroll short-video feeds or a stream of real-time personalized content). Under this
DAS classification, we propose operators be required to:

1. Submit a pre-market safety case showing built-in addiction mitigations (session caps, break
reminders).

2. Undergo annual third-party audits measuring compulsive-use patterns and validating coun-
termeasures.

3. Publish transparency reports on engagement percentiles and the effectiveness of their inter-
ventions.

These requirements function similarly to the Digital Services Act designation of “Very Large Online
Platforms” and the AI Act’s obligations for foundation model providers. By formalizing a DAS
category, regulators can impose stricter obligations on services with the highest risk of abuse. We
now outline specific proposals aimed at enforcement and practical safeguards.

Liability, Oversight, and Enforcement. Responsibility should rest with platform operators, not
users. Building on the U.K.’s Online Safety Act [114] and the EU Digital Services Act [112],
we propose: (i) strict or negligence-based liability for clinically verified addiction in minors; (ii)
algorithmic-transparency subpoenas to expose internal engagement data; and (iii) designation of dark
patterns as “unfair practices” by regulators (e.g., FTC). Large monetary penalties analogous to the
tobacco settlements could align incentives toward safer design [122].

Design-Friction Mandates. Interface friction demonstrably curbs compulsive use [123, 124, 81].
Mandatory brake pedals for all DAS should therefore: (i) prohibit or heavily gate continuous
engagement features (e.g., infinite scroll and autoplay); (ii) impose default session caps and high-
salience break reminders, preventing binge usage; (iii) require a one-click option to slow or randomize
AI-driven recommendations, reducing the potency of hyper-tailored stimuli; and (iv) require explicit,
renewable consent to disable friction measures.
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Age-Based Protections. Adolescents are at heightened risk of digital addiction. For example, the
U.S. Surgeon General recently cautioned that social-media use may be unsafe for minors, mirroring
WHO reports of problematic social-media behavior in 11% of adolescents [9, 125]. We propose: (1)
privacy-preserving age-assurance so platforms can default minors into “low-engagement mode” (no
late-night notifications or targeted ads); (2) parental controls including guardian dashboards with
real-time usage and remote lockout; (3) extension of children’s TV ad rules to AI-generated content;
and (4) education programs that raise awareness of digital addiction risks.

Major platforms already offer mitigations such as screen-time reminders, daily limits, teen modes,
family/parental controls, and periodic “take a break” nudges [126]. We view these as necessary but
not sufficient. They are typically voluntary, inconsistently implemented, easy to bypass, and rarely
audited for outcomes [127, 128]. Under the proposed DAS regime, these measures complement (but
do not substitute for) enforceable obligations: on-by-default protections for minors, standardized
configurations, independent outcome audits, and penalties for regressions.

Screen-Time Excise (“Attention Tax”). A more severe option to mitigate attention-related harms
may be a Pigouvian levy on excessive screen-time. Building on the U.K. Soft Drinks Industry Levy
[129] and Minnesota’s draft Social-Media Excise Tax Bill [130], An example tax may include a
per-minute tax imposed on platform operators for each user session exceeding 60 minutes within a
24-hour period. The levy internalizes attention-related externalities and aligns platform incentives
with healthier engagement patterns which we believe warrants further exploration outside the scope
of this paper.

We note that clinical interventions and public education are also vital. A levy on engagement-driven ad
revenue could fund peer-support hotlines and research, much like the U.K. Gambling Commission’s
requirement to finance GambleAware [109]. Large-scale longitudinal studies, modeled on the NIH’s
Adolescent Brain Cognitive Development project [131], should track long-term neuropsychological
outcomes. Moreover, an OECD–WHO consortium could coordinate data-sharing protocols, risk
audits, and compliance mechanisms, mirroring the global tobacco-control framework [132]. Such
cooperation would help ensure consistent standards, strengthen consumer protections, and preserve
room for innovation.

To enable near-term adoption, we highlight three practical steps for DAS operators: (i) ship an
on-by-default slow mode for minors (session caps, enforced breaks, and night-time curfews); (ii)
expose a one-tap “de-intensify personalization” control directly in the feed and honor it across
sessions; and (iii) publish a minimal monthly harm dashboard vetted by independent auditors. We
recommend tracking a small standardized indicator set: 95th/99th percentile session length and weekly
hours (age-stratified), hazard-of-stopping after each item, share of night-time minutes for minors,
short-interval re-entry (e.g., within 5 minutes), and break-adherence rates.

4.2 Guidelines for Researchers and Practitioners

In addition to policy measures (Section 4.1), proactive actions by the AI community can help
contain the addictive potential of real-time generative AI. Below, we outline practical guidelines for
researchers, engineers, and product developers.

Design for Well-Being and User Agency Rather than focusing solely on engagement, embed
user mental health metrics (e.g., stress, satisfaction) into optimization objectives [10, 7]. Design
platforms and user interfaces to prevent compulsive behavior. For instance, introduce periodic break
prompts, usage alerts, and mandatory pauses to disrupt continuous engagement loops [20, 133].
Provide an easily accessible “off switch” (on by default) that reduces personalization or slows content
generation. Further, limit usage of “dark patterns” like infinite scroll or auto-play for generative
content, especially for younger audiences [134, 135]. For vulnerable segments of the population,
introduce design elements that reduce addictive triggers. For example, if a user’s interaction history
indicates signs of potential overuse, lower engagement-optimizing factors or provide slower response
cadences.

Implement Robust Oversight and Testing Before deploying large-scale generative applications,
form advisory boards or conduct pre-launch audits with mental health professionals, developmental
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psychologists, and sociologists [9] to identify high-risk interface designs or personalization features.
Conduct controlled experiments with limited user testing before releasing new generative models
to the general public to identify and address any addictive or harmful effects, prior to wide-scale
rollout [136, 137]. Run user studies that measure addictive potential, stress, and well-being outcomes
over time, rather than focusing solely on short-term engagement metrics [10, 7], and make these
findings public to inform broader community understanding and regulatory discussions. Extend
Institutional Review Board (IRB) processes or equivalent ethics checks to evaluate addiction risks in
user-facing AI research with projects conducting “addiction risk assessments” detailing mitigation
plans [20, 138].

Foster Transparency and Accountability. Regularly release anonymized statistics on session
duration, repeat visits, and peak engagement windows [19]. Such transparency allows external
researchers to evaluate whether platforms nurture compulsive behavior. Provide concise “system
cards” or technical briefs explaining how data are collected and how models tailor content in real
time [139, 140] and maintain clear documentation to support audits of potentially addictive features
[141, 142]. Openly report research sponsors and relevant corporate ties to clarify incentives driving
system design [143, 144].

Build Interdisciplinary Collaboration and Education Expand collaborations to include public
health, ethics, education, and medical experts [145] to help uncover subtler risks and ethical concerns
that single-domain teams might overlook. Incorporate digital well-being topics into machine learning
curriculum to cover how reward loops form, how to recognize addictive design, and what frameworks
exist for safer user experiences [14, 142]

Research agenda for the NeurIPS community. We see specific roles for the ML research commu-
nity beyond platform deployment. Research priorities include:

• Addiction-risk benchmarks: Create open, real-time personalization benchmarks that simulate
users (state, micro-signals, vulnerability profiles) to evaluate behaviors offline.

• Objective redesign: Use multi-objective RL and constrained optimization to trade off
engagement with well-being, exposure diversity, and long-term satisfaction, with provable
guarantees or safety bounds.

• Interpretability and auditing: Develop methods to detect when policies exploit sensitive
micro-signals (fatigue, hesitancy) or exhibit within-session escalation.

• Red-teaming protocols: Standardize addiction-risk red-teaming, paralleling safety evalua-
tions, including teen-risk scenarios and neurodivergent user personas.

We encourage NeurIPS workshops, shared tasks, and datasets around these themes, and support the
publication of null results or negative side-effects when optimizing beyond-engagement objectives.

5 Alternative Views

Technological Optimism. Some researchers highlight that real-time generative AI, rather than
fueling addiction, can elevate human creativity, education, and well-being. Rapid, on-demand content
generation may empower learners with personalized tutoring, assist artists in prototyping ideas, and
provide accessible mental health chatbots in under-resourced regions [146, 14]. From this optimistic
standpoint, stringent regulation risks stifling innovation and restricting socially beneficial applications.
Yet, we argue that the very features enabling such benefits (e.g., continuous feedback, personaliza-
tion, and emotional resonance) also amplify susceptibility to addictive behaviors, especially when
commercial incentives prioritize screen time and engagement.

Libertarian or Anti-Regulatory Critiques. Another viewpoint contends that individuals have the
right to consume content freely and assume corresponding risks, casting governmental oversight as
paternalistic and potentially detrimental to innovation [141]. Proponents of this stance stress personal
responsibility and highlight that excessive regulation could drive cutting-edge AI development
overseas [147]. However, our position counters that real-time generative AI exploits power imbalances
between profit-driven platforms and less-informed users, limiting genuine autonomy. Without at least
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minimal guardrails, platforms can systematically leverage psychological vulnerabilities to maximize
revenue, undermining consumer choice in practice.

Feasibility Challenges. Finally, critics note that regulating AI across borders and open-source
communities is inherently difficult, risking uneven enforcement or policy evasion [148, 19]. Attempts
to outlaw addictive design might be bypassed if smaller developers or overseas actors deploy compara-
ble models without restrictions. In our view, these complications underscore the need for coordinated
international standards, transparent auditing mechanisms, and multi-stakeholder coalitions. While
perfect implementation is elusive, consistent guidelines can still pressure major market participants
to adopt ethical practices and protect vulnerable users.

6 Conclusion

Real-time generative AI offers extraordinary benefits for creativity, problem-solving, and entertain-
ment, yet it also poses a heightened risk of driving users toward addiction-like behavior [16, 17, 7],
especially for vulnerable users such as adolescents [9, 73, 89] and individuals with existing mental
health conditions [8, 35]. Coupled with misaligned incentives to maximize engagement, real-time
generative platforms risk creating “digital heroin” on a scale beyond current social media. Existing
research on digital addiction, including neuroimaging studies showing changes in reward circuitry
[7, 13, 35], points to a need for focused policy intervention and ethical design practices to prevent
prolonged, compulsive usage.

Moving forward, we urge the machine learning community, policymakers, and technology companies
to collaborate on safeguards that mirror regulation in fields like gambling and substance control,
while also leveraging our scientific understanding of how personalization and frequent feedback loops
can harm mental well-being. Through transparent reporting, user-centric design, and age-appropriate
restrictions, it is possible to harness the benefits of real-time generative AI without allowing it to
devolve into an unchecked public health concern.
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