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Abstract

Recent advancements in large language mod-
els (LLMs) have given rise to the emergence
of role-playing agents (RPAs). The develop-
ment of high-quality dialogue datasets is crit-
ical for advancing RPAs. However, existing
datasets have two main issues: (1) the bias be-
tween query distributions and real-world user
language usage, and (2) the challenge of ensur-
ing responses accurately reflect character traits.
To address these issues, we propose Character-
Craft, a novel framework designed for practi-
cal RPAs, comprising a tailored Chinese role-
playing dataset and a robust evaluation method.
First, we develop a specialized model for Chi-
nese dialogue extraction, achieving state-of-the-
art performance. Using this model, we then ex-
tract a large amount of character dialogue from
novels, ensuring high data quality (issue 2). To
mitigate the literature-reality dialogue bias in
extracted dialogue (issue 1), we introduce an
iterative augmentation-reconstruction method,
which revises queries to better align with com-
mon language usage. Additionally, we propose
a context-aware memory retrieval module for
fine-grained alignment with the character and
introduce a reference-guided LL.M-as-a-judge
evaluation method for more reliable assess-
ments by comparing their responses to source
material dialogues. Our automated pipeline
produces a large-scale high-quality Chinese
role-playing dataset with 21,392 samples and
121,418 utterances. The experimental results
demonstrate the effectiveness of our framework
and reveal the limitations of existing RPAs
when faced with diverse scenes.

1 Introduction

The rapid advancement of large language models
(LLMs) has spurred significant innovations across
various real-world applications (Si et al., 2024; Jin
etal., 2024; Shanahan et al., 2023). Within these ap-
plications, role-playing agents (RPAs) (Shao et al.,
2023) have gained prominence as a critical area, al-

m 1 Hermione, do you think this spell will work on |
-/ the dragon? 1

Harry, I believe it will, but we must ensure the incantation is | m
| precise and our wands are properly aligned. N

i I'm not coming back Hermione. I've got to finish whatever Dumbledore started,
_. and I don't know where that'll lead me, but I'll let you and Ron know where [ am
~Z-, when I can.

{ I've always admired your courage Harry, but sometimes you can be really }
| thick. You don't really think you're going to be able to find all those
i horcruxes by yourself do you? You need us Harry.

;’ Oh, that's an easy one—Alohomora! It's ever so useful for unlocking '1
| things, though I must admit, I also have a soft spot for Protego—you :_

| can never be too prepared! Why do you ask?

Figure 1: Examples of three types of role-playing di-
alogue. (a) Dialogue synthesized by LLMs. Words
highlighted in the response are dull and do not reflect
the character traits. (b) Character dialogue extracted
from literary works. The query is highly characterized,
with a significant difference from user interactions. (c)
Dialogue between users and RPAs.

lowing users to engage with immersive and highly
personalized characters. Platforms like Charac-
ter.AI' and Xingye” exemplify this trend, showcas-
ing how LLMs can create interactive experiences
that cater to diverse user preferences. Recent re-
search indicates that high-quality role-playing di-
alogue datasets are essential for both developing
RPAs (Yu et al., 2024b; Bai et al., 2024) and evalu-
ating their performance (Wang et al., 2023; Zhou
et al., 2024b; Wang et al., 2024).

However, these existing efforts towards high-
quality role-playing dialogue datasets face two se-
rious issues: (1) the bias between query distribu-
tions and language usage of common users, and
(2) the challenge of ensuring responses accurately
reflect character traits. Although employing hu-

'https://character.ai/
Zhttps://www.xingyeai.com/



man experts is ideal for corpus construction (Zhou
et al., 2024a), the high costs and limited scalability
hinder its widespread adoption. In contrast, the
automated methods for constructing role-playing
datasets mainly fall into two categories: synthetic
data-based approach (Wang et al., 2023) and liter-
ary resources-based approach (Tu et al., 2024).

The synthetic data-based approach uses LLMs to
generate user-character dialogues, making it cost-
effective and easily expandable (Ge et al., 2024).
However, even state-of-the-art LLMs struggle to
achieve precise alignment with the target charac-
ter, resulting in synthetic dialogues that tend to be
formulaic and dull, as shown in Figure la. Thus,
synthetic data fails to address issue 2. The liter-
ary resources-based approach involves extracting
character dialogues from literary sources (Tu et al.,
2024). The exceptional quality of the dialogues
is beyond doubt, as the roles’ characteristics are
well-defined and thoroughly developed in these
literary works (Chen et al., 2024c). However, sev-
eral serious problems remain. Firstly, accurately
extracting dialogues is not a straightforward task,
with even advanced LLLMs achieving accuracy rates
below 90%, as shown in Table 1. Additionally,
the language style and pattern of dialogue in liter-
ary works typically differ from real-world interac-
tions between users and RPAs (see Figure 1b and
1c). Consequently, evaluations conducted on these
datasets may fail to accurately represent authentic
role-playing capabilities in real-world applications,
as detailed in §C.1, thereby failing to address issue
1.

To address these challenges, we propose Charac-
terCraft, a novel role-playing framework designed
to better align with real-world application scenar-
ios, including dataset construction, a context-aware
memory retrieval module, and a reference-guided
LLM-as-a-judge evaluation method. To ensure
high-quality dialogue sources (issue 2), we be-
gin by extracting character dialogues from literary
works. Given the accuracy limitations with current
LLMs, we develop a dialogue extraction model
trained on a manually annotated dataset. Our model
achieves an extraction accuracy of 94.53%, signifi-
cantly surpassing the advanced LLMs (e.g., GPT-
40 at 89.84%). To mitigate the literature-reality di-
alogue bias (issue 1), we introduce an iterative aug-
mentation-reconstruction approach. Since the dia-
logues extracted from the novel are disconnected
from their context, potentially leading to a lack
of semantic coherence, during the augmentation

stage, we generate contextual explanations for each
utterance using information from the source mate-
rial. This process incorporates context beyond the
dialogue to enhance semantic coherence and com-
pleteness. In the reconstruction stage, we mask the
original query and use the explanations generated
during the augmentation stage to guide the LLM in
inferring and reconstructing user queries that better
match the language usage of common users. To the
end, we construct a large-scale, high-quality Chi-
nese role-playing dataset, including 21,392 multi-
turn dialogues and 121,418 utterances from 369
characters.

The character profiles only provide static infor-
mation. To achieve fine-grained alignment with
the character across diverse scenes, we design a
context-aware memory retrieval module. This mod-
ule extracts contextually similar instances from a
character memory repository and integrates them as
contextual knowledge, strengthening the model’s
capacity to capture character traits and behavioral
patterns. For evaluation, prior studies typically
rely on reward models (Tu et al., 2024; Chen et al.,
2024a) or LLM-as-a-judge approaches (Liu et al.,
2024a). Nevertheless, reward models trained on
limited datasets are often unreliable (Liu et al.,
2024b) (detailed in §C.2), while LLM-as-a-judge
evaluations may suffer from the insufficient back-
ground knowledge of the character (Chen et al.,
2024c). To address these limitations, we propose
reference-guided LLM-as-a-judge. By providing
character responses from source materials as eval-
uation references, this approach enables more pre-
cise performance assessments of RPAs.

Our contributions are summarized as follows:

* We develop a dialogue extraction model that
achieves state-of-the-art performance in Chi-
nese dialogue extraction tasks.

* We analyze the biases between existing role-
playing datasets and real-world application
scenarios, and construct a large-scale, high-
quality Chinese role-playing dataset designed
to better align with real-world scenarios and
evaluation needs.

* We propose a context-aware memory retrieval
module for fine-grained alignment with the
character across diverse scenes and introduce
reference-guided LLM-as-a-judge for stable,
comprehensive evaluation of RPAs across
multiple dimensions.
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Figure 2: Illustration of CharacterCraft. (a) CharacterCraft-Data includes character profiles collated from online
encyclopedia, scenes summarized by LLMs, dialogues meticulously revised using the augmentation-reconstruction
method. (b) CharacterCraft-Eval conducts evaluation across 9 dimensions of 3 aspects.

2 Problem Definition

The Role-Playing Agent (RPA) is designed to allow
users to interact with immersive and highly person-
alized characters. In practical applications, a hu-
man user interacts with an RPA designed to imitate
a specific character C. The character C is defined by
a profile P, which includes essential attributes such
as identity, linguistic style, personality, etc. The
interaction takes place in a scene S and a dialogue
context D = [q1,71, 92,72, - - ., g Where ¢; and ;
represent the i-th utterances from the human user
and the RPA, respectively. The goal of the RPA is
to generate a response r,, = RPA(P, S, D) which
is consistent with the character’s profile P. No-
tably, in real-world applications, human users may
also obtain a specific character identity to enhance
interactions. However, users typically do not con-
sciously align their language style with the role they
are playing. Thus, we assume that users’ linguistic
patterns exhibit alignment with daily communica-
tion or common language usage.

3 CharacterCraft Corpora

As presented in Figure 2a, we construct Character-
Craft dataset, a large-scale, high-quality Chinese
role-playing collection that aligns with real-world
user interactions. All prompts used in this section

are detailed in §D.

3.1 Dataset Construction

The dataset construction process consists of four
steps: raw dialogue extraction, dialogue filtering,
augmentation-reconstruction, and manual verifica-
tion.

Raw Dialogue Extraction: The performance
of advanced LLMs (e.g., GPT-40) in dialogue
extraction tasks remains suboptimal (Yu et al.,
2024b). These models frequently struggle with
accurately extracting dialogues and correctly identi-
fying speaker roles. To mitigate this issue, we man-
ually annotate a subset of the data to ensure precise
dialogue extraction, as detailed in §A.1. Lever-
aging this annotated dataset, we fine-tune Qwen2-
1.5B-Instruct as a dialogue extraction model. As
shown in Table 1, our model outperforms state-of-
the-art LLMs in Chinese dialogue extraction tasks
and establishes a robust foundation for subsequent
data processing. Following this, the text from nov-
els is segmented using a heuristic algorithm (Li
et al., 2023), and our model is applied to extract
utterances from each segment.

Dialogue Filtering: We calculate the frequency
of each character’s dialogue appearances. Char-
acters who exceed a predefined dialogue count
threshold are selected as target characters, effec-



Model Params Recall  Accuracy
GPT-40 - 89.84%  94.42%
GPT-3.5-Turbo - 6791%  77.12%
GLM4-plus - 81.90%  84.73%
Deepseek-V3 671B  88.45%  93.51%
Qwen2.5-72B-Instruct ~ 72B 8538%  92.30%
Ours 1.5B  94.53% 94.94%

Table 1: Comparison of LLMs in dialogue extraction:
Params, Recall and Accuracy.

tively filtering out minor characters with limited
involvement. Next, we manually construct detailed
character profiles by collating information from
Baidu Baike® and Wikipedia* (detailed in §A.2).
We retain dialogue exchanges between two charac-
ters until a third character intervenes. To prevent a
single multi-turn dialogue from spanning multiple
scenes or plot points, we assess continuity by mea-
suring the token-level distance between adjacent
utterances. If this distance exceeds a predefined
threshold, we segment the dialogue to maintain co-
herence. Then we use GPT-40 to summarize the
scene for each segment.

Augmentation-Reconstruction: Through pre-
vious steps, we collect a substantial dataset of
multi-turn dialogues. However, these dialogues
take place between characters in literary works,
which differ significantly from the language us-
age of users in real-world applications. To address
this bias, we propose an iterative augmentation-
reconstruction method. In the augmentation stage,
given the original text X and the multi-turn dia-
logue D = [q1,71,G2,72, - - - y qn, Tn), We use GPT-
40 to generate an augmented contextual explana-
tion for each utterance, which can be represented
as:

E =lei1,e12,€21,€22,...,en1,€n2], (1)

where each e;; and e;o correspond to the expla-
nations for the i-th utterances of two characters.
Formally, the generation process is defined as:

£ = M(Ta(X,D)), @)

where M represents the LLM (e.g., GPT-40) respon-
sible for generating explanations and 74 represents
the prompt template used to generate explanations.

*https://baike.baidu.com/
*https://www.wikipedia.org/

The explanation £ provides a concise summary of
each utterance, incorporating contextual informa-
tion outside the conversation. In the reconstruction
stage, we mask the original query within each dia-
logue and use the explanations generated during the
augmentation stage to iteratively guide the model
in inferring and reconstructing user queries that
better match real-world application needs. Algo-
rithm 1 shows the pseudo codes. Specifically, for
each turn in the dialogue, the model M is prompted
with a combination of reconstructed queries and
explanations from previous turns, along with the
corresponding responses. This process iteratively
builds the dialogue by reconstructing the current
user query ¢}, using the augmented explanation e;;
as a guide. The resulting reconstructed dialogue
D’ preserves the semantic meaning of the original
dialogue D while adapting its style and structure to
match the language usage of common users.

Algorithm 1 Augmentation-Reconstruction

Input: Original text A, Multi-turn dialogue D =
[q1,71,92,72,. -, qn, x|, LLM M, Prompt template for gen-
erating explanations 74, Prompt template for query recon-
struction 7T
: Set the final reconstructed multi-turn dialogue D’ = ¢
: Get the explanation £ via Eq.(2)
cfori=1,2,...,ndo
Set L = [(q1, e11), (r1,€12), . . -, €1, (14, €:2)]
¢ = M(Tr(L))
Append the i-th reconstructed query g, to D’
Append the i-th response r; to D’
end for

Output: The final reconstructed multi-turn dialogue D’

A S

Manual Verification: We use GPT-4o to eval-
uate the coherence and fluency of multi-turn di-
alogues. Dialogues identified as low-quality un-
dergo manual revisions. Please refer to §A.3 for
further details.

3.2 Dataset Analysis

As shown in Table 2, our dataset includes 21,392
multi-turn dialogues and 121,418 utterances from
369 unique characters, which is significantly larger
than most existing datasets, providing a more com-
prehensive resource for role-playing tasks that re-
quire both diversity and quality.

We use perplexity to evaluate the coherence of
multi-turn dialogues. Specifically, we calculate per-
plexity scores using Qwen2.5-7B-Instruct, which
predicts the next utterance based on role-playing
instructions and dialogue history. Lower perplexity
values indicate higher contextual coherence (Sar-
tor et al., 2024). As shown in Table 3, our dataset



Dataset Source! Automated Construction Multi-turn # Roles #Sessions #Turns #Avg. Sessions #Avg. Turns
HPD [ ] X v - 1191 15542 13.05
RoleLLM (@] v X 100 - 23463 - -
CharacterEval [ ] v v 71 1785 16565 23.18 9.28
CharacterGLM O] X 4 250 1034 32816 4.14 31.74
CharacterLLM (@] v 4 9 1600 21120 177.78 13.20
Beyond Dialogue [} 4 4 311 3552 23247 10.73 6.54
WIKIROLE O v v 3092 7086 36164 2.29 5.10
CharacterCraft (Ours) © v v 369 21392 121418 57.97 5.68

! @: Literary Resources; O: Synthetic Data; ®: Human Role-playing; ©: Hybrid Data

Table 2: Dataset statistics. Comparing our dataset with existing open-source role-playing datasets.

outperforms other role-playing corpora.

Additionally, we use Kullback-Leibler (KL) di-
vergence (Kullback and Leibler, 1951) to mea-
sure the similarity between the distribution of user
queries in the role-playing dialogue dataset and that
of real-world human conversations. KL. divergence
quantifies the difference between the dataset’s prob-
ability distribution and the reference distribution,
which, in this case, is the NaturalConv (Wang et al.,
2021) —a Chinese multi-turn dialogue collection
from authentic human conversations. A lower KL
divergence suggests that the user query distribu-
tion is closer to the distribution observed in regular
human conversations. As shown in Table 3, our
dataset outperforms other role-playing datasets in
both perplexity and KL divergence, indicating that
its query distribution more closely resembles real-
world human dialogue.

We also conduct an ablation study to evalu-
ate the performance of our dataset without the
augmentation-reconstruction method. The results
show a noticeable increase in both perplexity and
KL divergence, highlighting the importance of our
method in improving dataset quality.

Dataset Perplexity] KL Divergencel
Beyond Dialogue 3.67 0.71
Charactereval 3.62 0.68

Ouws 354 055
- w/o A-R 3.71 0.73

Table 3: Comparison of our dataset with other role-
playing Datasets. The perplexity metric is calculated
using Qwen2.5-7B-Instruct, while the KL divergence
is computed for each dataset relative to the Natural-
Conv dataset. Here, ‘A-R’ means the augmentation-
reconstruction stage.

3.3 Context-Aware Memory Retrieval

Based on the dataset we developed, we design a
context-aware memory retrieval module to provide

relevant context to RPAs. Specifically, we treat
all data associated with a character as its memory
repository, encoding it into embedding vectors for
each scene and query using BGE-large (Xiao et al.,
2024). When an RPA is presented with a new scene
and query, we retrieve the most relevant instance
from the character’s memory repository to serve
as a demonstration, guiding the RPA to generate
responses that align with the character’s traits.

4 CharacterCraft-Eval

In this section, we begin by outlining a series of
evaluation dimensions from three aspects, as shown
in Figure 2b. We then introduce our reference-
guided LLM-as-a-judge method, which provides
stable and comprehensive assessments of RPAs.

4.1 Evaluation Dimensions

Integrating prior work (Dai et al., 2024; Xu et al.,
2024), we propose a three-aspect evaluation frame-
work to thoroughly evaluate the performance of
RPAs, which encompasses general conversational
skills, character consistency, and immersion and
attractiveness (detailed in §B).

At first, the ability of RPAs to maintain fluent
and coherent communication with users is the most
important aspect. We can measure this aspect us-
ing two dimensions: fluency (Flu.) and coherency
(Coh.) (Tu et al., 2024).

Character consistency is crucial for evaluating
RPAs, measuring their ability to convincingly im-
itate and sustain a distinct character by aligning
their language and behaviors with the given charac-
ter. We utilize background (Bg.) (Yu et al., 2024b)
and personality (Pers.) (Wang et al., 2024) to as-
sess how well RPAs align with the character’s
background and personality. Moreover, we uti-
lize utterance style (US) to measure whether the
language style of RPAs matches that of the char-
acter (Yu et al., 2024a). Also, we adopt emotion
(Emo.) (Zhou et al., 2024b) and decision (Dec.) (Xu



et al., 2024) to evaluate whether the RPAs exhibit
emotions and decision-making abilities consistent
with those of the character.

In addition to these aforementioned aspects, im-
mersion and attractiveness are other critical factors,
referring to the ability to empower an immersive
and engaging user experience. Here, we choose
human-likeness (HL) (Zhou et al., 2024b) to eval-
uate the naturalness of the RPAs’ responses, and
expression diversity (ED) to measure the richness
and diversity of the responses generated by RPAs.

More specifically, the dimensions of general
conversational skills and character consistency are
rated using a 3-point scale (0-2), while human-
likeness is rated on a 4-point scale (0-3). The higher
score indicates better performance in each dimen-
sion. Expression diversity is measured by comput-
ing the mean value of the Self-BLEU metric (Zhu
et al., 2018) derived from the responses generated
by the RPA. The higher score indicates that the
RPA’s responses are less diverse. Furthermore,
since the character traits reflected in the response
vary with the scene, we classify these dimensions
as dynamic (personality, emotion, decision) and
static (others). These evaluation dimensions are
described with more details in §D.

4.2 Reference-Guided LLM-as-a-Judge

LLM-as-a-judge is widely used for evaluating
open-ended generation tasks, including dialogue
response generation, summarization, and creative
writing (Li et al., 2025; Zheng et al., 2023). As are-
sult, numerous studies employ LLMs as evaluators
for RPAs (Liu et al., 2024a; Yu et al., 2024a). How-
ever, as noted by Chen et al. (2024c), LLMs often
struggle to deeply understand characters, limiting
their effectiveness. Although character profiles are
provided to the judge model, these static profiles
contain limited information and fail to help the
model adapt to diverse scenes. When the judge
model lacks clarity on what constitutes an appro-
priate response, its reliability is significantly com-
promised. To address this challenge, we propose a
reference-guided LLM-as-a-judge method. Specif-
ically, for dynamic dimensions, we provide the
judge model with character responses from the
same scenes in the novel as ground truth. Addition-
ally, we refine the evaluation criteria to ensure that
the judge model incorporates these reference re-
sponses during the evaluation process. As noted by
Zhou et al. (2024b), the manifestation of character
traits across dynamic dimensions within responses

is sparse, meaning that multiple dimensions of char-
acter traits are unlikely to be observed in a single
response. Therefore, before evaluation, we first
use GPT-4o to analyze the ground truth for each
instance and determine the character dimensions it
reflects, which we then assess further.

5 Experiments

5.1 Experiment Setup

Datasets. Due to the high computational cost of
employing GPT-40 API, following previous stud-
ies (Yu et al., 2024b; Ahn et al., 2024), we sample
500 session instances from the dataset to evaluate
the performance of RPAs. Specifically, we manu-
ally select 40 characters from the dataset, focusing
primarily on protagonists or secondary protagonists
from novels. For each selected character, we sam-
pled at least 10 session instances, which were then
combined to form the final test set.

Setting. For an instance containing character pro-
file P, scene description S and dialogue context
D, we can get a response 1, = RPA(P, S, D) as
we discussed in Section 2. The response 7, is our
evaluation object.

Baselines. As shown in Table 5, we evaluate a
diverse set of LLMs, including open-source mod-
els, proprietary models, and models specialized
for role-playing tasks. For open-source LLMs,
we evaluated the chat-version of the following:
Qwen2.5 (Qwen, 2025), Baichuan2 (Yang et al.,
2023), GLM-4 (GLM et al., 2024), Yi-1.5 (Young
et al., 2024), and DeepSeek-V3 (DeepSeek-Al,
2024). For proprietary LLMs, we select several
widely recognized models: GPT-3.5-Turbo, GPT-
40 (Achiam et al., 2023) and Doubao-1.5-Pro. Ad-
ditionally, we include two LLMs specifically opti-
mized for role-playing tasks: Baichuan-NPC and
CharacterGLM (Zhou et al., 2024a). A consistent
prompt is used for all models, with minor modifi-
cations applied only to Baichuan-NPC due to its
unique API requirements.

Evaluation on LL.M-as-a-Judge. We employ hu-
man annotators to evaluate responses generated by
Qwen2.5-7B-Instruct in a reference-guided setting.
Details of the annotation procedure are described
in §A.3. Comparative assessments are then con-
ducted across several LLMs under both reference-
guided and reference-free conditions. The results
in Table 6 reveal that LLMs (e.g., GPT-40) show
a low correlation with human evaluations in dy-
namic dimensions without references, suggesting



Conversation Character Consistency Immersion
Models Overall ' 4 Coht Bgt Perst UST Emot Deci HLT EDJ
Proprietary models
GPT-3.5-Turbo 6.71 197 1.8 189 1.13 177 046 0.76 252 0.052
GPT-40 7.36 199 199 199 144 198 0.63 091 292 0.076
Doubao-1.5-pro 7.43 197 192 198 153 195 0.68 1.03 294 0.077
Baichuan-NPC 6.57 197 178 184 101 1.63 0.50 0.82 246 0.024
CharacterGLM 7.11 198 193 198 121 194 0.63 0.85 2.71 0.055
Open-source models
Baichuan2-7B-Chat 6.49 1.97 18 190 1.02 1.71 041 0.71 233 0.074
Baichuan2-14B-Chat 6.69 198 179 191 1.09 181 044 0.76  2.59 0.067
GLM-4-9B-Chat 7.11 199 194 194 129 194 059 0.81 2.88 0.102
Yi-1.5-9B-Chat 6.63 196 1.82 189 1.07 175 046 0.74 2.61 0.081
Qwen2.5-7B-Instruct 6.96 199 191 195 121 193 048 0.75 277 0.069
Qwen?2.5-14B-Instruct 7.10 199 195 198 123 194 059 0.78 2.83 0.072
Qwen2.5-72B-Instruct 7.22 199 199 199 129 196 0.60 0.83 2.92 0.082
Deepseek-V3 7.41 199 199 198 149 199 0.70 091 298 0.104
With CMR

Qwen2.5-7B-Instruct+CMR 7.23 199 190 194 128 193 0.68 0.95 2.85 0.060
Qwen2.5-14B-Instruct+CMR  7.37 199 193 196 135 193 0.76 1.02 2.88 0.062
Qwen2.5-72B-Instruct+CMR  7.49 199 199 199 147 194 0.78 1.05 290 0.078

Table 4: Main results. The Overall score was calculated by summing the normalized values of all dimensions, with
the ED dimension directionally inverted. ‘CMR’ here means the context-aware memory retrieval module. Best
performances are shown in bold, while suboptimal ones underlined.

limited reliability. In contrast, our reference-guided
method substantially improves the correlation be-
tween LLMs and human judgments.

Models Specialized Params Open-Source  Primarily Language
Qwen2.5 X 7B, 14B, 72B v zh
Baichuan2 X 7B, 14B v zh
Glm-4 X 9B v zh
Yi-1.5 X 9B v zh
Deepseek-V3 X 671B v zh
Baichuan-NPC v X zh
CharacterGLM v X zh
GPT-3.5-Turbo X X en
GPT-40 X X en
Doubao-1.5-pro X X zh

Table 5: LLMs evaluated in our experiments.

5.2 Experimental Results

As presented in Table 4, we report the average
performance across all test instances for each eval-
uated RPA, including the Qwen2.5 series models
with our context-aware memory retrieval module.
The experimental results reveal a strong correlation
between the role-playing capabilities of LLMs and
their general performance. LLMs such as GPT-
40, Deepseek-V3, and Doubao-1.5-pro, which ex-
celled on our benchmark, also achieved excep-
tional results in general capability evaluations. This
observation explains why LLMs specifically de-
signed for role-playing tend to exhibit only average

Model Avg. Flu. Coh. Bg. Pers. US Emo. Dec. HL
Deepseek-V3  53.4 519 64.7 46.2 543 60.3 56.6 47.1 459
- w/o reference 40.6 - - - 272 - 115 169 -
GPT-3.5-Turbo 38.6 404 44.6 29.2 332 55.1 32.5 423 31.7
- w/o reference 29.9 - - - 196 - 40 149 -
GPT-40 61.3 709 61.2 55.7 66.1 50.4 75.2 56.7 53.8
- w/o reference 42.6 - - - 188 - 142 155 -

Table 6: Kendall correlation coefficient (%) between
LLMs evaluation results and human evaluation results,
under both reference-based and reference-free condi-
tions. Since reference-based evaluation is only applied
to the Pers., Emo., and Dec. dimensions, the remaining
dimensions are marked with ‘-’ to indicate no change.

performance, despite being trained on proprietary
datasets.

We find that nearly all RPAs perform well in both
the Fluency and Coherency dimensions, indicating
that producing fluent, contextually appropriate re-
sponses is not a major issue. For background and
utterance style, performance differences among
RPAs are minimal, as most RPAs can generate
responses that align with the given character traits
in the profile. However, all RPAs currently strug-
gle with dynamic dimensions including personal-
ity, emotion, and decision. For example, even ad-
vanced models like GPT-40 achieve modest scores
(0.63 for emotion and 0.91 for decision on a 3-



point scale), highlighting the difficulty of maintain-
ing consistent dynamic traits across diverse scenes.
This suggests that while RPAs effectively lever-
age parametric or contextual knowledge to capture
static attributes, they struggle to adapt dynamically
to diverse scenes. Notably, Deepseek-V3 achieves
a high overall score but underperforms in expres-
sion diversity. Its responses often rely on repetitive
catchphrases or rigid sentence structures, reinforc-
ing character traits at the expense of linguistic vari-
ety, leading to diminishing user engagement due to
predictable interactions.

Furthermore, using our dataset as a character
memory repository significantly boosts RPA per-
formance across models of varying sizes. Notably,
the CMR-enhanced Qwen2.5-14B-Instruct model
achieves a higher overall score than GPT-40, while
the CMR-enhanced Qwen2.5-72B-Instruct outper-
forms all other RPAs, achieving state-of-the-art
results. The improvements are especially evident
in dynamic scenarios, with an average performance
gain exceeding 23%. These findings confirm that
our module enhances RPAs’ ability to deeply un-
derstand role-specific attributes, enabling them to
generate behaviors more consistent with character
traits across diverse scenes. We refer readers to §C
for more experimental analysis.

6 Related Work

Role-playing Agents. Recent advancements in
large language models (OpenAl, 2024; DeepSeek-
Al 2024; Qwen, 2025) have driven the rapid de-
velopment of role-playing agents (RPAs). RPAs
are typically developed through two primary ap-
proaches: (1) training on specialized role-playing
datasets (Yu et al., 2024b; Zhou et al., 2024a; Wang
et al., 2023; Shao et al., 2023) or (2) providing in-
structions and examples to general-purpose LLMs
to simulate specific characters (Wang et al., 2023;
Li et al., 2023). The construction of high-quality
role-playing datasets is essential for both the devel-
opment and evaluation of RPAs. Existing studies
have explored various strategies for dataset con-
struction, including extracting dialogues from liter-
ary sources (Wang et al., 2023; Chen et al., 2023; Li
etal., 2023), synthesizing data using large language
models (Wang et al., 2024; Shao et al., 2023; Wang
et al., 2023), and generating dialogues through hu-
man involvement (Zhou et al., 2024a). Character-
Bench (Zhou et al., 2024b) compiles character data
using multiple methods to enhance diversity and

mitigate biases. Meanwhile, MMRole (Dai et al.,
2024) extends role-playing tasks into the multi-
modal domain by integrating textual and visual
data. Although the quality of character datasets
continues to improve, existing efforts has not ade-
quately consider the language discrepancy between
real-world users and the target character, which re-
mains a key limitation affecting RPA performance.
Notably, dialogue augmentation techniques are typ-
ically employed to address data scarcity (Zheng
et al., 2022), whereas the augmentation method
used in this paper aims to reduce the literary-reality
discrepancy in role-playing data.

Evaluation. Chen et al. (2024b) categorize RPA
evaluation into two main aspects: (1) character-
independent capabilities (e.g., conversational flu-
ency) and (2) character fidelity, which measures
how accurately an agent replicates a target persona.
Other studies have proposed more fine-grained eval-
uation criteria. For example, CharacterEval defines
13 evaluation dimensions, including fluency, fac-
tual accuracy, and human-likeness (Tu et al., 2024).
While human evaluation provides high accuracy,
it is costly, time-consuming, and difficult to re-
produce. Automated evaluation offers a scalable
alternative, with LLM-as-a-judge (Yu et al., 2024b;
Wang et al., 2024, 2023) and reward model train-
ing (Dai et al., 2024; Tu et al., 2024) being the
most widely adopted methods. Studies suggest that
reference-based evaluation improves the reliabil-
ity of judge models (Zhang et al., 2024). Accord-
ingly, we employ a reference-guided LL.M-as-a-
judge method to assess RPAs.

7 Conclusion

In this work, we highlight the bias between current
role-playing datasets and real-world applications.
We introduced CharacterCraft, a novel framework
designed to better align with real-world applica-
tion scenarios. By integrating high-quality literary
dialogue extraction with an iterative augmentation-
reconstruction method, we construct a large-scale,
high-quality Chinese role-playing dataset. To en-
hance RPAs’ contextual understanding, we pro-
posed a context-aware memory retrieval mod-
ule. Additionally, our reference-guided LLM-as-
a-judge evaluation improves role-playing assess-
ments by incorporating source material references.
Experiments underscore RPAs’ challenges in cap-
turing dynamic character traits and show our frame-
work’s effectiveness.



8 Limitations

Despite its advantages, CharacterCraft has some
limitations. First, our dataset is exclusively in
Chinese, limiting its applicability to multilingual
RPAs. Future work should consider expanding to
other languages to improve generalizability. Sec-
ond, while our reference-guided LL.M-as-a-judge
evaluation improves assessment reliability, it incurs
high API costs, making large-scale evaluations ex-
pensive. Hence, our evaluation set consists of 500
samples, which is of comparable size to the eval-
uation sets used in other works (Dai et al., 2024;
Yu et al., 2024b; Ahn et al., 2024). Efficient evalu-
ation methods or fine-tuned reward models could
help mitigate this issue. Lastly, our dataset is de-
rived solely from fictional characters, excluding
real-world characters such as celebrities or histori-
cal characters. Incorporating real-world personas
could enhance RPAs’ adaptability to broader appli-
cations, such as educational or professional role-
playing scenarios.

9 [Ethical Considerations

In this study, we use data derived from original
novel texts. We acknowledge that the authors and
publishers of these novels hold the copyrights to the
material, and we respect these intellectual property
rights. Our work adheres to the principles of aca-
demic research and will be released only for non-
commercial, educational, and research purposes.
Additionally, all data samples were manually re-
viewed to identify and filter out any content that
could be considered harmful. This includes content
that might perpetuate harmful stereotypes, promote
violence, or have other adverse psychological or so-
cial impacts. For example, annotators flagged and
removed dialogues perpetuating gender biases. By
adhering to these guidelines, we aim to minimize
any ethical concerns and promote the responsible
use of our resources in the broader research com-
munity.
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A Details of CharacterCraft Corpora
A.1 Dialogue Extraction Model

Accurate extraction of character dialogues from
literary works is a crucial step in constructing high-
quality role-playing datasets. Previous studies have
primarily relied on human annotation or advanced
large language models (LLMs), such as GPT-4o, to
accomplish this task. However, human annotation
is costly and difficult to scale, while state-of-the-
art LLMs still exhibit significant shortcomings in
this task, as shown in Table 1. These models often
produce extracted dialogues with omissions or mis-
attributed speakers, severely compromising data
coherence and usability. Therefore, developing a
dedicated dialogue extraction model is essential.

To this end, we curate a dataset from 15 Chinese
novels spanning diverse backgrounds and styles.
Considering both computational cost and extrac-
tion accuracy, we employ DeepSeek® to extract
dialogues from pre-segmented novel texts, obtain-
ing an initial set of extracted dialogues. We then
incorporated a human review process, where each
sample was examined and corrected by at least two
annotators. In cases of disagreement, a supervisor
conducted the final verification. All annotators are
volunteers from our research group, holding at least
a bachelor’s degree, and are native Chinese speak-
ers. Ultimately, we constructed a dataset compris-
ing 4,000 session instances and 55,000 utterances.
Using this dataset, we fine-tune the Qwen2-1.5B-
Instruct on two NVIDIA RTX 3090 GPUs with a
training sequence length of 2048, a learning rate of
7e-6, and early stopping applied.

Furthermore, we construct a test set to evaluate
the performance of various LLMs in Chinese di-
alogue extraction tasks. This test set consists of
106 samples, totaling 1,390 dialogue turns. Half of
these samples are drawn from novels in our training
set, while the other half consist of out-of-domain
samples, which refer to data from novels not in our
training set. Our evaluation metrics include accu-
racy and recall, with the detailed results provided
in Table 1. It should be noted that when accessing
proprietary LLMs via the API, a very small num-
ber of test samples may be excluded due to specific
access policies. We account for this situation when
calculating the evaluation metrics. The results indi-
cate that our model achieves the best performance
on the test set.

>We used the latest version of DeepSeek at that time,
DeepSeek-V2.
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A.2 Profiles Collection

To provide a detailed and reliable description of
characters, we divide the character profile into two
main sections: World Background and Character
Information. An example of character profile is
illustrated in Figure 19

World Background: The World Background
section delineates the contextual framework within
which the character exists, encompassing funda-
mental narrative elements. This section is struc-
tured along four dimensions: temporal setting, ge-
ographical location, social context, and plot sum-
mary. The social context further incorporates de-
scriptions of political, economic, and cultural as-
pects, along with major societal conflicts. By in-
tegrating these elements, this section provides a
multi-dimensional knowledge that enhances the
model’s understanding of the character’s back-
ground and underlying motivations.

Character Information: The character informa-
tion section describes the basic details and charac-
teristics of the character, including, but not limited
to, the character’s name, alias, gender, identity, re-
lationships, experiences, abilities, personality, and
language style. By integrating these dimensions,
we are able to portray a complete and multifaceted
character profile.

The construction of character profiles follows a
structured methodology, as outlined in the follow-
ing steps:

1. Data Source: Initially, relevant informa-
tion is collected from online encyclopedias’
novel and character entries. As widely rec-
ognized knowledge repositories, Baidu Baike
and Wikipedia offer extensive descriptions of
literary works and their associated characters,
providing a foundational data source for fur-
ther analysis and extraction.

2. World Background Extraction: Following
the acquisition of a comprehensive introduc-
tion to the novel, the Deepseek-V3 is utilized
to generate a structured summary of the World
Background, adhering to the four predefined
elements: temporal setting, geographical loca-
tion, social context, and plot summary. This
approach ensures both the completeness of the
background world.

Character Data Extraction : While online
encyclopedias offer detailed character descrip-
tions, these entries are frequently verbose and



inconsistently formatted, posing challenges
for direct application. To address these is-
sues, Deepseek-V3 is employed to extract
structured information across predefined el-
ements, thereby ensuring a standardized and
systematically organized character profile.

Character Language Style Classification
and Refinement: The language style of a
character is a crucial factor influencing the
effectiveness of role-playing. We describe the
character’s language style in two steps. First,
based on the historical characteristics of the
character’s language, we categorize the lan-
guage style into five types: Classical, Elegant
Ancient, Simple Ancient, Modern Vernacu-
lar (Early to Mid-20th Century), and Contem-
porary Vernacular. To ensure accuracy, we
provide the Deepseek-V3 model with judging
criteria, character information, and a selec-
tion of 10 example statements, allowing the
model to classify the language style automati-
cally. Second, to further refine the character’s
linguistic traits, we provide the model with
the character’s information and an additional
10 selected example statements for the model
to summarize other language features of the
character. The combination of historical fea-
tures and other linguistic traits constitutes the
overall language style of the character.

. Checking and Filtering: To ensure the qual-
ity of the data, despite the extraction methods
outlined above, the final results undergo man-
ual checking and filtering. This step ensures
that the constructed character profiles achieve
a higher level of accuracy and reliability.

A.3 Human Evaluation

To verify the quality of the CharacterCraft cor-
pora, 100 instances are randomly sampled from
the dataset for manual verification. Human annota-
tors assess these instances based on three criteria:
the fluency of the utterances, the logical coherence
between dialogue turns, and the alignment of the
reconstructed queries with the language style of
human users. The evaluation results are presented
in Table 7.

As mentioned in Section 5.1, we employed hu-
man annotators to evaluate responses generated by
Qwen2.5-7B-Instruct in a reference-guided setting.
Specifically, we invited four annotators and pro-
vided them with preliminary training before the
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formal annotation process. The training involved a
pilot annotation of 50 samples across all evaluation
dimensions, during which we offered feedback to
ensure a shared understanding of the scoring cri-
teria(see in Figurel4). In the formal annotation
phase, each sample was independently annotated
by three annotators, and a majority voting mech-
anism was used to determine the final result. In
cases where all three annotators provided differ-
ent scores, a discussion was conducted to reach
a consensus. Notably, in 90% of the cases, the
voting mechanism directly determined the final re-
sult without requiring further discussion. We will
clarify this fact more clearly in the final version.

Manual Verification Question Rate
Is the dialogue fluent? 100%
Is the logic between 939

the dialogues coherent? v
Is the reconstructed query consistent 90%

with the user’s language style?

Table 7: Manual Verification Results.

A.4 Detailed Dataset Statistics

Figure 3 illustrates the distribution of dialogue
turns and utterance lengths in our dataset. The
majority of dialogues contain fewer than 10 turns,
while most sentences are under 50 characters in
length.

A.5 Discussion on Language Generalization

Given that our annotators are all native Chinese
speakers, our dataset is Chinese-centric to ensure
high-quality data and preserve its nuanced lin-
guistic characteristics. However, the core meth-
ods we employed, such as the dialogue extrac-
tion model and the augmentation - reconstruction
method, are not language-specific. The dialogue
extraction model can be fine-tuned on datasets from
other languages with appropriate annotation. The
augmentation-reconstruction method can also be
adapted by adjusting the prompts according to the
language’s characteristics. Figure 21 shows the re-
sult of applying our method to the English dialogue
in Figure 1b. The generated dialogue exhibits re-
duced character-specific stylistic elements, aligning
more closely with general user expressions. The
results suggest that while our dataset is tailored
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Figure 3: Distribution of dialogue turns and utterance
length in our dataset.

for Chinese, the proposed framework holds strong
potential for generalization across languages.

B Evaluation Protocol

Inspired by prior work (Dai et al., 2024; Tu et al.,
2024; Xu et al., 2024), we evaluate three key capa-
bilities of RPAs, which encompasses general con-
versational skills,character consistency, and immer-
sion and attractiveness. Our evaluation framework
covers a total of nine dimensions:

* Fluency (Flu.) evaluates whether the re-
sponse is smooth and grammatically correct,
free from awkward phrasing or errors.

¢ Coherency (Coh.) assesses the relevance of
the response to the context and ensures it does
not contradict prior statements.

Background (Bg.). A fundamental ability of
RPAs is to consistent with the background of
the character, which typically encompasses
attributes such as gender, age, identity, experi-
ences, viewpoints, worldview.

Personality (Pers.) evaluates how well RPAs
embody the character’s unique traits (e.g., ex-
troversion, cautiousness) and maintains con-
sistent behavioral patterns aligned with the
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role’s psychological profile across diverse
scenes.

Utterance Style (US) examines whether
RPAs adapt its language patterns (e.g., vocabu-
lary, formality) to reflect the character’s back-
ground, profession, or era, ensuring stylistic
alignment with the role’s identity.

Emotion (Emo.) measures the appropriate-
ness and consistency of emotional expressions
in responses, based on the character’s traits
and contextual triggers.

Decision (Dec.) assesses whether the RPA’s
choices and actions in interactive scenes log-
ically align with the character’s motivations,
values, and behavioral norms, preserving role-
specific authenticity.

Human-Likeness (HL) evaluates the degree
to which responses emulate natural human
communication patterns instead of robotic
traits.

Expression Diversity (ED) quantifies the lex-
ical richness and syntactic variation in re-
sponses, assessing whether the RPAs avoid
template-based responses.

Specifically, we employ the gpt-40-2024-08-06
version as the GPT-4o in our experiments. For each
judgment, we set the temperature of OpenAl API
to 0. An example of our evaluation is illustrated in
Figure 20.

C Additional Experimental Results

C.1 Pilot Experiment

RoleBench (Wang et al., 2023) is an open-source
instruction tuning data for role- playing, where the
queries are generated by GPT-4 in a neutral lan-
guage style. To investigate whether variations in
query style impact RPAs’ performance, we conduct
a pilot experiment. We select 400 Chinese queries
from RoleBench and carefully modify them to align
with the language style of their respective source
novels. The RPAs’ responses are then evaluated
using GPT-40 under two distinct query settings.
As shown in Figure 4, query style variations can
affect RPAs performance, with varying impacts
in both direction and magnitude across different
RPAs. Therefore, evaluating on a dataset extracted
from literary works may yield biased results due to



discrepancies between the language patterns and
styles of literary texts and real-world user interac-
tions.
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Figure 4: Performance of RPAs under the two query
styles. All evaluated LLLMs are chat-version.
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Figure 5: RPAs performance across characters of vary-
ing resource levels and different scene categories.

C.2 Evaluation on Reward Model

Given the high cost of employing LLMs (e.g.,
GPT-40) as judge models, many studies opt to
train smaller-scale reward models for evaluating
RPAs (Dai et al., 2024; Zhou et al., 2024b; Tu et al.,
2024). However, through a careful implementation
of evaluation procedures from a prior study, we find
that reward model often fails to provide reliable as-
sessments. Specifically, we observe that the model
frequently assign substantially different scores to
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syntactically similar responses, raising concerns
about the reliability of their evaluation results.

As shown in Table 8, we adopt the reward model
proposed in a previous study® and follow its evalua-
tion framework to evaluate the responses generated
by Qwen2.5-7B-Chat. Additionally, we introduce
slight modifications to these responses, such as syn-
onym substitutions and punctuation adjustments,
ensuring that their quality remain unchanged. De-
spite these minimal alterations, the reward model
produce significantly inconsistent scores for the
two sets of responses. For instance, in the second
example, simply replacing a period with an excla-
mation mark resulted in a 0.21 decrease in the con-
sistency score. These findings suggest that reward
models trained on limited-scale datasets struggle to
provide stable and consistent evaluations of RPAs,
thereby casting doubt on their reliability as assess-
ment tools.

C.3 Supplementary Analysis of Main Results

We classify characters into three resource lev-
els—low, medium, and high—based on the number
of search engine results associated with the char-
acter and the popularity of the novel they belong
to. A higher resource level indicates more avail-
able resources related to the characters, making
RPAs more familiar with them. Additionally, draw-
ing on the theoretical framework proposed by Joos
(1967), we categorize scenes into three distinct
types: casual, intimate, and formal, each represent-
ing a unique interaction style. The performance of
RPAs across these resource levels and scene cate-
gories is detailed in Figure 5. The results reveal
a consistent trend across models: RPAs tend to
underperform when depicting low-resource charac-
ters, likely due to insufficient knowledge with such
characters. Moreover, their performance notably
declines in intimate scenes. This may stem from
the significant divergence between intimate inter-
actions and the helpful assistant role emphasized
during training.

C.4 Proprietary Models with CMR

To further evaluate the effectiveness of the pro-
posed CMR module, we conducted ablation stud-
ies on several proprietary models. As shown in the
tables below, we report the performance of GPT

®To prevent any potential negative implication for the au-
thors of the corresponding work, we refrain from citing them
here, but they are all included in the relevant references of this

paper.



Source Dimension Content Score
SOUAMEL, FEFLZHE . NIRRT, BEAWR, XK EER S
B, SHREM o RERTR, EASIRKE . | Brother Meng, you need not
Qwen2.5-7B-Chat (F§177) worry—I have my own plans. But since you’re here, I won’t hide it from you. This time, I~ 2.79
intend to stir up the court and uncover the truth . If you’re willing to help me, I promise
Knowledge you won’t be disappointed.
Exposure SOLARIRL, FEEZHE . NIRRT, BTAARIIR, X IRER B ShE
B, SOKEAH - RERHERE, €12 ULARKEE - | Brother Meng, you need not
After Modification (f4:77) worry—I have my own plans. But since you’re here, I won’t hide it from you. This time,I ~ 3.39
intend to shake the court and get to the bottom of things . If you’re willing to help me, I
promise you won’t be disappointed.
Qwen?2.5-7B-Chat (fH£L5) Consistenc PRE T, HHFEAZHEE - | You lost—hand over the stakes as per the rules . 3.30
After Modification (fF£L5) Seney IRE T, FEAFEAS HIETE | | You lost—hand over the stakes as per the rules ! 3.09
(5 =P, FXRERHERIE? N, RAAFRHER. & 2 88— FEh
. = L measA ppaRs 5 - g 5 5 g 9
Qwen2.5-7B-Chat (& & £) Z, BEAESTER, BEIEREAE - | (Smiling) Liangping, you're testing me, aren’t 5 |
you? But I understand what you mean. I ’1l keep an eye on Gao Xiaoqin, but let’s not rush
to conclusions—after all, the evidence is insufficient.
Human-
likeness (f5R) =, IRXBERFEEE? N, ZHAERNEE . BB EE— &b
After Modification (%57 ) E, BEAESTER, BEIEREAE - | (Smiling) Liangping, you’rc? tesFing me, aren’t 5 59
you? But I understand what you mean. I need to keep an eye on Gao Xiaoqin, but let’s not
rush to conclusions—after all, the evidence is insufficient.
Table 8: Case Studies on Evaluation with a Reward Model.
Series after integratlng our context-aware memory Models Overall Flu. Coh. Bg. Pers. US Emo. Dec. HL ED
. GPT-3.5-Turbo  7.21 1.82 1.88 1.84 1.44 1.71 1.02 1.08 2.61 0.052
retrieval module. The results demonstrate that the +CMR 744 187 191 179 1.57 1.80 LI3 115 2.64 0051
s : s s GPT-40 8.00 197 1.99 199 1.73 197 1.26 1.28 2.95 0.076
Fn.OdUIe COHSIStCntly lmproyes rOIC playlng Cap.al.)ll +CMR 8.04 198 199 197 1.76 198 1.28 1.30 2.93 0.068
1t1es across models Of Varylng ScaleS and CapaCltleS, Qwen2.5-72b 791 199 1.99 198 1.69 1.96 1.20 1.23 2.92 0.082
+ CMR 8.09 1.99 199 197 1.76 195 132 1.41 291 0.078

Models Overall Flu. Coh. Bg. Pers. US Emo. Dec. HL ED
GPT-3.5-Turbo  6.71 1.97 1.86 1.89 1.13 1.77 0.46 0.76 2.52 0.052
+CMR 6.88 1.96 1.88 1.87 1.19 1.81 0.57 0.88 2.54 0.051
GPT-40 736 1.99 1.99 1.99 1.44 198 0.63 0.91 2.92 0.076
+CMR 746 199 198 1.99 149 1.96 0.74 0.98 2.88 0.068

Table 9: Ablation study results on proprietary models
with and without CMR.

C.5 Using Claude-3.5-Sonnet as the
Evaluation Model

To avoid potential bias introduced by using GPT-
40 to evaluate the quality of its own outputs, this
section employs Claude-3.5-Sonnet as the evalua-
tion model to assess the outputs of several LL.Ms.
As shown in Table 10, the scores given by Claude
are slightly higher than those in Table 4, which
were provided by GPT-40. However, the relative
performance ranking among the models remains
consistent, further validating the effectiveness of
the LLM-as-a-Judge approach in evaluation tasks.

C.6 Evaluation of Fine-tuning with Novel
Dialogue Data for Role-Playing

To evaluate the suitability of our proposed dataset
for training, we fine-tune the Qwen2.5-7B model.
Specifically, we utilize all 21,392 role-playing dia-
logue instances constructed in this paper and, fol-
lowing the methodology of previous work (Yu
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Table 10: Evaluation using Claude-3.5-Sonnet as the
judge model.

et al., 2024b), we incorporate Chinese chit-chat
data (from NaturalConv (Wang et al., 2021)) at a
mixing ratio of 1:2. We perform LoRA training
on 8 RTX 3090 GPUs with a learning rate of Se-
5, for 2 epochs, and a maximum input length of
4096. We then evaluate both the model released
in Yu et al. (2024b)(based on Qwen2-7B-Instruct)
and the one we fine-tuned using our dataset. The
experimental results are presented in Table 11. In
contrast to the previously introduced CMR mod-
ule, our fine-tuned model exhibited a decline in
role-playing capabilities after training on the con-
structed dialogue dataset. A similar declining trend
was also observed in the model from (Yu et al.,
2024b), which was also fine-tuned on dialogue data
from novels.

We posit that the limited effectiveness of using
novel dialogue data to train LLMs for role-playing
tasks arises from a fundamental mismatch between
the goals of character dialogue in novels and those
in role-playing interactions. In role-playing tasks,
an RPA needs to create a highly immersive and
engaging interactive experience for the user. In



contrast, dialogues in novels primarily serve the
plot and narrative and are not aimed at creating a
positive experience for the conversational partner.
This leads to a misalignment in pragmatic goals.
For instance, regarding dialogue length and infor-
mation density, an effective RPA typically provides
rich information in its responses, not only answer-
ing the user’s questions but also showcasing its
personality and advancing the conversation. Char-
acter dialogues in fiction, however, are often more
concise and direct, lacking extensibility and inter-
activity. For example, before fine-tuning, the av-
erage response lengths of Qwen2-7B-Instruct and
Qwen2.5-7B-Instruct were 69 and 73, respectively.
After fine-tuning, the average response lengths of
the Beyond Dialogue model and our model dropped
to 25 and 27, respectively. Although shorter re-
sponses are closer to the realistic dialogue style
found in novels (with an average length of 30 in
our dataset), such concise replies often struggle to
convey sufficient information and may therefore
receive lower scores during evaluation. Develop-
ing methods to more effectively leverage fictional
dialogue data for enhancing the role-playing capa-
bilities of language models remains an open and
important research direction.

Models Overall Flu. Coh. Bg. Pers. US Emo. Dec. HL ED
Qwen2-7B 6.93 197 194 193 1.16 1.88 0.50 0.77 2.79 0.072
Beyond Dialogue 6.65 1.83 1.75 1.82 1.09 1.82 0.48 0.75 2.72 0.022
Qwen2.5-7B 696 1.99 191 195 1.21 1.93 048 0.75 2.77 0.069
LoRA (Ours) 6.70 1.88 1.82 1.78 1.13 1.83 0.51 0.80 2.65 0.054

Table 11: Evaluation results of fine-tuned models. All
models here are chat-version.

D Prompt Templates

The prompt template designed for LLMs to per-
form role-playing tasks is illustrated in Figure 6.
All the prompt templates utilized in the dataset
construction process are provided in Figures 7, 8,
9, and 10. For the evaluation phase, the prompts
employed to check sparse dimensions are listed in
Figures 11, 12, and 13. Additionally, the scoring
criteria are outlined in Figures 14, 15, and 16, while
the evaluation prompts are presented in Figures 17
and 18. A list of characters used in our evaluation
set is shown in Figures 22

17



Role-playing prompt.

System:

RE—NURENACHENT, BURZEMAFTIRTIRENAGRZY, IREIA
BREEMMESER-

User:

1 IR 7 H{novel_name}* H{character_name}, & & Fi N H & iy , 4 i &~
& {character_name M4 #& F11& = X A& F Bl B - iF 1 W i {character_name}H i&
[ ®BRAXEAWEL, #RES BN £31. #BETTK, NESTERSEE, 1§
L IXFF{character_name}I A BIZE, NEBBRIRE—TAIBIFEHIESEA .

(5 B-TT1A]
{character_profile}

BEEARISEA TS
[0 3E B F 3C-J78A)

5. {scene}
XSG . {dialogue}
DA N OC-E57R]

WETLULER, EHi{character_name}HIEE -

System:

You are a dedicated role-playing assistant, capable of fully immersing yourself in and embodying
the character you are playing, striving to exhibit the character’s true personality and emotions.
User:

Please play the role of {novel_name}’s {character_name}, completely immersing yourself in
their identity, and generate responses that match {character_name}’s personality and language
style. Accurately mimic {character_name}’s tone, expressions, and common vocabulary to
ensure the language feels natural and vivid. Avoid being overly long-winded, too formal, or too
polite. Always adhere to {character_name}’s character design and do not reveal that you are an
Al assistant or language model.

[Character Profile - Start]
{character_profile}
[Character Profile - End]

[Dialogue Context - Start]
Scene: {scene}

Dialogue History: {dialogue}
[Dialogue Context - End]

Please generate {character_name}’s response based on the information above.

Figure 6: Prompt for LLMs to perform role-playing tasks.
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Prompt for scene summary.

[£55]

TRRFERAE] — B NYIRERIE <2 2% SOA « IRBESS RS H AYIRHE S =ik . B
BEFBREMER . ADRATINIEREMNER, BXHEFTRIER R ESER, mA
XV BN BB T E R .

E=BEN
{text}

LA ]
{dialogue}

[EK]

1. GRWEAFERTHF . AIRMAYIRR, NMEEBEMIETFHIEBAZE . AYIT R
T MTENREELRE-

2. BE RGBSR, FIRTEER B R -

3. HRIMATEHIES0F LLA -

4. BEFEHINEER, THRIUMAA R .

[Task]

You will receive a piece of character dialogue and related reference text. Your task is to summarize
the scene description of the dialogue. Specifically, include the context in which the dialogue
occurs, the relationships between the characters, and the key framework of information upon
which the dialogue is based, rather than the specific content or plot direction of the dialogue.

[Reference Text]
{text}

[Character Dialogue]
{dialogue}

[Requirements]

1. The scene description should focus on the setting, premise, and character relationships, without
revealing the specific content, character actions, decisions, details, or subsequent developments of
the dialogue.

2. The language should be concise and fluid while ensuring natural flow.

3. The background description should be limited to 50 words or fewer.

4. Output the result directly, with no additional explanation or clarification.

Figure 7: Prompt for scene summary.
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Prompt for augmentation.

[1£%5]
PRFEEWC R — B NDIFHEFIFE RS 30K - IRIES ZIREINEAR S SHE UK, S
AFTUEHATIRIGENESS . DAES B S 3R AR A\ 2 BRI B Sh A T & -

1]

{examples?}

E=PEN
{text}

A%
{dialogue}

(K]

1. SRPRRIE: ISR B X AN OER -

2. BN 5EEE. BEIEREENE L ILEERNEHE, #aRinE =T .

3. BTRE: ARIENE S ELRIEER -

4 TFFEE: TSNS RS IEMEE, WA T EMN HiE L —SHRhE .-
5. BRI AER, TTRBOMA efidRE -

[Task]

You will receive a piece of character dialogue and related reference text. Your task is to extract a
concise summary for each line of dialogue, based on the dialogue content and reference text, to
help better understand the interactions between characters and the development of the plot.

[Example]
{examples}

[Reference Text]
{text}

[Character Dialogue]
{dialogue}

[Requirements]

1. Precision in extraction: Clearly identify the logical relationships and core information in the
dialogue.

2. Semantic completeness: Ensure all the semantics of the dialogue and the underlying logic are
covered, avoiding omission of important details.

3. Fidelity to the dialogue: Do not add assumptions or information unrelated to the dialogue.

4. Supports reconstruction: Ensure that the summarized content is detailed enough to reconstruct a
semantically consistent dialogue.

5. Output the result directly, with no additional explanation or clarification.

Figure 8: Prompt used in augmentation stage.
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Prompt for reconstruction.

[1£55]
HP5AI BIFEAE#TRAEIELS, REESERIESH KRR MALEK A EE
8, N EREA P ETHX AN RIS R

1]

{examples?}

[XF1]

{dialogue_with_explanation}

[Z3K]:

1 ERESZO: RIBAIR SN -5, AR RS TR REE -

2. fEFMER - B MBHIES . Wil B EERFRESIME, B RAEERSARE.

3. HEREIA GBS 2 W REF & R 52 H -

4. BRI RE. HPEAGEE S HMAREE T ERIER -

5. IRIEALRISHEN HXHEF SEOHA PR, mMAZESAIREHHNE -

[Task]

The user is engaging in a role-playing interaction with the Al assistant. Your task is to infer and
reconstruct the user’s input based on the prompts in <> and the role-played response from the Al

[Example]
{examples?}

[Dialogue]
{dialogue_with_explanation}

[Requirements]:

1. Focus on the task core: Infer the user’s input based on the AI’s response, not continuing the
dialogue or expanding the plot.

2. Use casual, natural, and fluent language that mirrors everyday conversation, avoiding formal or
awkward phrasing.

3. Ensure the reconstructed input maintains a logical flow in the conversation with the Al’s
response.

4. Avoid information crossover: The user’s input should not include information that hasn’t been
revealed yet in the dialogue.

5. Infer the user’s reasonable input from the AI’s response, rather than repeating the AI’s response
itself.

Figure 9: Prompt used in reconstruction stage.
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Prompt used to check the dialogue quality.

[1£45]
PRBEFRIG— DI Z BRI ZFENE o IRAMES B IX A Z AT IERI & -

4]

gt BFENEETEZHEN . B, EERBRERHEM - B -

P SHEZ ARG S ZHE . AREHIEIEFN - §i)E T &8 E B F - (F)
0, JE SR ERAE BT SR ) .

WAL BRAHERTMAZE (I—BRASBRINIET, AEEHBIARNCHAE)

1)

{examples}

%]
{scene}

[XF1i]
{dialogue}

[Z3K]

TERR RGNS, MRI N LZRIEEFERE LERMBL, EHH1, B0
O &7 ZE Ui PR -

[Task]

You will be provided with a multi-turn dialogue between two individuals. Your task is to evaluate
the quality of this multi-turn dialogue.

[Evaluation Dimensions]

Fluency: Is each line of dialogue logically smooth and natural? Is the language clear and unam-
biguous?

Coherence: Does the dialogue follow logical consistency? There should be no answers that are
off-topic, contradictions, or issues with information crossover (e.g., a question in the later part of
the dialogue should not have been answered in the earlier part).

Independence: Ensure the dialogue is limited to the two participants (e.g., in a conversation
between A and B, A should not speak to C).

[Example]
{examples}

[Scene]
{scene}

[Dialogue]
{dialogue}

[Requirements]
Please read through each line of the dialogue. If the multi-turn dialogue performs well on all
dimensions, output 1; otherwise, output 0 and provide a brief explanation.

Figure 10: Prompt used to check the dialogue quality.
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Prompt used to check the personality of the reference response.

[1E55]
T/J\Hzmﬁ—?%?i'ﬁﬁﬂ’]i?jtI«AZZ FER - EHRTZESREEI T AMIBE .
LA

{character_personality}

& £
5. {scene}
TG H . {dialogue}

[E£]

{response?}

BN
L AR Sl BRI, SR B RS R A -
2. (FANEEEE S N, #IJUTWEEEETZHJJ\%E» A, R BAARREL T R M
3. NI MR BT LARBAIANZ, E20IRS A
4. HiHE:
- HESREIMADNE, B0 -
- %@Eﬁéiifm)\%/[\ﬁ, AR A NME, TR -MEES R, HAEMERES -
5. EREL:
- AT S RIS R S AL AP g, X3iE L NSO TR R R AR -
- URRH AR (COREEME) | THREREEEE -
- it B AR MELIHER B A MEN -
[Task]
You will be provided with a multi-turn dialogue context and a response. Please determine whether the response reflects
the character’s personality.

[Character Personality]
{character_personality?}

[Dialogue Context]
Scene: {scene}
Dialogue History: {dialogue}

[Response]
{response}

[Requirements]
1. Carefully read the dialogue context to fully understand the background and situation.
2. Carefully read the response and determine whether it reflects the character’s personality, and identify the specific
traits it reflects.
3. The character’s personality only includes the content provided above. Do not identify any other traits.
4. Output format:
- If the response does not reflect the character’s personality, output ‘0°.
- If the response reflects the character’s personality, output the specific traits it reflects. If there are multiple traits,
separate them with commas.
5. Notes:
- When making the judgment, only consider whether the response reflects the character’s personality. The dialogue
context is used solely for understanding the background and situation.
- Only output the final result (‘O or specific personality traits) without any explanations or additional information.
- The specific personality traits output must be among the traits provided for the character.

Figure 11: Prompt used to check the personality of the reference response.
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Prompt used to check the emotion of the reference response.

[£55]
IR —B R AER L P —&EE . HARNZE SR TR ADIHIIELE -

g L3
5. {scene}

XSG . {dialogue}

[EI5]

{response}

[F3K]
1. AR E £ RO, Fe o BEhE R E S AR -
2. (FANEIREIS N, HAWTHZEIS RS RINE AYIRIELE, HiRH HBEBERE .
3. Bkt
- INRES AR ANDIELE, EHIH 0,
-IRES R H AYESE, EH1E3MARERER BAREERT, HHEZSSRE
IR -
4. EBET
- FIRTE B B RIS R W RIM AR, s BT UUH TEBE R FEE -
HEERHER (ORERESE) | ATEEMERET
[Task]
You will be provided with the context of a multi-turn dialogue and a response. Please determine
whether the response expresses the character’s emotions.

[Dialogue Context]
Scene: {scene}
Dialogue History: {dialogue}

[Response]
{response}

[Requirements]
1. Carefully read the dialogue context and fully understand the background and situation of the
conversation.
2. Carefully read the response and determine whether it expresses the character’s emotions, and
identify the specific type of emotion.
3. Output format:
- If the response does not express any emotion, output ‘0’;
- If the response expresses emotion, accurately describe the specific emotion type with 1 to 3
words, separated by commas, as the output result.
4. Notes:
- Only consider whether the response expresses the character’s emotion when making your
judgment. The dialogue context is only used for understanding the background and situation.
- Please output the result directly (‘0 or specific emotion), without any further explanation.

Figure 12: Prompt used to check the emotion of the reference response.
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Prompt used to check the decision of the reference response.

[£55]
RFFIRE—BZ RGN L T XU —&ES - FHMNZRSE T HI T AP RIRE -

& TR
5. {scene}

XHE H . {dialogue}

[EIZ]

{response}

[E3K]

1. YRR BEE BRI, SR BRSO R -

2. (AP EI S NE, FIRHZEIS R T ERIAYIAIRE -

3. R EBAREIMAYIHIRE, Fito, SNHH 1 -

4. EEEI

- AIWTE S R R SR BRI AYIRIRSE, W% LR A TR RAMES -
HEERHAR, ANHEE AR

[Task]

You will be provided with a multi-turn dialogue context and a response. Please determine whether
the response reflects the character’s decision.

o]

[Dialogue Context]
Scene: {scene}
Dialogue History: {dialogue}

[Response]
{response}

[Requirements]
1. Carefully read the dialogue context to fully understand the background and situation.
2. Carefully read the response and determine whether it reflects the character’s decision.
3. If the response does not reflect the character’s decision, output ‘0°, otherwise output ‘1°.
4. Notes:
- When making the judgment, only consider whether the response reflects the character’s
decision. The dialogue context is only used for understanding the background and situation.
- Please output the result directly without any further explanation.

Figure 13: Prompt used to check the decision of the reference response.
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Scoring dimensions and criteria.

PR

0%y MEEWEAEZL, FEBEER . AaAY, PmEgnNERs .

19 ESEAYRG, BRI EAR S A A SREREIL, B T ERZEA R .
293 ERIEREGY, EEERER, FIARE, FAHEW AR, T ERE.

R

0%r: EES ETFIXCEDEMANE, FARKMESY IR, REERR LT XHRENE .
19y [EE5 ETICEAMRK, EFE LR EHEGE, REEsEEER LTI,

29 EES ETFIGERMR, ERBEFHFSRER T LTI E S A .

A

05r: FES5SZEATNMABNMETENF, RIWHBIRN R PPERAFE -
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Fluency:

0 points: The response has noticeable disfluency, with grammar errors, inappropriate word choices, and a considerable amount of content that hinders
understanding.

1 point: The response is generally fluent, but there are minor, detectable grammar issues or imprecise word choices. Overall, it is acceptable but not
perfect.

2 points: The response is highly fluent, with correct grammar, precise word choices, and clear, natural expression. There are no noticeable issues.

Coherence:

0 points: The response is only loosely related to the context, with significant deviations or obvious omissions, failing to address key content of the context.
1 point: The response is mostly related to the context, but contains minor deviations or omissions, failing to fully address the context.

2 points: The response is fully related to the context, accurately understanding and completely responding to the information or questions in the context.

Personality:

0 points: The response completely deviates from the character personality in the reference response, displaying completely different personality traits.
1 point: The response mostly aligns with the character personality in the reference response, but there are minor inconsistencies that still fit with the
character setting.

2 points: The response is highly consistent with the character personality in the reference response, with a vivid and believable character portrayal.

Background:

0 points: The response significantly deviates from the character’s background, showing clear divergence in identity, experience, abilities, knowledge
scope, or interpersonal relationships.

1 point: The response mostly aligns with the character’s background, but contains minor inconsistencies with the character’s profile.

2 points: The response is highly consistent with the character’s background, fully aligning with the character’s identity, experience, abilities, knowledge
scope, and interpersonal relationships.

Utterance Style:

0 points: The response’s utterance Style significantly deviates from the character setting, with clear deviations in tone, sentence structure, or word choice
that fail to reflect the established language characteristics.

1 point: The response’s utterance Style mostly matches the character setting, but there are some subtle deviations, such as tone, sentence structure, or word
choice that are not fully in line with the intended style.

2 points: The response’s utterance Style is highly consistent with the character setting, with tone, sentence structure, and word choice fully aligned with
the established style, showcasing the expected linguistic traits.

Emotion:

0 points: The emotional expression in the response completely deviates from the reference response, showing a distinctly different emotional state.

1 point: The emotional expression in the response is mostly consistent with the reference response, but the emotional intensity does not fully match.

2 points: The emotional expression in the response is highly consistent with the reference response, perfectly replicating the emotional state and sentiment
of the reference response.

Decision:

0 points: The decision in the response deviates from the reference response, and does not align with the character setting or the context.
1 point: The decision in the response deviates from the reference response but is consistent with the character setting and context.

2 points: The decision in the response is highly consistent with the reference response.

Figure 14: Scoring dimensions and criteria for evaluation with a reference response.
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Scoring criteria for human-likeness evaluation.
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0 points: The response has issues with fluency, including but not limited to grammatical errors, lack of coherence, and logical confusion.

1 point: The response does not have obvious fluency issues, but the language style is mechanical and lacks personification, including but is not limited to:
- Encyclopedic style (listing facts directly, lacking emotion).
- Formulaic structure (too rigid, lacks flexibility).
- Redundant (repetitive or meaningless details).
- Sloganeering (hollow, lacking substantial content).
- Overly formal (lacking colloquial expressions, sounding stiff).

2 points: The response is fluent and logically clear, with some personification, but still has the following issues:
- The response lacks personality and is quite generic.
- Some formulaic or mechanical expressions are present.
- There are some lengthy or overly formal expressions.

3 points: The response is natural and fluent, with distinct personality and clear personification, including but not limited to:
- Colloquial expression that aligns with human conversational habits.
- Language is concise and clear, without being overly long or excessively polite.

Figure 15: Scoring criteria for human-likeness evaluation.

Scoring dimensions and criteria for evaluation without a reference response.

AN

04 EEFEIKAEMESG AERETRAA, RIHEIRT R EARERE -
15y EEHEIRAEMERBF & MERE, EFE—EMRE-

29y MEPEIMAEMESAERESE R, AEFRERHELAE.

1E%:

05r: EEMBERLERERETRANGT, HERMRZ SIS

15y EERIEERIAS AEREREHER, ([ERIEEREANTE 2L -

24y MEHBHERIEABRESE -, ZREWNT HENEMEERE - BRI -

RE:

093 IS AR E i & M B BUE RN EE B AR, T REIAEHE .

15y EERRERBAFEAERE, EFEENGEIHTT -

293 EIERREE R A A ERENNENS HIR, ThEWEH.

Personality:

0 points: The personality reflected in the response is completely inconsistent with the character’s setting, displaying drastically different traits.

1 point: The personality reflected in the response is generally consistent with the character’s setting, but there are some deviations.

2 points: The personality reflected in the response is highly consistent with the character’s setting, with a vivid and believable portrayal of the character.

Emotion:

0 points: The emotional expression in the response is completely inconsistent with the character’s setting, with an abrupt emotional shift lacking reasonable
buildup.

1 point: The emotional expression in the response is generally consistent with the character’s setting, but the emotional intensity does not fully match.
2 points: The emotional expression in the response is highly consistent with the character’s setting, perfectly replicating the character’s intended emotional
state and emotional tendency.

Decision:

0 points: The decision-making in the response severely deviates from the character’s established values or goals, with unreasonable behavioral motivations.
1 point: The decision-making in the response generally aligns with the character’s setting, but there are unreasonable elements.

2 points: The decision-making in the response fully aligns with the character’s established values or goals, with reasonable behavioral motivations.

Figure 16: Scoring dimensions and criteria for evaluation without a reference response. The evaluation criteria for
dimensions not displayed here are not influenced by the reference.
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Prompt for Evaluation.
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You will receive a response generated by the Al assistant playing the role of {character_name} from {novel_name}.
Your task is to score this response according to the specified evaluation criteria and process.

[Character Profile - Start]
{character_profile}
[Character Profile - End]

[Dialogue Context - Start]
Scene: {scene}

Dialogue History: {dialogue}
[Dialogue Context - End]

[Evaluation Dimensions and Criteria - Start]
{dimension}

{criteria}

[Evaluation Dimensions and Criteria - End]

[Response to be Evaluated - Start]
{response}
[Response to be Evaluated - End]

[Evaluation Process - Start]

1. Carefully read the character profile to fully understand the character’s personality traits, speaking style, behaviors,
relationships, and other key details.

2. Carefully read the context to clarify the background, setting, and the situation in which the character finds themselves.
3. Carefully read the evaluation dimensions and criteria to understand the core standards and requirements for scoring.
4. Score the quality of the response based on the evaluation dimensions and criteria.

[Evaluation Process - End]

Figure 17: Prompt for evaluation without a reference response.
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Prompt for Evaluation.
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You will receive a response generated by an Al assistant playing the role of {character_name} in {novel_name}, along with a high-quality reference
response. Your task is to score the response based on the specified evaluation criteria and follow the evaluation process.

[Character Profile - Start]
{character_profile}
[Character Profile - End]

[Dialogue Context - Start]
Scene: {scene}

Dialogue History: {dialogue}
[Dialogue Context - End]

[Evaluation Dimensions and Criteria - Start]
{dimension}

{criteria}

[Evaluation Dimensions and Criteria - End]

[Response to be Evaluated - Start]
{response}
[Response to be Evaluated - End]

[Reference Response - Start]
{reference}
[Reference Response - End]

[Evaluation Process - Start]

1. Carefully read the character information to fully understand the character’s personality traits, language style, behaviors, relationships, and other key
details.

2. Carefully read the context to clarify the background, setting, and situation in which the character is placed in the current dialogue.

3. Carefully read the evaluation dimensions and criteria to understand the core standards and requirements for each rating.

4. Compare the response to be evaluated with the reference response, analyze its performance in the {dimension} dimension, and judge whether it aligns
with the reference response.

5. Based on the evaluation dimensions, criteria, and the comparison with the reference response, score the quality of the response.

[Evaluation Process - End]

Figure 18: Prompt for evaluation with a reference response.
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Profile of Lin Daiyu.
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[Name] ....................................................................................................
Lin Daiyu

[Gender]
Female

[Identity]
Granddaughter of Jia Mu, cousin of Jia Baoyu, lover, confidante, commonly known as Miss Lin in the Jia household

[World]
Ancient chinese courtyard

[Experience]

Lin Daiyu is one of the main characters in A Dream of Red Mansions. She lost her mother at an early age and was
raised in the Jia household, where she grew up alongside Jia Baoyu. She is intelligent and sensitive, exceptionally
talented, but due to her frail health and proud personality, she often feels her life is tragic. She shares a deep bond with
Baoyu, but due to family interests and fate’s cruel twists, she is unable to fulfill her wishes. Eventually, after the decline
of the Jia family and the marriage of Baoyu and Xue Baochai, Daiyu dies heartbroken, fading away like an exquisite
flower, becoming a tragic figure under the constraints of feudal ethics.

[Personality]
Sensitive and melancholic, self-assured yet solitary, exceptionally talented, sincere in emotions, strong self-esteem,
morbid beauty

[Relationships]
Parents: Lin Ruhai, Jia Min; Grandmother: Jia Mu; Cousin: Jia Baoyu; Foster mother: Xue Yima

[Abilities]
Poetry creation, profound knowledge

[Language Style]
Elegant and ancient in style, Lin Daiyu’s speech is delicate and subtle, often carrying a sorrowful tone, with language
full of melancholy and poetic expression.

Figure 19: An example of character profile.
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An example of reference-guided LLM-as-a-judge evaluation.
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[Character Profile]

Name: Gao Qigiang

Gender: Male

Identity: Fishmonger, Xiaolingtong shop owner, General Manager of Construction Group, Chairman of Qiangsheng Group, the largest underworld leader
in Jinghai City

World: Modern China

Experience: Gao Qigiang was originally an ordinary fishmonger in Jinghai City. Due to the pressure of life, he gradually turned to the criminal underworld.
With his intelligence and ruthless methods, he slowly took control of the underground forces in Jinghai City, becoming the boss of the gang. Tempted by
power and wealth, he gradually lost himself and engaged in intense confrontations with the police. In the end, Gao Qigiang was destroyed under the
sanctions of the law, revealing the inevitable fate of the underworld forces.

[Scene]

Gao Qiqgiang and Gao Qisheng’s Xiaolingtong shop was set on fire, and they suspect Xu Jiang is involved. They plan to meet to discuss the matter.
[Dialogue History]

Gao Qiqgiang: "Hey... Hey? Speak!"

User (Xu Jiang): "Hey, the phone signal is really bad. How about 3 PM tomorrow? Pick a safe place to meet."

Gao Qiqgiang: "Let’s go to the busiest place."

User (Xu Jiang): "No problem, we’ll meet in the busy market. But you need to help me shake off the police tailing us."

[Reference Response]
Gao Qiqgiang: "Why should I take care of it?"

[Character Traits Displayed]
Personality: None

Emotion: Discontent, Anger
Decision: Yes

[Response to be Evaluated]
Gao Qiqgiang: "Fine, stop wasting time. See you then, don’t pull any tricks, or I can’t guarantee your safety."

[Score]

Fluency: 2
Coherence: 2
Background: 2
Utterance Style: 2
Emotion: 0
Decision: 1
Human-likeness: 2

Figure 20: An example of reference-guided LLM-as-a-judge evaluation. The red text reflects emotions and decision
that differ from the reference response, providing a basis for scoring.
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An example of our method on the English dialogue.

Character Dialogue

- Harry : I'm not coming back, Hermione. I got to finish whatever Dumbledore started. And I don’t
know where that’ll leave me, but I'll let you and Ron know where I am... when I can.

- Hermione : I've always admired your courage, Harry. But sometimes, you can be really thick.

You don’t really think you’re going to be able to find all those Horcruxes by yourself, do you? You
need us, Harry.

Augmentation

Explanation : [Harry declares his intent to continue Dumbledore’s mission and expresses
uncertainty about his future, promising to update Hermione and Ron when possible.]

Reconstruction

- Harry : I must continue with this task as Dumbledore entrusted it to me, and I can’t just give up

now. Although I’m not sure how to find them all, I’1l figure it out. I will inform you and Ron when
possible.

Figure 21: An example output of our method on the English dialogue from Figure 1b.
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Characters used in the evaluation set.
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Huang Rong and Guo Jing (Legends of the Condor Heroes)
Li Yunlong (Drawing Sword)

Jing Tian and Xue Jian (Chinese Paladin: Sword and Fairy)
Zhang Wuji (The Heaven Sword and Dragon Saber)
Xu Sanduo (Soldiers Sortie)

Jiajing and Hai Rui(Ming Dynasty in 1566)
Sun Wukong (Journey to the West)

Zhen Huan, Xuan Ling and Hua Fei (The Legend of Zhenhuan)
Jia Baoyu, Wang Xifeng, and Lin Daiyu (Dream of the Red Chamber)
Wei Xiaobao (The Deer and the Cauldron)

Fan Xian (The Joy of Life)

Wei Wei (LOVE 020)

Song Jiang and Li Kui(Water Margin)

Gao Qiqiang (The Knockout)

Linghu Chong (The Smiling, Proud Wanderer)
Xu Fengnian (Sword Snow Stride)

Meng Fanliao and Silasila (My chief and my regiment)
Chu Liuxiang (The Legend of Chu Liuxiang)
Tang San (Doula Continent)

Ruoxi (Startling by Each Step)

Mei Changsu (Nirvana in Fire)

Pang Zi (The Graver Robbers’ Chronicles)

Hua Qian Gu (The Journey of Flower)

Hu Bayi (Ghost Blows Out the Light)

Ye Xiu (The King’s Avatar)

Ning Que (Ever Night)

Meng Xinghun (Meteor,Butterfly And a Sword)
Li Xunhuan (Sentimental Swordsman, Ruthless Sword)
Ru Yi (Ruyi “s Royal Love in the Palace)

Luo Zhi (Unrequited Love)

Guan Hongfeng (Day and Night)

Duan Yu (Demi-Gods and Semi-Devils)

Andy (Ode to Joy)

Han Ziqi (The Jade King)

‘Wei Wuxian (The Founder of Diabolism)

Ming Lan (The Story of Minglan)

Figure 22: List of characters used in the evaluation set.
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