
CharacterCraft: Bridging the Literature-Reality Dialogue Gap for
Practical Role-Playing Agents

Anonymous ACL submission

Abstract

Recent advancements in large language mod-001
els (LLMs) have given rise to the emergence002
of role-playing agents (RPAs). The develop-003
ment of high-quality dialogue datasets is crit-004
ical for advancing RPAs. However, existing005
datasets have two main issues: (1) the bias be-006
tween query distributions and real-world user007
language usage, and (2) the challenge of ensur-008
ing responses accurately reflect character traits.009
To address these issues, we propose Character-010
Craft, a novel framework designed for practi-011
cal RPAs, comprising a tailored Chinese role-012
playing dataset and a robust evaluation method.013
First, we develop a specialized model for Chi-014
nese dialogue extraction, achieving state-of-the-015
art performance. Using this model, we then ex-016
tract a large amount of character dialogue from017
novels, ensuring high data quality (issue 2). To018
mitigate the literature-reality dialogue bias in019
extracted dialogue (issue 1), we introduce an020
iterative augmentation-reconstruction method,021
which revises queries to better align with com-022
mon language usage. Additionally, we propose023
a context-aware memory retrieval module for024
fine-grained alignment with the character and025
introduce a reference-guided LLM-as-a-judge026
evaluation method for more reliable assess-027
ments by comparing their responses to source028
material dialogues. Our automated pipeline029
produces a large-scale high-quality Chinese030
role-playing dataset with 21,392 samples and031
121,418 utterances. The experimental results032
demonstrate the effectiveness of our framework033
and reveal the limitations of existing RPAs034
when faced with diverse scenes.035

1 Introduction036

The rapid advancement of large language models037

(LLMs) has spurred significant innovations across038

various real-world applications (Si et al., 2024; Jin039

et al., 2024; Shanahan et al., 2023). Within these ap-040

plications, role-playing agents (RPAs) (Shao et al.,041

2023) have gained prominence as a critical area, al-042

Hermione, do you think this spell will work on 
the dragon?

Harry, I believe it will, but we must ensure the incantation is 
precise and our wands are properly aligned.

(a) Synthetic Dialogue

I'm not coming back Hermione. I've got to finish whatever Dumbledore started, 
and I don't know where that'll lead me, but I'll let you and Ron know where I am 
when I can. 

I've always admired your courage Harry, but sometimes you can be really 
thick. You don't really think you're going to be able to find all those 
horcruxes by yourself do you? You need us Harry. 

(b) Character Dialogue

What's your favorite spell, Hermione?

Oh, that's an easy one—Alohomora! It's ever so useful for unlocking 
things, though I must admit, I also have a soft spot for Protego—you 
can never be too prepared! Why do you ask?

(c) Human-Character Dialogue

Figure 1: Examples of three types of role-playing di-
alogue. (a) Dialogue synthesized by LLMs. Words
highlighted in the response are dull and do not reflect
the character traits. (b) Character dialogue extracted
from literary works. The query is highly characterized,
with a significant difference from user interactions. (c)
Dialogue between users and RPAs.

lowing users to engage with immersive and highly 043

personalized characters. Platforms like Charac- 044

ter.AI1 and Xingye2 exemplify this trend, showcas- 045

ing how LLMs can create interactive experiences 046

that cater to diverse user preferences. Recent re- 047

search indicates that high-quality role-playing di- 048

alogue datasets are essential for both developing 049

RPAs (Yu et al., 2024b; Bai et al., 2024) and evalu- 050

ating their performance (Wang et al., 2023; Zhou 051

et al., 2024b; Wang et al., 2024). 052

However, these existing efforts towards high- 053

quality role-playing dialogue datasets face two se- 054

rious issues: (1) the bias between query distribu- 055

tions and language usage of common users, and 056

(2) the challenge of ensuring responses accurately 057

reflect character traits. Although employing hu- 058

1https://character.ai/
2https://www.xingyeai.com/
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man experts is ideal for corpus construction (Zhou059

et al., 2024a), the high costs and limited scalability060

hinder its widespread adoption. In contrast, the061

automated methods for constructing role-playing062

datasets mainly fall into two categories: synthetic063

data-based approach (Wang et al., 2023) and liter-064

ary resources-based approach (Tu et al., 2024).065

The synthetic data-based approach uses LLMs to066

generate user-character dialogues, making it cost-067

effective and easily expandable (Ge et al., 2024).068

However, even state-of-the-art LLMs struggle to069

achieve precise alignment with the target charac-070

ter, resulting in synthetic dialogues that tend to be071

formulaic and dull, as shown in Figure 1a. Thus,072

synthetic data fails to address issue 2. The liter-073

ary resources-based approach involves extracting074

character dialogues from literary sources (Tu et al.,075

2024). The exceptional quality of the dialogues076

is beyond doubt, as the roles’ characteristics are077

well-defined and thoroughly developed in these078

literary works (Chen et al., 2024c). However, sev-079

eral serious problems remain. Firstly, accurately080

extracting dialogues is not a straightforward task,081

with even advanced LLMs achieving accuracy rates082

below 90%, as shown in Table 1. Additionally,083

the language style and pattern of dialogue in liter-084

ary works typically differ from real-world interac-085

tions between users and RPAs (see Figure 1b and086

1c). Consequently, evaluations conducted on these087

datasets may fail to accurately represent authentic088

role-playing capabilities in real-world applications,089

as detailed in §C.1, thereby failing to address issue090

1.091

To address these challenges, we propose Charac-092

terCraft, a novel role-playing framework designed093

to better align with real-world application scenar-094

ios, including dataset construction, a context-aware095

memory retrieval module, and a reference-guided096

LLM-as-a-judge evaluation method. To ensure097

high-quality dialogue sources (issue 2), we be-098

gin by extracting character dialogues from literary099

works. Given the accuracy limitations with current100

LLMs, we develop a dialogue extraction model101

trained on a manually annotated dataset. Our model102

achieves an extraction accuracy of 94.53%, signifi-103

cantly surpassing the advanced LLMs (e.g., GPT-104

4o at 89.84%). To mitigate the literature-reality di-105

alogue bias (issue 1), we introduce an iterative aug-106

mentation-reconstruction approach. Since the dia-107

logues extracted from the novel are disconnected108

from their context, potentially leading to a lack109

of semantic coherence, during the augmentation110

stage, we generate contextual explanations for each 111

utterance using information from the source mate- 112

rial. This process incorporates context beyond the 113

dialogue to enhance semantic coherence and com- 114

pleteness. In the reconstruction stage, we mask the 115

original query and use the explanations generated 116

during the augmentation stage to guide the LLM in 117

inferring and reconstructing user queries that better 118

match the language usage of common users. To the 119

end, we construct a large-scale, high-quality Chi- 120

nese role-playing dataset, including 21,392 multi- 121

turn dialogues and 121,418 utterances from 369 122

characters. 123

The character profiles only provide static infor- 124

mation. To achieve fine-grained alignment with 125

the character across diverse scenes, we design a 126

context-aware memory retrieval module. This mod- 127

ule extracts contextually similar instances from a 128

character memory repository and integrates them as 129

contextual knowledge, strengthening the model’s 130

capacity to capture character traits and behavioral 131

patterns. For evaluation, prior studies typically 132

rely on reward models (Tu et al., 2024; Chen et al., 133

2024a) or LLM-as-a-judge approaches (Liu et al., 134

2024a). Nevertheless, reward models trained on 135

limited datasets are often unreliable (Liu et al., 136

2024b) (detailed in §C.2), while LLM-as-a-judge 137

evaluations may suffer from the insufficient back- 138

ground knowledge of the character (Chen et al., 139

2024c). To address these limitations, we propose 140

reference-guided LLM-as-a-judge. By providing 141

character responses from source materials as eval- 142

uation references, this approach enables more pre- 143

cise performance assessments of RPAs. 144

Our contributions are summarized as follows: 145

• We develop a dialogue extraction model that 146

achieves state-of-the-art performance in Chi- 147

nese dialogue extraction tasks. 148

• We analyze the biases between existing role- 149

playing datasets and real-world application 150

scenarios, and construct a large-scale, high- 151

quality Chinese role-playing dataset designed 152

to better align with real-world scenarios and 153

evaluation needs. 154

• We propose a context-aware memory retrieval 155

module for fine-grained alignment with the 156

character across diverse scenes and introduce 157

reference-guided LLM-as-a-judge for stable, 158

comprehensive evaluation of RPAs across 159

multiple dimensions. 160
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Parse

Profiles

Daiyu

Name : Lin Daiyu

Gender : Female

World : Ancient China

Personality : …

Identity : …

Experience : … 

Relationship : …

Utterance style : …

Extract

Raw Dialogue

Filter & Standardize

Scene: …

Instances

Raw Data Collection

Generate

Dialogue Explanation Dialogue Explanation

User's possible 

query?

Iterate

Augmentation-Reconstruction

Novels

LLM

(a) Dataset Construction

Evaluation

General 

Conversational 

Skills

Fluency

Coherency

Role-Playing 

Ability

Background

Personality

Utterance Style

Emotion

Decision

Immersion and 

Attractiveness

Human-Likeness

Expression Diversity

Role-Playing Instruction

You are a dedicated role-playing 

assistant, fully capable of 

immersing yourself in the character 

you portray, striving to showcase 

the character's true personality and 

emotions.

Character Profile

Name : Daiyu Lin             

Gender : …           Experience: …

World : …             Ability : …

Personality : …     Relationship : …

Identity : …

Utterance style : …

Scene Description

Jia Baoyu meets Lin Daiyu for the 

first time. The two inquire about 

each other's circumstances, 

attempting to establish a connection 

and deepen their understanding of 

one another.

Dialogue History

User : Have you ever studied?

Lin Daiyu : I haven’t studied, only 

attended school for a year—just 

enough to recognize a few characters.

…

User: Do you have jade as well?

Role-Playing Context

I have a piece of jade, which is a 

treasure close to my heart.

I do not possess such a thing. It seems that 

piece of jade is indeed a rare artifact, how 

could it be something that everyone owns!

Evaluation Object 

Reference From Novel

Reference-Guided LLM-as-a-Judge

Dimensions & Criteria

(b) Performance Evaluation

Figure 2: Illustration of CharacterCraft. (a) CharacterCraft-Data includes character profiles collated from online
encyclopedia, scenes summarized by LLMs, dialogues meticulously revised using the augmentation-reconstruction
method. (b) CharacterCraft-Eval conducts evaluation across 9 dimensions of 3 aspects.

2 Problem Definition161

The Role-Playing Agent (RPA) is designed to allow162

users to interact with immersive and highly person-163

alized characters. In practical applications, a hu-164

man user interacts with an RPA designed to imitate165

a specific character C. The character C is defined by166

a profile P , which includes essential attributes such167

as identity, linguistic style, personality, etc. The168

interaction takes place in a scene S and a dialogue169

context D = [q1, r1, q2, r2, . . . , qn] where qi and ri170

represent the i-th utterances from the human user171

and the RPA, respectively. The goal of the RPA is172

to generate a response rn = RPA(P,S,D) which173

is consistent with the character’s profile P . No-174

tably, in real-world applications, human users may175

also obtain a specific character identity to enhance176

interactions. However, users typically do not con-177

sciously align their language style with the role they178

are playing. Thus, we assume that users’ linguistic179

patterns exhibit alignment with daily communica-180

tion or common language usage.181

3 CharacterCraft Corpora182

As presented in Figure 2a, we construct Character-183

Craft dataset, a large-scale, high-quality Chinese184

role-playing collection that aligns with real-world185

user interactions. All prompts used in this section186

are detailed in §D. 187

3.1 Dataset Construction 188

The dataset construction process consists of four 189

steps: raw dialogue extraction, dialogue filtering, 190

augmentation-reconstruction, and manual verifica- 191

tion. 192

Raw Dialogue Extraction: The performance 193

of advanced LLMs (e.g., GPT-4o) in dialogue 194

extraction tasks remains suboptimal (Yu et al., 195

2024b). These models frequently struggle with 196

accurately extracting dialogues and correctly identi- 197

fying speaker roles. To mitigate this issue, we man- 198

ually annotate a subset of the data to ensure precise 199

dialogue extraction, as detailed in §A.1. Lever- 200

aging this annotated dataset, we fine-tune Qwen2- 201

1.5B-Instruct as a dialogue extraction model. As 202

shown in Table 1, our model outperforms state-of- 203

the-art LLMs in Chinese dialogue extraction tasks 204

and establishes a robust foundation for subsequent 205

data processing. Following this, the text from nov- 206

els is segmented using a heuristic algorithm (Li 207

et al., 2023), and our model is applied to extract 208

utterances from each segment. 209

Dialogue Filtering: We calculate the frequency 210

of each character’s dialogue appearances. Char- 211

acters who exceed a predefined dialogue count 212

threshold are selected as target characters, effec- 213
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Model Params Recall Accuracy

GPT-4o - 89.84% 94.42%

GPT-3.5-Turbo - 67.91% 77.12%

GLM4-plus - 81.90% 84.73%

Deepseek-V3 671B 88.45% 93.51%

Qwen2.5-72B-Instruct 72B 85.38% 92.30%

Ours 1.5B 94.53% 94.94%

Table 1: Comparison of LLMs in dialogue extraction:
Params, Recall and Accuracy.

tively filtering out minor characters with limited214

involvement. Next, we manually construct detailed215

character profiles by collating information from216

Baidu Baike3 and Wikipedia4 (detailed in §A.2).217

We retain dialogue exchanges between two charac-218

ters until a third character intervenes. To prevent a219

single multi-turn dialogue from spanning multiple220

scenes or plot points, we assess continuity by mea-221

suring the token-level distance between adjacent222

utterances. If this distance exceeds a predefined223

threshold, we segment the dialogue to maintain co-224

herence. Then we use GPT-4o to summarize the225

scene for each segment.226

Augmentation-Reconstruction: Through pre-227

vious steps, we collect a substantial dataset of228

multi-turn dialogues. However, these dialogues229

take place between characters in literary works,230

which differ significantly from the language us-231

age of users in real-world applications. To address232

this bias, we propose an iterative augmentation-233

reconstruction method. In the augmentation stage,234

given the original text X and the multi-turn dia-235

logue D = [q1, r1, q2, r2, . . . , qn, rn], we use GPT-236

4o to generate an augmented contextual explana-237

tion for each utterance, which can be represented238

as:239

E = [e11, e12, e21, e22, . . . , en1, en2], (1)240

where each ei1 and ei2 correspond to the expla-241

nations for the i-th utterances of two characters.242

Formally, the generation process is defined as:243

E = M(TA(X ,D)), (2)244

where M represents the LLM (e.g., GPT-4o) respon-245

sible for generating explanations and TA represents246

the prompt template used to generate explanations.247

3https://baike.baidu.com/
4https://www.wikipedia.org/

The explanation E provides a concise summary of 248

each utterance, incorporating contextual informa- 249

tion outside the conversation. In the reconstruction 250

stage, we mask the original query within each dia- 251

logue and use the explanations generated during the 252

augmentation stage to iteratively guide the model 253

in inferring and reconstructing user queries that 254

better match real-world application needs. Algo- 255

rithm 1 shows the pseudo codes. Specifically, for 256

each turn in the dialogue, the model M is prompted 257

with a combination of reconstructed queries and 258

explanations from previous turns, along with the 259

corresponding responses. This process iteratively 260

builds the dialogue by reconstructing the current 261

user query q′i, using the augmented explanation ei1 262

as a guide. The resulting reconstructed dialogue 263

D′ preserves the semantic meaning of the original 264

dialogue D while adapting its style and structure to 265

match the language usage of common users. 266

Algorithm 1 Augmentation-Reconstruction
Input: Original text X , Multi-turn dialogue D =
[q1, r1, q2, r2, . . . , qn, rn], LLM M, Prompt template for gen-
erating explanations TA, Prompt template for query recon-
struction TR

1: Set the final reconstructed multi-turn dialogue D′ = ϕ
2: Get the explanation E via Eq.(2)
3: for i = 1, 2, . . . , n do
4: Set L = [(q′1, e11), (r1, e12), . . . , ei1, (ri, ei2)]
5: q′i = M(TR(L))
6: Append the i-th reconstructed query q′i to D′

7: Append the i-th response ri to D′

8: end for
Output: The final reconstructed multi-turn dialogue D′

Manual Verification: We use GPT-4o to eval- 267

uate the coherence and fluency of multi-turn di- 268

alogues. Dialogues identified as low-quality un- 269

dergo manual revisions. Please refer to §A.3 for 270

further details. 271

3.2 Dataset Analysis 272

As shown in Table 2, our dataset includes 21,392 273

multi-turn dialogues and 121,418 utterances from 274

369 unique characters, which is significantly larger 275

than most existing datasets, providing a more com- 276

prehensive resource for role-playing tasks that re- 277

quire both diversity and quality. 278

We use perplexity to evaluate the coherence of 279

multi-turn dialogues. Specifically, we calculate per- 280

plexity scores using Qwen2.5-7B-Instruct, which 281

predicts the next utterance based on role-playing 282

instructions and dialogue history. Lower perplexity 283

values indicate higher contextual coherence (Sar- 284

tor et al., 2024). As shown in Table 3, our dataset 285
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Dataset Source1 Automated Construction Multi-turn # Roles #Sessions #Turns #Avg. Sessions #Avg. Turns

HPD  ✗ ✓ - 1191 15542 - 13.05
RoleLLM # ✓ ✗ 100 - 23463 - -
CharacterEval  ✓ ✓ 77 1785 16565 23.18 9.28
CharacterGLM ⊙ ✗ ✓ 250 1034 32816 4.14 31.74
CharacterLLM # ✓ ✓ 9 1600 21120 177.78 13.20
Beyond Dialogue  ✓ ✓ 311 3552 23247 10.73 6.54
WIKIROLE # ✓ ✓ 3092 7086 36164 2.29 5.10
CharacterCraft (Ours) G# ✓ ✓ 369 21392 121418 57.97 5.68
1  : Literary Resources; #: Synthetic Data; ⊙: Human Role-playing; G#: Hybrid Data

Table 2: Dataset statistics. Comparing our dataset with existing open-source role-playing datasets.

outperforms other role-playing corpora.286

Additionally, we use Kullback-Leibler (KL) di-287

vergence (Kullback and Leibler, 1951) to mea-288

sure the similarity between the distribution of user289

queries in the role-playing dialogue dataset and that290

of real-world human conversations. KL divergence291

quantifies the difference between the dataset’s prob-292

ability distribution and the reference distribution,293

which, in this case, is the NaturalConv (Wang et al.,294

2021) —a Chinese multi-turn dialogue collection295

from authentic human conversations. A lower KL296

divergence suggests that the user query distribu-297

tion is closer to the distribution observed in regular298

human conversations. As shown in Table 3, our299

dataset outperforms other role-playing datasets in300

both perplexity and KL divergence, indicating that301

its query distribution more closely resembles real-302

world human dialogue.303

We also conduct an ablation study to evalu-304

ate the performance of our dataset without the305

augmentation-reconstruction method. The results306

show a noticeable increase in both perplexity and307

KL divergence, highlighting the importance of our308

method in improving dataset quality.309

Dataset Perplexity↓ KL Divergence↓

Beyond Dialogue 3.67 0.71

Charactereval 3.62 0.68

Ours 3.54 0.55
- w/o A-R 3.71 0.73

Table 3: Comparison of our dataset with other role-
playing Datasets. The perplexity metric is calculated
using Qwen2.5-7B-Instruct, while the KL divergence
is computed for each dataset relative to the Natural-
Conv dataset. Here, ‘A-R’ means the augmentation-
reconstruction stage.

3.3 Context-Aware Memory Retrieval310

Based on the dataset we developed, we design a311

context-aware memory retrieval module to provide312

relevant context to RPAs. Specifically, we treat 313

all data associated with a character as its memory 314

repository, encoding it into embedding vectors for 315

each scene and query using BGE-large (Xiao et al., 316

2024). When an RPA is presented with a new scene 317

and query, we retrieve the most relevant instance 318

from the character’s memory repository to serve 319

as a demonstration, guiding the RPA to generate 320

responses that align with the character’s traits. 321

4 CharacterCraft-Eval 322

In this section, we begin by outlining a series of 323

evaluation dimensions from three aspects, as shown 324

in Figure 2b. We then introduce our reference- 325

guided LLM-as-a-judge method, which provides 326

stable and comprehensive assessments of RPAs. 327

4.1 Evaluation Dimensions 328

Integrating prior work (Dai et al., 2024; Xu et al., 329

2024), we propose a three-aspect evaluation frame- 330

work to thoroughly evaluate the performance of 331

RPAs, which encompasses general conversational 332

skills, character consistency, and immersion and 333

attractiveness (detailed in §B). 334

At first, the ability of RPAs to maintain fluent 335

and coherent communication with users is the most 336

important aspect. We can measure this aspect us- 337

ing two dimensions: fluency (Flu.) and coherency 338

(Coh.) (Tu et al., 2024). 339

Character consistency is crucial for evaluating 340

RPAs, measuring their ability to convincingly im- 341

itate and sustain a distinct character by aligning 342

their language and behaviors with the given charac- 343

ter. We utilize background (Bg.) (Yu et al., 2024b) 344

and personality (Pers.) (Wang et al., 2024) to as- 345

sess how well RPAs align with the character’s 346

background and personality. Moreover, we uti- 347

lize utterance style (US) to measure whether the 348

language style of RPAs matches that of the char- 349

acter (Yu et al., 2024a). Also, we adopt emotion 350

(Emo.) (Zhou et al., 2024b) and decision (Dec.) (Xu 351
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et al., 2024) to evaluate whether the RPAs exhibit352

emotions and decision-making abilities consistent353

with those of the character.354

In addition to these aforementioned aspects, im-355

mersion and attractiveness are other critical factors,356

referring to the ability to empower an immersive357

and engaging user experience. Here, we choose358

human-likeness (HL) (Zhou et al., 2024b) to eval-359

uate the naturalness of the RPAs’ responses, and360

expression diversity (ED) to measure the richness361

and diversity of the responses generated by RPAs.362

More specifically, the dimensions of general363

conversational skills and character consistency are364

rated using a 3-point scale (0-2), while human-365

likeness is rated on a 4-point scale (0-3). The higher366

score indicates better performance in each dimen-367

sion. Expression diversity is measured by comput-368

ing the mean value of the Self-BLEU metric (Zhu369

et al., 2018) derived from the responses generated370

by the RPA. The higher score indicates that the371

RPA’s responses are less diverse. Furthermore,372

since the character traits reflected in the response373

vary with the scene, we classify these dimensions374

as dynamic (personality, emotion, decision) and375

static (others). These evaluation dimensions are376

described with more details in §D.377

4.2 Reference-Guided LLM-as-a-Judge378

LLM-as-a-judge is widely used for evaluating379

open-ended generation tasks, including dialogue380

response generation, summarization, and creative381

writing (Li et al., 2025; Zheng et al., 2023). As a re-382

sult, numerous studies employ LLMs as evaluators383

for RPAs (Liu et al., 2024a; Yu et al., 2024a). How-384

ever, as noted by Chen et al. (2024c), LLMs often385

struggle to deeply understand characters, limiting386

their effectiveness. Although character profiles are387

provided to the judge model, these static profiles388

contain limited information and fail to help the389

model adapt to diverse scenes. When the judge390

model lacks clarity on what constitutes an appro-391

priate response, its reliability is significantly com-392

promised. To address this challenge, we propose a393

reference-guided LLM-as-a-judge method. Specif-394

ically, for dynamic dimensions, we provide the395

judge model with character responses from the396

same scenes in the novel as ground truth. Addition-397

ally, we refine the evaluation criteria to ensure that398

the judge model incorporates these reference re-399

sponses during the evaluation process. As noted by400

Zhou et al. (2024b), the manifestation of character401

traits across dynamic dimensions within responses402

is sparse, meaning that multiple dimensions of char- 403

acter traits are unlikely to be observed in a single 404

response. Therefore, before evaluation, we first 405

use GPT-4o to analyze the ground truth for each 406

instance and determine the character dimensions it 407

reflects, which we then assess further. 408

5 Experiments 409

5.1 Experiment Setup 410

Datasets. Due to the high computational cost of 411

employing GPT-4o API, following previous stud- 412

ies (Yu et al., 2024b; Ahn et al., 2024), we sample 413

500 session instances from the dataset to evaluate 414

the performance of RPAs. Specifically, we manu- 415

ally select 40 characters from the dataset, focusing 416

primarily on protagonists or secondary protagonists 417

from novels. For each selected character, we sam- 418

pled at least 10 session instances, which were then 419

combined to form the final test set. 420

Setting. For an instance containing character pro- 421

file P , scene description S and dialogue context 422

D, we can get a response rn = RPA(P,S,D) as 423

we discussed in Section 2. The response rn is our 424

evaluation object. 425

Baselines. As shown in Table 5, we evaluate a 426

diverse set of LLMs, including open-source mod- 427

els, proprietary models, and models specialized 428

for role-playing tasks. For open-source LLMs, 429

we evaluated the chat-version of the following: 430

Qwen2.5 (Qwen, 2025), Baichuan2 (Yang et al., 431

2023), GLM-4 (GLM et al., 2024), Yi-1.5 (Young 432

et al., 2024), and DeepSeek-V3 (DeepSeek-AI, 433

2024). For proprietary LLMs, we select several 434

widely recognized models: GPT-3.5-Turbo, GPT- 435

4o (Achiam et al., 2023) and Doubao-1.5-Pro. Ad- 436

ditionally, we include two LLMs specifically opti- 437

mized for role-playing tasks: Baichuan-NPC and 438

CharacterGLM (Zhou et al., 2024a). A consistent 439

prompt is used for all models, with minor modifi- 440

cations applied only to Baichuan-NPC due to its 441

unique API requirements. 442

Evaluation on LLM-as-a-Judge. We employ hu- 443

man annotators to evaluate responses generated by 444

Qwen2.5-7B-Instruct in a reference-guided setting. 445

Details of the annotation procedure are described 446

in §A.3. Comparative assessments are then con- 447

ducted across several LLMs under both reference- 448

guided and reference-free conditions. The results 449

in Table 6 reveal that LLMs (e.g., GPT-4o) show 450

a low correlation with human evaluations in dy- 451

namic dimensions without references, suggesting 452
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Models Overall
Conversation Character Consistency Immersion

Flu.↑ Coh.↑ Bg.↑ Pers.↑ US↑ Emo.↑ Dec.↑ HL↑ ED↓
Proprietary models

GPT-3.5-Turbo 6.71 1.97 1.86 1.89 1.13 1.77 0.46 0.76 2.52 0.052
GPT-4o 7.36 1.99 1.99 1.99 1.44 1.98 0.63 0.91 2.92 0.076
Doubao-1.5-pro 7.43 1.97 1.92 1.98 1.53 1.95 0.68 1.03 2.94 0.077
Baichuan-NPC 6.57 1.97 1.78 1.84 1.01 1.63 0.50 0.82 2.46 0.024
CharacterGLM 7.11 1.98 1.93 1.98 1.21 1.94 0.63 0.85 2.71 0.055

Open-source models

Baichuan2-7B-Chat 6.49 1.97 1.86 1.90 1.02 1.71 0.41 0.71 2.33 0.074
Baichuan2-14B-Chat 6.69 1.98 1.79 1.91 1.09 1.81 0.44 0.76 2.59 0.067
GLM-4-9B-Chat 7.11 1.99 1.94 1.94 1.29 1.94 0.59 0.81 2.88 0.102
Yi-1.5-9B-Chat 6.63 1.96 1.82 1.89 1.07 1.75 0.46 0.74 2.61 0.081
Qwen2.5-7B-Instruct 6.96 1.99 1.91 1.95 1.21 1.93 0.48 0.75 2.77 0.069
Qwen2.5-14B-Instruct 7.10 1.99 1.95 1.98 1.23 1.94 0.59 0.78 2.83 0.072
Qwen2.5-72B-Instruct 7.22 1.99 1.99 1.99 1.29 1.96 0.60 0.83 2.92 0.082
Deepseek-V3 7.41 1.99 1.99 1.98 1.49 1.99 0.70 0.91 2.98 0.104

With CMR

Qwen2.5-7B-Instruct+CMR 7.23 1.99 1.90 1.94 1.28 1.93 0.68 0.95 2.85 0.060
Qwen2.5-14B-Instruct+CMR 7.37 1.99 1.93 1.96 1.35 1.93 0.76 1.02 2.88 0.062
Qwen2.5-72B-Instruct+CMR 7.49 1.99 1.99 1.99 1.47 1.94 0.78 1.05 2.90 0.078

Table 4: Main results. The Overall score was calculated by summing the normalized values of all dimensions, with
the ED dimension directionally inverted. ‘CMR’ here means the context-aware memory retrieval module. Best
performances are shown in bold, while suboptimal ones underlined.

limited reliability. In contrast, our reference-guided453

method substantially improves the correlation be-454

tween LLMs and human judgments.

Models Specialized Params Open-Source Primarily Language

Qwen2.5 ✗ 7B, 14B, 72B ✓ zh
Baichuan2 ✗ 7B, 14B ✓ zh
Glm-4 ✗ 9B ✓ zh
Yi-1.5 ✗ 9B ✓ zh
Deepseek-V3 ✗ 671B ✓ zh

Baichuan-NPC ✓ - ✗ zh
CharacterGLM ✓ - ✗ zh

GPT-3.5-Turbo ✗ - ✗ en
GPT-4o ✗ - ✗ en
Doubao-1.5-pro ✗ - ✗ zh

Table 5: LLMs evaluated in our experiments.

455

5.2 Experimental Results456

As presented in Table 4, we report the average457

performance across all test instances for each eval-458

uated RPA, including the Qwen2.5 series models459

with our context-aware memory retrieval module.460

The experimental results reveal a strong correlation461

between the role-playing capabilities of LLMs and462

their general performance. LLMs such as GPT-463

4o, Deepseek-V3, and Doubao-1.5-pro, which ex-464

celled on our benchmark, also achieved excep-465

tional results in general capability evaluations. This466

observation explains why LLMs specifically de-467

signed for role-playing tend to exhibit only average468

Model Avg. Flu. Coh. Bg. Pers. US Emo. Dec. HL

Deepseek-V3 53.4 51.9 64.7 46.2 54.3 60.3 56.6 47.1 45.9
- w/o reference 40.6 - - - 27.2 - 11.5 16.9 -

GPT-3.5-Turbo 38.6 40.4 44.6 29.2 33.2 55.1 32.5 42.3 31.7
- w/o reference 29.9 - - - 19.6 - 4.0 14.9 -

GPT-4o 61.3 70.9 61.2 55.7 66.1 50.4 75.2 56.7 53.8
- w/o reference 42.6 - - - 18.8 - 14.2 15.5 -

Table 6: Kendall correlation coefficient (%) between
LLMs evaluation results and human evaluation results,
under both reference-based and reference-free condi-
tions. Since reference-based evaluation is only applied
to the Pers., Emo., and Dec. dimensions, the remaining
dimensions are marked with ‘-’ to indicate no change.

performance, despite being trained on proprietary 469

datasets. 470

We find that nearly all RPAs perform well in both 471

the Fluency and Coherency dimensions, indicating 472

that producing fluent, contextually appropriate re- 473

sponses is not a major issue. For background and 474

utterance style, performance differences among 475

RPAs are minimal, as most RPAs can generate 476

responses that align with the given character traits 477

in the profile. However, all RPAs currently strug- 478

gle with dynamic dimensions including personal- 479

ity, emotion, and decision. For example, even ad- 480

vanced models like GPT-4o achieve modest scores 481

(0.63 for emotion and 0.91 for decision on a 3- 482
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point scale), highlighting the difficulty of maintain-483

ing consistent dynamic traits across diverse scenes.484

This suggests that while RPAs effectively lever-485

age parametric or contextual knowledge to capture486

static attributes, they struggle to adapt dynamically487

to diverse scenes. Notably, Deepseek-V3 achieves488

a high overall score but underperforms in expres-489

sion diversity. Its responses often rely on repetitive490

catchphrases or rigid sentence structures, reinforc-491

ing character traits at the expense of linguistic vari-492

ety, leading to diminishing user engagement due to493

predictable interactions.494

Furthermore, using our dataset as a character495

memory repository significantly boosts RPA per-496

formance across models of varying sizes. Notably,497

the CMR-enhanced Qwen2.5-14B-Instruct model498

achieves a higher overall score than GPT-4o, while499

the CMR-enhanced Qwen2.5-72B-Instruct outper-500

forms all other RPAs, achieving state-of-the-art501

results. The improvements are especially evident502

in dynamic scenarios, with an average performance503

gain exceeding 23%. These findings confirm that504

our module enhances RPAs’ ability to deeply un-505

derstand role-specific attributes, enabling them to506

generate behaviors more consistent with character507

traits across diverse scenes. We refer readers to §C508

for more experimental analysis.509

6 Related Work510

Role-playing Agents. Recent advancements in511

large language models (OpenAI, 2024; DeepSeek-512

AI, 2024; Qwen, 2025) have driven the rapid de-513

velopment of role-playing agents (RPAs). RPAs514

are typically developed through two primary ap-515

proaches: (1) training on specialized role-playing516

datasets (Yu et al., 2024b; Zhou et al., 2024a; Wang517

et al., 2023; Shao et al., 2023) or (2) providing in-518

structions and examples to general-purpose LLMs519

to simulate specific characters (Wang et al., 2023;520

Li et al., 2023). The construction of high-quality521

role-playing datasets is essential for both the devel-522

opment and evaluation of RPAs. Existing studies523

have explored various strategies for dataset con-524

struction, including extracting dialogues from liter-525

ary sources (Wang et al., 2023; Chen et al., 2023; Li526

et al., 2023), synthesizing data using large language527

models (Wang et al., 2024; Shao et al., 2023; Wang528

et al., 2023), and generating dialogues through hu-529

man involvement (Zhou et al., 2024a). Character-530

Bench (Zhou et al., 2024b) compiles character data531

using multiple methods to enhance diversity and532

mitigate biases. Meanwhile, MMRole (Dai et al., 533

2024) extends role-playing tasks into the multi- 534

modal domain by integrating textual and visual 535

data. Although the quality of character datasets 536

continues to improve, existing efforts has not ade- 537

quately consider the language discrepancy between 538

real-world users and the target character, which re- 539

mains a key limitation affecting RPA performance. 540

Notably, dialogue augmentation techniques are typ- 541

ically employed to address data scarcity (Zheng 542

et al., 2022), whereas the augmentation method 543

used in this paper aims to reduce the literary-reality 544

discrepancy in role-playing data. 545

Evaluation. Chen et al. (2024b) categorize RPA 546

evaluation into two main aspects: (1) character- 547

independent capabilities (e.g., conversational flu- 548

ency) and (2) character fidelity, which measures 549

how accurately an agent replicates a target persona. 550

Other studies have proposed more fine-grained eval- 551

uation criteria. For example, CharacterEval defines 552

13 evaluation dimensions, including fluency, fac- 553

tual accuracy, and human-likeness (Tu et al., 2024). 554

While human evaluation provides high accuracy, 555

it is costly, time-consuming, and difficult to re- 556

produce. Automated evaluation offers a scalable 557

alternative, with LLM-as-a-judge (Yu et al., 2024b; 558

Wang et al., 2024, 2023) and reward model train- 559

ing (Dai et al., 2024; Tu et al., 2024) being the 560

most widely adopted methods. Studies suggest that 561

reference-based evaluation improves the reliabil- 562

ity of judge models (Zhang et al., 2024). Accord- 563

ingly, we employ a reference-guided LLM-as-a- 564

judge method to assess RPAs. 565

7 Conclusion 566

In this work, we highlight the bias between current 567

role-playing datasets and real-world applications. 568

We introduced CharacterCraft, a novel framework 569

designed to better align with real-world applica- 570

tion scenarios. By integrating high-quality literary 571

dialogue extraction with an iterative augmentation- 572

reconstruction method, we construct a large-scale, 573

high-quality Chinese role-playing dataset. To en- 574

hance RPAs’ contextual understanding, we pro- 575

posed a context-aware memory retrieval mod- 576

ule. Additionally, our reference-guided LLM-as- 577

a-judge evaluation improves role-playing assess- 578

ments by incorporating source material references. 579

Experiments underscore RPAs’ challenges in cap- 580

turing dynamic character traits and show our frame- 581

work’s effectiveness. 582
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8 Limitations583

Despite its advantages, CharacterCraft has some584

limitations. First, our dataset is exclusively in585

Chinese, limiting its applicability to multilingual586

RPAs. Future work should consider expanding to587

other languages to improve generalizability. Sec-588

ond, while our reference-guided LLM-as-a-judge589

evaluation improves assessment reliability, it incurs590

high API costs, making large-scale evaluations ex-591

pensive. Hence, our evaluation set consists of 500592

samples, which is of comparable size to the eval-593

uation sets used in other works (Dai et al., 2024;594

Yu et al., 2024b; Ahn et al., 2024). Efficient evalu-595

ation methods or fine-tuned reward models could596

help mitigate this issue. Lastly, our dataset is de-597

rived solely from fictional characters, excluding598

real-world characters such as celebrities or histori-599

cal characters. Incorporating real-world personas600

could enhance RPAs’ adaptability to broader appli-601

cations, such as educational or professional role-602

playing scenarios.603

9 Ethical Considerations604

In this study, we use data derived from original605

novel texts. We acknowledge that the authors and606

publishers of these novels hold the copyrights to the607

material, and we respect these intellectual property608

rights. Our work adheres to the principles of aca-609

demic research and will be released only for non-610

commercial, educational, and research purposes.611

Additionally, all data samples were manually re-612

viewed to identify and filter out any content that613

could be considered harmful. This includes content614

that might perpetuate harmful stereotypes, promote615

violence, or have other adverse psychological or so-616

cial impacts. For example, annotators flagged and617

removed dialogues perpetuating gender biases. By618

adhering to these guidelines, we aim to minimize619

any ethical concerns and promote the responsible620

use of our resources in the broader research com-621

munity.622
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A Details of CharacterCraft Corpora830

A.1 Dialogue Extraction Model831

Accurate extraction of character dialogues from832

literary works is a crucial step in constructing high-833

quality role-playing datasets. Previous studies have834

primarily relied on human annotation or advanced835

large language models (LLMs), such as GPT-4o, to836

accomplish this task. However, human annotation837

is costly and difficult to scale, while state-of-the-838

art LLMs still exhibit significant shortcomings in839

this task, as shown in Table 1. These models often840

produce extracted dialogues with omissions or mis-841

attributed speakers, severely compromising data842

coherence and usability. Therefore, developing a843

dedicated dialogue extraction model is essential.844

To this end, we curate a dataset from 15 Chinese845

novels spanning diverse backgrounds and styles.846

Considering both computational cost and extrac-847

tion accuracy, we employ DeepSeek5 to extract848

dialogues from pre-segmented novel texts, obtain-849

ing an initial set of extracted dialogues. We then850

incorporated a human review process, where each851

sample was examined and corrected by at least two852

annotators. In cases of disagreement, a supervisor853

conducted the final verification. All annotators are854

volunteers from our research group, holding at least855

a bachelor’s degree, and are native Chinese speak-856

ers. Ultimately, we constructed a dataset compris-857

ing 4,000 session instances and 55,000 utterances.858

Using this dataset, we fine-tune the Qwen2-1.5B-859

Instruct on two NVIDIA RTX 3090 GPUs with a860

training sequence length of 2048, a learning rate of861

7e-6, and early stopping applied.862

Furthermore, we construct a test set to evaluate863

the performance of various LLMs in Chinese di-864

alogue extraction tasks. This test set consists of865

106 samples, totaling 1,390 dialogue turns. Half of866

these samples are drawn from novels in our training867

set, while the other half consist of out-of-domain868

samples, which refer to data from novels not in our869

training set. Our evaluation metrics include accu-870

racy and recall, with the detailed results provided871

in Table 1. It should be noted that when accessing872

proprietary LLMs via the API, a very small num-873

ber of test samples may be excluded due to specific874

access policies. We account for this situation when875

calculating the evaluation metrics. The results indi-876

cate that our model achieves the best performance877

on the test set.878

5We used the latest version of DeepSeek at that time,
DeepSeek-V2.

A.2 Profiles Collection 879

To provide a detailed and reliable description of 880

characters, we divide the character profile into two 881

main sections: World Background and Character 882

Information. An example of character profile is 883

illustrated in Figure 19 884

World Background: The World Background 885

section delineates the contextual framework within 886

which the character exists, encompassing funda- 887

mental narrative elements. This section is struc- 888

tured along four dimensions: temporal setting, ge- 889

ographical location, social context, and plot sum- 890

mary. The social context further incorporates de- 891

scriptions of political, economic, and cultural as- 892

pects, along with major societal conflicts. By in- 893

tegrating these elements, this section provides a 894

multi-dimensional knowledge that enhances the 895

model’s understanding of the character’s back- 896

ground and underlying motivations. 897

Character Information: The character informa- 898

tion section describes the basic details and charac- 899

teristics of the character, including, but not limited 900

to, the character’s name, alias, gender, identity, re- 901

lationships, experiences, abilities, personality, and 902

language style. By integrating these dimensions, 903

we are able to portray a complete and multifaceted 904

character profile. 905

The construction of character profiles follows a 906

structured methodology, as outlined in the follow- 907

ing steps: 908

1. Data Source: Initially, relevant informa- 909

tion is collected from online encyclopedias’ 910

novel and character entries. As widely rec- 911

ognized knowledge repositories, Baidu Baike 912

and Wikipedia offer extensive descriptions of 913

literary works and their associated characters, 914

providing a foundational data source for fur- 915

ther analysis and extraction. 916

2. World Background Extraction: Following 917

the acquisition of a comprehensive introduc- 918

tion to the novel, the Deepseek-V3 is utilized 919

to generate a structured summary of the World 920

Background, adhering to the four predefined 921

elements: temporal setting, geographical loca- 922

tion, social context, and plot summary. This 923

approach ensures both the completeness of the 924

background world. 925

3. Character Data Extraction : While online 926

encyclopedias offer detailed character descrip- 927

tions, these entries are frequently verbose and 928
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inconsistently formatted, posing challenges929

for direct application. To address these is-930

sues, Deepseek-V3 is employed to extract931

structured information across predefined el-932

ements, thereby ensuring a standardized and933

systematically organized character profile.934

4. Character Language Style Classification935

and Refinement: The language style of a936

character is a crucial factor influencing the937

effectiveness of role-playing. We describe the938

character’s language style in two steps. First,939

based on the historical characteristics of the940

character’s language, we categorize the lan-941

guage style into five types: Classical, Elegant942

Ancient, Simple Ancient, Modern Vernacu-943

lar (Early to Mid-20th Century), and Contem-944

porary Vernacular. To ensure accuracy, we945

provide the Deepseek-V3 model with judging946

criteria, character information, and a selec-947

tion of 10 example statements, allowing the948

model to classify the language style automati-949

cally. Second, to further refine the character’s950

linguistic traits, we provide the model with951

the character’s information and an additional952

10 selected example statements for the model953

to summarize other language features of the954

character. The combination of historical fea-955

tures and other linguistic traits constitutes the956

overall language style of the character.957

5. Checking and Filtering: To ensure the qual-958

ity of the data, despite the extraction methods959

outlined above, the final results undergo man-960

ual checking and filtering. This step ensures961

that the constructed character profiles achieve962

a higher level of accuracy and reliability.963

A.3 Human Evaluation964

To verify the quality of the CharacterCraft cor-965

pora, 100 instances are randomly sampled from966

the dataset for manual verification. Human annota-967

tors assess these instances based on three criteria:968

the fluency of the utterances, the logical coherence969

between dialogue turns, and the alignment of the970

reconstructed queries with the language style of971

human users. The evaluation results are presented972

in Table 7.973

As mentioned in Section 5.1, we employed hu-974

man annotators to evaluate responses generated by975

Qwen2.5-7B-Instruct in a reference-guided setting.976

Specifically, we invited four annotators and pro-977

vided them with preliminary training before the978

formal annotation process. The training involved a 979

pilot annotation of 50 samples across all evaluation 980

dimensions, during which we offered feedback to 981

ensure a shared understanding of the scoring cri- 982

teria(see in Figure14). In the formal annotation 983

phase, each sample was independently annotated 984

by three annotators, and a majority voting mech- 985

anism was used to determine the final result. In 986

cases where all three annotators provided differ- 987

ent scores, a discussion was conducted to reach 988

a consensus. Notably, in 90% of the cases, the 989

voting mechanism directly determined the final re- 990

sult without requiring further discussion. We will 991

clarify this fact more clearly in the final version. 992

Manual Verification Question Rate

Is the dialogue fluent? 100%

Is the logic between
the dialogues coherent?

93%

Is the reconstructed query consistent
with the user’s language style?

90%

Table 7: Manual Verification Results.

A.4 Detailed Dataset Statistics 993

Figure 3 illustrates the distribution of dialogue 994

turns and utterance lengths in our dataset. The 995

majority of dialogues contain fewer than 10 turns, 996

while most sentences are under 50 characters in 997

length. 998

A.5 Discussion on Language Generalization 999

Given that our annotators are all native Chinese 1000

speakers, our dataset is Chinese-centric to ensure 1001

high-quality data and preserve its nuanced lin- 1002

guistic characteristics. However, the core meth- 1003

ods we employed, such as the dialogue extrac- 1004

tion model and the augmentation - reconstruction 1005

method, are not language-specific. The dialogue 1006

extraction model can be fine-tuned on datasets from 1007

other languages with appropriate annotation. The 1008

augmentation-reconstruction method can also be 1009

adapted by adjusting the prompts according to the 1010

language’s characteristics. Figure 21 shows the re- 1011

sult of applying our method to the English dialogue 1012

in Figure 1b. The generated dialogue exhibits re- 1013

duced character-specific stylistic elements, aligning 1014

more closely with general user expressions. The 1015

results suggest that while our dataset is tailored 1016
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Figure 3: Distribution of dialogue turns and utterance
length in our dataset.

for Chinese, the proposed framework holds strong1017

potential for generalization across languages.1018

B Evaluation Protocol1019

Inspired by prior work (Dai et al., 2024; Tu et al.,1020

2024; Xu et al., 2024), we evaluate three key capa-1021

bilities of RPAs, which encompasses general con-1022

versational skills,character consistency, and immer-1023

sion and attractiveness. Our evaluation framework1024

covers a total of nine dimensions:1025

• Fluency (Flu.) evaluates whether the re-1026

sponse is smooth and grammatically correct,1027

free from awkward phrasing or errors.1028

• Coherency (Coh.) assesses the relevance of1029

the response to the context and ensures it does1030

not contradict prior statements.1031

• Background (Bg.). A fundamental ability of1032

RPAs is to consistent with the background of1033

the character, which typically encompasses1034

attributes such as gender, age, identity, experi-1035

ences, viewpoints, worldview.1036

• Personality (Pers.) evaluates how well RPAs1037

embody the character’s unique traits (e.g., ex-1038

troversion, cautiousness) and maintains con-1039

sistent behavioral patterns aligned with the1040

role’s psychological profile across diverse 1041

scenes. 1042

• Utterance Style (US) examines whether 1043

RPAs adapt its language patterns (e.g., vocabu- 1044

lary, formality) to reflect the character’s back- 1045

ground, profession, or era, ensuring stylistic 1046

alignment with the role’s identity. 1047

• Emotion (Emo.) measures the appropriate- 1048

ness and consistency of emotional expressions 1049

in responses, based on the character’s traits 1050

and contextual triggers. 1051

• Decision (Dec.) assesses whether the RPA’s 1052

choices and actions in interactive scenes log- 1053

ically align with the character’s motivations, 1054

values, and behavioral norms, preserving role- 1055

specific authenticity. 1056

• Human-Likeness (HL) evaluates the degree 1057

to which responses emulate natural human 1058

communication patterns instead of robotic 1059

traits. 1060

• Expression Diversity (ED) quantifies the lex- 1061

ical richness and syntactic variation in re- 1062

sponses, assessing whether the RPAs avoid 1063

template-based responses. 1064

Specifically, we employ the gpt-4o-2024-08-06 1065

version as the GPT-4o in our experiments. For each 1066

judgment, we set the temperature of OpenAI API 1067

to 0. An example of our evaluation is illustrated in 1068

Figure 20. 1069

C Additional Experimental Results 1070

C.1 Pilot Experiment 1071

RoleBench (Wang et al., 2023) is an open-source 1072

instruction tuning data for role- playing, where the 1073

queries are generated by GPT-4 in a neutral lan- 1074

guage style. To investigate whether variations in 1075

query style impact RPAs’ performance, we conduct 1076

a pilot experiment. We select 400 Chinese queries 1077

from RoleBench and carefully modify them to align 1078

with the language style of their respective source 1079

novels. The RPAs’ responses are then evaluated 1080

using GPT-4o under two distinct query settings. 1081

As shown in Figure 4, query style variations can 1082

affect RPAs performance, with varying impacts 1083

in both direction and magnitude across different 1084

RPAs. Therefore, evaluating on a dataset extracted 1085

from literary works may yield biased results due to 1086
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discrepancies between the language patterns and1087

styles of literary texts and real-world user interac-1088

tions.1089
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Figure 4: Performance of RPAs under the two query
styles. All evaluated LLMs are chat-version.
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Figure 5: RPAs performance across characters of vary-
ing resource levels and different scene categories.

C.2 Evaluation on Reward Model1090

Given the high cost of employing LLMs (e.g.,1091

GPT-4o) as judge models, many studies opt to1092

train smaller-scale reward models for evaluating1093

RPAs (Dai et al., 2024; Zhou et al., 2024b; Tu et al.,1094

2024). However, through a careful implementation1095

of evaluation procedures from a prior study, we find1096

that reward model often fails to provide reliable as-1097

sessments. Specifically, we observe that the model1098

frequently assign substantially different scores to1099

syntactically similar responses, raising concerns 1100

about the reliability of their evaluation results. 1101

As shown in Table 8, we adopt the reward model 1102

proposed in a previous study6 and follow its evalua- 1103

tion framework to evaluate the responses generated 1104

by Qwen2.5-7B-Chat. Additionally, we introduce 1105

slight modifications to these responses, such as syn- 1106

onym substitutions and punctuation adjustments, 1107

ensuring that their quality remain unchanged. De- 1108

spite these minimal alterations, the reward model 1109

produce significantly inconsistent scores for the 1110

two sets of responses. For instance, in the second 1111

example, simply replacing a period with an excla- 1112

mation mark resulted in a 0.21 decrease in the con- 1113

sistency score. These findings suggest that reward 1114

models trained on limited-scale datasets struggle to 1115

provide stable and consistent evaluations of RPAs, 1116

thereby casting doubt on their reliability as assess- 1117

ment tools. 1118

C.3 Supplementary Analysis of Main Results 1119

We classify characters into three resource lev- 1120

els—low, medium, and high—based on the number 1121

of search engine results associated with the char- 1122

acter and the popularity of the novel they belong 1123

to. A higher resource level indicates more avail- 1124

able resources related to the characters, making 1125

RPAs more familiar with them. Additionally, draw- 1126

ing on the theoretical framework proposed by Joos 1127

(1967), we categorize scenes into three distinct 1128

types: casual, intimate, and formal, each represent- 1129

ing a unique interaction style. The performance of 1130

RPAs across these resource levels and scene cate- 1131

gories is detailed in Figure 5. The results reveal 1132

a consistent trend across models: RPAs tend to 1133

underperform when depicting low-resource charac- 1134

ters, likely due to insufficient knowledge with such 1135

characters. Moreover, their performance notably 1136

declines in intimate scenes. This may stem from 1137

the significant divergence between intimate inter- 1138

actions and the helpful assistant role emphasized 1139

during training. 1140

C.4 Proprietary Models with CMR 1141

To further evaluate the effectiveness of the pro- 1142

posed CMR module, we conducted ablation stud- 1143

ies on several proprietary models. As shown in the 1144

tables below, we report the performance of GPT 1145

6To prevent any potential negative implication for the au-
thors of the corresponding work, we refrain from citing them
here, but they are all included in the relevant references of this
paper.
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Source Dimension Content Score

Qwen2.5-7B-Chat (梅长苏)

Knowledge
Exposure

蒙兄不必担心，我自有安排。不过既然来了，我也不瞒你，这次我是要搅动朝
堂，寻找真相。你若能帮我，定不会让你失望。 | Brother Meng, you need not

worry—I have my own plans. But since you’re here, I won’t hide it from you. This time, I
intend to stir up the court and uncover the truth . If you’re willing to help me, I promise

you won’t be disappointed.

2.79

After Modification (梅长苏)

蒙兄不必担心，我自有安排。不过既然来了，我也不瞒你，这次我是要搅动朝
堂，寻个水落石出。你若能帮我，定不会让你失望。 | Brother Meng, you need not

worry—I have my own plans. But since you’re here, I won’t hide it from you. This time, I
intend to shake the court and get to the bottom of things . If you’re willing to help me, I

promise you won’t be disappointed.

3.39

Qwen2.5-7B-Chat (傅红雪)
Consistency

你输了，按规矩交出赌注。 | You lost—hand over the stakes as per the rules . 3.30
After Modification (傅红雪) 你输了，按规矩交出赌注！ | You lost—hand over the stakes as per the rules ! 3.09

Qwen2.5-7B-Chat (高育良)

Human-
likeness

（微笑）亮平，你这是在试探我吧？不过，我明白你的意思。我会留意一下高小
琴，但不要急于定论，毕竟证据不足。 | (Smiling) Liangping, you’re testing me, aren’t
you? But I understand what you mean. I ’ll keep an eye on Gao Xiaoqin, but let’s not rush

to conclusions—after all, the evidence is insufficient.

3.11

After Modification (高育良)

（微笑）亮平，你这是在试探我吧？不过，我明白你的意思。我得留意一下高小
琴，但不要急于定论，毕竟证据不足。 | (Smiling) Liangping, you’re testing me, aren’t
you? But I understand what you mean. I need to keep an eye on Gao Xiaoqin, but let’s not

rush to conclusions—after all, the evidence is insufficient.

3.59

Table 8: Case Studies on Evaluation with a Reward Model.

series after integrating our context-aware memory1146

retrieval module. The results demonstrate that the1147

module consistently improves role-playing capabil-1148

ities across models of varying scales and capacities.1149

Models Overall Flu. Coh. Bg. Pers. US Emo. Dec. HL ED
GPT-3.5-Turbo 6.71 1.97 1.86 1.89 1.13 1.77 0.46 0.76 2.52 0.052
+ CMR 6.88 1.96 1.88 1.87 1.19 1.81 0.57 0.88 2.54 0.051
GPT-4o 7.36 1.99 1.99 1.99 1.44 1.98 0.63 0.91 2.92 0.076
+ CMR 7.46 1.99 1.98 1.99 1.49 1.96 0.74 0.98 2.88 0.068

Table 9: Ablation study results on proprietary models
with and without CMR.

C.5 Using Claude-3.5-Sonnet as the1150

Evaluation Model1151

To avoid potential bias introduced by using GPT-1152

4o to evaluate the quality of its own outputs, this1153

section employs Claude-3.5-Sonnet as the evalua-1154

tion model to assess the outputs of several LLMs.1155

As shown in Table 10, the scores given by Claude1156

are slightly higher than those in Table 4, which1157

were provided by GPT-4o. However, the relative1158

performance ranking among the models remains1159

consistent, further validating the effectiveness of1160

the LLM-as-a-Judge approach in evaluation tasks.1161

C.6 Evaluation of Fine-tuning with Novel1162

Dialogue Data for Role-Playing1163

To evaluate the suitability of our proposed dataset1164

for training, we fine-tune the Qwen2.5-7B model.1165

Specifically, we utilize all 21,392 role-playing dia-1166

logue instances constructed in this paper and, fol-1167

lowing the methodology of previous work (Yu1168

Models Overall Flu. Coh. Bg. Pers. US Emo. Dec. HL ED
GPT-3.5-Turbo 7.21 1.82 1.88 1.84 1.44 1.71 1.02 1.08 2.61 0.052
+ CMR 7.44 1.87 1.91 1.79 1.57 1.80 1.13 1.15 2.64 0.051
GPT-4o 8.00 1.97 1.99 1.99 1.73 1.97 1.26 1.28 2.95 0.076
+ CMR 8.04 1.98 1.99 1.97 1.76 1.98 1.28 1.30 2.93 0.068
Qwen2.5-72b 7.91 1.99 1.99 1.98 1.69 1.96 1.20 1.23 2.92 0.082
+ CMR 8.09 1.99 1.99 1.97 1.76 1.95 1.32 1.41 2.91 0.078

Table 10: Evaluation using Claude-3.5-Sonnet as the
judge model.

et al., 2024b), we incorporate Chinese chit-chat 1169

data (from NaturalConv (Wang et al., 2021)) at a 1170

mixing ratio of 1:2. We perform LoRA training 1171

on 8 RTX 3090 GPUs with a learning rate of 5e- 1172

5, for 2 epochs, and a maximum input length of 1173

4096. We then evaluate both the model released 1174

in Yu et al. (2024b)(based on Qwen2-7B-Instruct) 1175

and the one we fine-tuned using our dataset. The 1176

experimental results are presented in Table 11. In 1177

contrast to the previously introduced CMR mod- 1178

ule, our fine-tuned model exhibited a decline in 1179

role-playing capabilities after training on the con- 1180

structed dialogue dataset. A similar declining trend 1181

was also observed in the model from (Yu et al., 1182

2024b), which was also fine-tuned on dialogue data 1183

from novels. 1184

We posit that the limited effectiveness of using 1185

novel dialogue data to train LLMs for role-playing 1186

tasks arises from a fundamental mismatch between 1187

the goals of character dialogue in novels and those 1188

in role-playing interactions. In role-playing tasks, 1189

an RPA needs to create a highly immersive and 1190

engaging interactive experience for the user. In 1191
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contrast, dialogues in novels primarily serve the1192

plot and narrative and are not aimed at creating a1193

positive experience for the conversational partner.1194

This leads to a misalignment in pragmatic goals.1195

For instance, regarding dialogue length and infor-1196

mation density, an effective RPA typically provides1197

rich information in its responses, not only answer-1198

ing the user’s questions but also showcasing its1199

personality and advancing the conversation. Char-1200

acter dialogues in fiction, however, are often more1201

concise and direct, lacking extensibility and inter-1202

activity. For example, before fine-tuning, the av-1203

erage response lengths of Qwen2-7B-Instruct and1204

Qwen2.5-7B-Instruct were 69 and 73, respectively.1205

After fine-tuning, the average response lengths of1206

the Beyond Dialogue model and our model dropped1207

to 25 and 27, respectively. Although shorter re-1208

sponses are closer to the realistic dialogue style1209

found in novels (with an average length of 30 in1210

our dataset), such concise replies often struggle to1211

convey sufficient information and may therefore1212

receive lower scores during evaluation. Develop-1213

ing methods to more effectively leverage fictional1214

dialogue data for enhancing the role-playing capa-1215

bilities of language models remains an open and1216

important research direction.

Models Overall Flu. Coh. Bg. Pers. US Emo. Dec. HL ED
Qwen2-7B 6.93 1.97 1.94 1.93 1.16 1.88 0.50 0.77 2.79 0.072
Beyond Dialogue 6.65 1.83 1.75 1.82 1.09 1.82 0.48 0.75 2.72 0.022
Qwen2.5-7B 6.96 1.99 1.91 1.95 1.21 1.93 0.48 0.75 2.77 0.069
LoRA (Ours) 6.70 1.88 1.82 1.78 1.13 1.83 0.51 0.80 2.65 0.054

Table 11: Evaluation results of fine-tuned models. All
models here are chat-version.

1217

D Prompt Templates1218

The prompt template designed for LLMs to per-1219

form role-playing tasks is illustrated in Figure 6.1220

All the prompt templates utilized in the dataset1221

construction process are provided in Figures 7, 8,1222

9, and 10. For the evaluation phase, the prompts1223

employed to check sparse dimensions are listed in1224

Figures 11, 12, and 13. Additionally, the scoring1225

criteria are outlined in Figures 14, 15, and 16, while1226

the evaluation prompts are presented in Figures 171227

and 18. A list of characters used in our evaluation1228

set is shown in Figures 221229
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Role-playing prompt.

System:
你是一位专注的角色扮演助手，能够完全融入并沉浸于所扮演的角色之中，力求展现角
色的真实个性与情感。
User:
请 你 扮 演{novel_name}中 的{character_name}， 完 全 融 入 其 身 份 ， 生 成 符
合{character_name}性格和语言风格的回复。请精准模仿{character_name}的语
气、表达方式和常用词汇，确保语言自然、生动。避免冗长，不要过于正式或客套，始
终坚持{character_name}的角色设定，不要透露你是一个AI助手或语言模型。

[角色信息-开始]
{character_profile}
[角色信息-结束]

[对话上下文-开始]
场景：{scene}
对话历史：{dialogue}
[对话上下文-结束]

请基于以上信息，生成{character_name}的回复。
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

System:
You are a dedicated role-playing assistant, capable of fully immersing yourself in and embodying
the character you are playing, striving to exhibit the character’s true personality and emotions.
User:
Please play the role of {novel_name}’s {character_name}, completely immersing yourself in
their identity, and generate responses that match {character_name}’s personality and language
style. Accurately mimic {character_name}’s tone, expressions, and common vocabulary to
ensure the language feels natural and vivid. Avoid being overly long-winded, too formal, or too
polite. Always adhere to {character_name}’s character design and do not reveal that you are an
AI assistant or language model.

[Character Profile - Start]
{character_profile}
[Character Profile - End]

[Dialogue Context - Start]
Scene: {scene}
Dialogue History: {dialogue}
[Dialogue Context - End]

Please generate {character_name}’s response based on the information above.

Figure 6: Prompt for LLMs to perform role-playing tasks.
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Prompt for scene summary.

[任务]
你将接收到一段人物对话和相关参考文本。你的任务是概括出人物对话的场景描述。具
体包括发生的情境、人物关系和对话发生的前提，即对话所依托的关键信息框架，而不
是对话的具体内容或情节走向。

[参考文本]
{text}

[人物对话]
{dialogue}

[要求]
1. 场景描述需着眼于场景、前提和人物关系，不得透露对话中的具体内容、人物行为决
策、细节情节或后续发展。
2. 语言简洁凝练，同时确保自然流畅。
3. 背景描述需控制在50字以内。
4. 直接输出结果，无需额外说明或解释。
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

[Task]
You will receive a piece of character dialogue and related reference text. Your task is to summarize
the scene description of the dialogue. Specifically, include the context in which the dialogue
occurs, the relationships between the characters, and the key framework of information upon
which the dialogue is based, rather than the specific content or plot direction of the dialogue.

[Reference Text]
{text}

[Character Dialogue]
{dialogue}

[Requirements]
1. The scene description should focus on the setting, premise, and character relationships, without
revealing the specific content, character actions, decisions, details, or subsequent developments of
the dialogue.
2. The language should be concise and fluid while ensuring natural flow.
3. The background description should be limited to 50 words or fewer.
4. Output the result directly, with no additional explanation or clarification.

Figure 7: Prompt for scene summary.
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Prompt for augmentation.

[任务]
你将接收到一段人物对话和相关参考文本。你的任务是根据对话内容与参考文本，对每
句对话进行提炼概括，以帮助更清晰地理解人物之间的互动和情节发展。

[示例]
{examples}

[参考文本]
{text}

[人物对话]
{dialogue}

[要求]
1. 提炼精准：明确对话中的逻辑关系和核心信息。
2. 语义完整：覆盖对话的全部语义以及背后的逻辑，避免遗漏重要细节。
3. 忠于对话：不添加推测或与对话无关的信息。
4. 支持重建：确保概括后的内容足够详细完整，能够基于概括重构出语义一致的对话。
5. 直接输出结果，无需额外说明或解释。
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

[Task]
You will receive a piece of character dialogue and related reference text. Your task is to extract a
concise summary for each line of dialogue, based on the dialogue content and reference text, to
help better understand the interactions between characters and the development of the plot.

[Example]
{examples}

[Reference Text]
{text}

[Character Dialogue]
{dialogue}

[Requirements]
1. Precision in extraction: Clearly identify the logical relationships and core information in the
dialogue.
2. Semantic completeness: Ensure all the semantics of the dialogue and the underlying logic are
covered, avoiding omission of important details.
3. Fidelity to the dialogue: Do not add assumptions or information unrelated to the dialogue.
4. Supports reconstruction: Ensure that the summarized content is detailed enough to reconstruct a
semantically consistent dialogue.
5. Output the result directly, with no additional explanation or clarification.

Figure 8: Prompt used in augmentation stage.
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Prompt for reconstruction.

[任务]
用户与AI 助手正在进行角色扮演互动，你的任务是根据<>中的提示和AI扮演的角色回
复，推测并重建用户针对这个回复的输入。

[示例]
{examples}

[对话]
{dialogue_with_explanation}

[要求]：
1. 注意任务核心：根据AI回复推测用户的输入，而不是继续对话或扩展剧情。
2. 使用随意、自然、流畅的语言，贴近日常对话的表达习惯，避免显得正式或生硬。
3. 重建的输入与回复之间需保持合理的对话逻辑。
4. 避免信息穿越：用户对话不能包含尚未在对话中揭示的信息。
5. 根据AI回复推测出对话中合理的用户输入，而不是重复AI回复中的内容。
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

[Task]
The user is engaging in a role-playing interaction with the AI assistant. Your task is to infer and
reconstruct the user’s input based on the prompts in <> and the role-played response from the AI.

[Example]
{examples}

[Dialogue]
{dialogue_with_explanation}

[Requirements]:
1. Focus on the task core: Infer the user’s input based on the AI’s response, not continuing the
dialogue or expanding the plot.
2. Use casual, natural, and fluent language that mirrors everyday conversation, avoiding formal or
awkward phrasing.
3. Ensure the reconstructed input maintains a logical flow in the conversation with the AI’s
response.
4. Avoid information crossover: The user’s input should not include information that hasn’t been
revealed yet in the dialogue.
5. Infer the user’s reasonable input from the AI’s response, rather than repeating the AI’s response
itself.

Figure 9: Prompt used in reconstruction stage.
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Prompt used to check the dialogue quality.

[任务]
你将获得一个两人之间的多轮对话。你的任务是评价这个多轮对话的质量。

[评价维度]
流畅性：每条对话是否逻辑通顺、自然，语言表达是否清晰、无歧义。
逻辑性：对话之间是否符合逻辑。不能出现答非所问、前后矛盾或信息穿越问题（例
如，后文中提出的问题在前文中被回答）。
独立性：确保对话仅限于两人之间（如一段A与B的对话中，不能出现A对C的发言）。

[示例]
{examples}

[场景]
{scene}

[对话]
{dialogue}

[要求]
请逐条阅读每句对话，如果这个多轮对话在所有维度上都表现良好，请输出1，否则输
出0并简要说明理由。
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

[Task]
You will be provided with a multi-turn dialogue between two individuals. Your task is to evaluate
the quality of this multi-turn dialogue.

[Evaluation Dimensions]
Fluency: Is each line of dialogue logically smooth and natural? Is the language clear and unam-
biguous?
Coherence: Does the dialogue follow logical consistency? There should be no answers that are
off-topic, contradictions, or issues with information crossover (e.g., a question in the later part of
the dialogue should not have been answered in the earlier part).
Independence: Ensure the dialogue is limited to the two participants (e.g., in a conversation
between A and B, A should not speak to C).

[Example]
{examples}

[Scene]
{scene}

[Dialogue]
{dialogue}

[Requirements]
Please read through each line of the dialogue. If the multi-turn dialogue performs well on all
dimensions, output 1; otherwise, output 0 and provide a brief explanation.

Figure 10: Prompt used to check the dialogue quality.
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Prompt used to check the personality of the reference response.

[任务]
你将获得一段多轮对话的上下文以及一条回复。请判断该回复是否体现了人物的个性。

[人物个性]
{character_personality}

[对话上下文]
场景：{scene}
对话历史：{dialogue}

[回复]
{response}

[要求]
1. 仔细阅读对话上下文，充分理解对话的背景和情境。
2. 仔细阅读回复内容，判断该回复是否体现人物的个性，并识别出具体体现了哪些个性。
3. 人物的个性仅包括上述提供的内容，请勿识别出其他个性。
4. 输出格式：

-若回复未体现人物个性，输出‘0’。
-若回复体现人物个性，请输出体现的具体个性，可以是一种或多种，若为多种请用逗号分隔。

5. 注意事项：
-判断时仅考虑回复是否体现出人物的g，对话上下文仅用于理解背景和情境。
-仅需输出最终结果（‘0’或具体个性），无需解释或补充信息。
-输出的具体个性必须在提供的人物个性内。

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
[Task]
You will be provided with a multi-turn dialogue context and a response. Please determine whether the response reflects
the character’s personality.

[Character Personality]
{character_personality}

[Dialogue Context]
Scene: {scene}
Dialogue History: {dialogue}

[Response]
{response}

[Requirements]
1. Carefully read the dialogue context to fully understand the background and situation.
2. Carefully read the response and determine whether it reflects the character’s personality, and identify the specific
traits it reflects.
3. The character’s personality only includes the content provided above. Do not identify any other traits.
4. Output format:

- If the response does not reflect the character’s personality, output ‘0‘.
- If the response reflects the character’s personality, output the specific traits it reflects. If there are multiple traits,
separate them with commas.

5. Notes:
- When making the judgment, only consider whether the response reflects the character’s personality. The dialogue
context is used solely for understanding the background and situation.
- Only output the final result (‘0‘ or specific personality traits) without any explanations or additional information.
- The specific personality traits output must be among the traits provided for the character.

Figure 11: Prompt used to check the personality of the reference response.
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Prompt used to check the emotion of the reference response.

[任务]
你将获得一段多轮对话的上下文以及一条回复。请判断该回复是否表现出人物的情绪。

[对话上下文]
场景：{scene}
对话历史：{dialogue}

[回复]
{response}

[要求]
1. 仔细阅读对话上下文，充分理解对话的背景和情境。
2. 仔细阅读回复内容，判断该回复是否表现出人物的情绪，并识别出具体情绪类型。
3. 输出格式：

-如果回复未表现出人物情绪，请输出‘0’；
-如果回复表现出人物情绪，请用1至3个词精准描述具体的情绪类型，并用逗号分隔作
为输出结果。

4. 注意事项
-判断时仅考虑回复是否表现出人物的情绪，对话上下文仅用于理解背景和情境。
-请直接输出结果（‘0’或具体情绪），不需要任何解释说明。

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
[Task]
You will be provided with the context of a multi-turn dialogue and a response. Please determine
whether the response expresses the character’s emotions.

[Dialogue Context]
Scene: {scene}
Dialogue History: {dialogue}

[Response]
{response}

[Requirements]
1. Carefully read the dialogue context and fully understand the background and situation of the
conversation.
2. Carefully read the response and determine whether it expresses the character’s emotions, and
identify the specific type of emotion.
3. Output format:

- If the response does not express any emotion, output ‘0’;
- If the response expresses emotion, accurately describe the specific emotion type with 1 to 3
words, separated by commas, as the output result.

4. Notes:
- Only consider whether the response expresses the character’s emotion when making your
judgment. The dialogue context is only used for understanding the background and situation.
- Please output the result directly (‘0’ or specific emotion), without any further explanation.

Figure 12: Prompt used to check the emotion of the reference response.
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Prompt used to check the decision of the reference response.

[任务]
你将获得一段多轮对话的上下文以及一条回复。请判断该回复是否体现了人物的决策。

[对话上下文]
场景：{scene}
对话历史：{dialogue}

[回复]
{response}

[要求]
1. 仔细阅读对话上下文，充分理解对话的背景和情境。
2. 仔细阅读回复内容，判断该回复是否体现人物的决策。
3. 如果回复未体现人物的决策，输出‘0’，否则输出‘1’。
4. 注意事项：

-判断时仅考虑回复是否表现出人物的决策，对话上下文仅用于理解背景和情境。
-请直接输出结果，不需要任何解释说明。

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
[Task]
You will be provided with a multi-turn dialogue context and a response. Please determine whether
the response reflects the character’s decision.

[Dialogue Context]
Scene: {scene}
Dialogue History: {dialogue}

[Response]
{response}

[Requirements]
1. Carefully read the dialogue context to fully understand the background and situation.
2. Carefully read the response and determine whether it reflects the character’s decision.
3. If the response does not reflect the character’s decision, output ‘0‘, otherwise output ‘1‘.
4. Notes:

- When making the judgment, only consider whether the response reflects the character’s
decision. The dialogue context is only used for understanding the background and situation.

- Please output the result directly without any further explanation.

Figure 13: Prompt used to check the decision of the reference response.
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Scoring dimensions and criteria.

流利性:
0分：回复有明显不通顺之处，存在语法错误、用词不当，影响理解的内容较多。
1分：回复基本流畅，但存在少量可察觉的语法问题或用词不够精准的情况，整体尚可接受但不够完美。
2分：回复非常流畅，语法完全正确，用词精准，表达清晰自然，无明显问题。

连贯性:
0分：回复与上下文仅有少量相关性，存在较大偏差或明显遗漏，未能回应上下文的关键内容。
1分：回复与上下文基本相关，但存在一些次要偏差或遗漏，未能完美回应上下文。
2分：回复与上下文完全相关，准确理解并完整回应了上下文中的信息或问题。

个性:
0分：回复与参考回复中的角色个性完全不符，表现出截然不同的性格特征。
1分：回复基本符合参考回复中体现出的角色个性，或存在少量不一致但符合角色设定。
2分：回复与参考回复中体现出的角色个性高度一致，角色形象鲜明且真实可信。

背景:
0分：回复与角色背景明显不符，展现出对角色身份、经历、能力、知识范围或人际关系的显著偏离。
1分：回复基本上符合角色背景，但存在少量与角色设定不一致的地方。
2分：回复与角色背景高度一致，完全符合角色的身份、经历、能力、知识范围和人际关系。

语言风格:
0分：回复的语言风格与角色设定明显不符，存在明显偏离设定的语气、句式或用词，无法体现设定的语言特点。
1分：回复的语言风格基本符合角色设定，但存在一些细微偏差，例如语气、句式或用词不完全契合设定的风格。
2分：回复的语言风格高度符合角色设定，语气、句式及用词与设定完全一致，充分展现出预期的语言特点。

情绪:
0分：回复的情绪表达与参考回复完全不符，表现出与参考回复中截然不同的情绪状态。
1分：回复的情绪表达与参考回复基本一致，但是情绪强度与参考回复不完全匹配。
2分：回复的情绪表达与参考回复高度一致，完美复现了参考回复中的情绪状态、情感倾向。

决策:
0分：回复中的决策与参考回复不一致，且不符合角色设定与上下文场景。
1分：回复中的决策与参考回复不一致，但是符合角色设定与上下文场景。
2分：回复中的决策与参考回复高度一致。
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Fluency:
0 points: The response has noticeable disfluency, with grammar errors, inappropriate word choices, and a considerable amount of content that hinders
understanding.
1 point: The response is generally fluent, but there are minor, detectable grammar issues or imprecise word choices. Overall, it is acceptable but not
perfect.
2 points: The response is highly fluent, with correct grammar, precise word choices, and clear, natural expression. There are no noticeable issues.

Coherence:
0 points: The response is only loosely related to the context, with significant deviations or obvious omissions, failing to address key content of the context.
1 point: The response is mostly related to the context, but contains minor deviations or omissions, failing to fully address the context.
2 points: The response is fully related to the context, accurately understanding and completely responding to the information or questions in the context.

Personality:
0 points: The response completely deviates from the character personality in the reference response, displaying completely different personality traits.
1 point: The response mostly aligns with the character personality in the reference response, but there are minor inconsistencies that still fit with the
character setting.
2 points: The response is highly consistent with the character personality in the reference response, with a vivid and believable character portrayal.

Background:
0 points: The response significantly deviates from the character’s background, showing clear divergence in identity, experience, abilities, knowledge
scope, or interpersonal relationships.
1 point: The response mostly aligns with the character’s background, but contains minor inconsistencies with the character’s profile.
2 points: The response is highly consistent with the character’s background, fully aligning with the character’s identity, experience, abilities, knowledge
scope, and interpersonal relationships.

Utterance Style:
0 points: The response’s utterance Style significantly deviates from the character setting, with clear deviations in tone, sentence structure, or word choice
that fail to reflect the established language characteristics.
1 point: The response’s utterance Style mostly matches the character setting, but there are some subtle deviations, such as tone, sentence structure, or word
choice that are not fully in line with the intended style.
2 points: The response’s utterance Style is highly consistent with the character setting, with tone, sentence structure, and word choice fully aligned with
the established style, showcasing the expected linguistic traits.

Emotion:
0 points: The emotional expression in the response completely deviates from the reference response, showing a distinctly different emotional state.
1 point: The emotional expression in the response is mostly consistent with the reference response, but the emotional intensity does not fully match.
2 points: The emotional expression in the response is highly consistent with the reference response, perfectly replicating the emotional state and sentiment
of the reference response.

Decision:
0 points: The decision in the response deviates from the reference response, and does not align with the character setting or the context.
1 point: The decision in the response deviates from the reference response but is consistent with the character setting and context.
2 points: The decision in the response is highly consistent with the reference response.

Figure 14: Scoring dimensions and criteria for evaluation with a reference response.
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Scoring criteria for human-likeness evaluation.

0分：回复存在不通顺的问题，包括但不限于病句、上下文不连贯、逻辑混乱。

1分：回复没有明显的不通顺问题，但语言风格机械，拟人化较差。包括但不限于：
-百科式（直接列举事实，缺乏情感）。
-总分总结构（过于格式化，缺乏灵活性）。
-冗长（重复或无意义的细节描述）。
-喊口号式（空洞、缺乏实际内容）。
-过于书面化（缺乏口语化表达，显得生硬）。

2分：回复语言流畅，逻辑清晰，具有一定的拟人化特征，但仍存在以下问题：
-回复缺乏个性，较为通用。
-存在一些套路化或机械化的表达。
-存在一些冗长或过于正式的表达。

3分：回复语言语言自然流畅，个性鲜明，具有明显的拟人化特征，包括但不限于：
-符合口语化表达，贴近人类对话习惯。
-语言简洁明了，不冗长，不过分礼貌。

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 points: The response has issues with fluency, including but not limited to grammatical errors, lack of coherence, and logical confusion.

1 point: The response does not have obvious fluency issues, but the language style is mechanical and lacks personification, including but is not limited to:
- Encyclopedic style (listing facts directly, lacking emotion).
- Formulaic structure (too rigid, lacks flexibility).
- Redundant (repetitive or meaningless details).
- Sloganeering (hollow, lacking substantial content).
- Overly formal (lacking colloquial expressions, sounding stiff).

2 points: The response is fluent and logically clear, with some personification, but still has the following issues:
- The response lacks personality and is quite generic.
- Some formulaic or mechanical expressions are present.
- There are some lengthy or overly formal expressions.

3 points: The response is natural and fluent, with distinct personality and clear personification, including but not limited to:
- Colloquial expression that aligns with human conversational habits.
- Language is concise and clear, without being overly long or excessively polite.

Figure 15: Scoring criteria for human-likeness evaluation.

Scoring dimensions and criteria for evaluation without a reference response.

个性:
0分：回复中体现的角色个性与角色设定完全不符，表现出截然不同的性格特征。
1分：回复中体现的角色个性大致符合角色设定，但存在一定偏差。
2分：回复中体现的角色个性与角色设定高度一致，角色形象鲜明且真实可信。

情绪:
0分：回复的情绪表达与角色设定完全不符，情绪转换缺乏合理铺垫。
1分：回复的情绪表达与角色设定大致相符，但是情绪强度不完全匹配。
2分：回复的情绪表达与角色设定高度一致，完美复现了角色应有的情绪状态、情感倾向。

决策:
0分：回复的决策严重偏离角色设定的价值观或目标，行为动机不合理。
1分：回复的决策大致符合角色设定，但存在不合理的地方。
2分：回复的决策完全符合角色设定的价值观或目标，行为动机合理。
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Personality:
0 points: The personality reflected in the response is completely inconsistent with the character’s setting, displaying drastically different traits.
1 point: The personality reflected in the response is generally consistent with the character’s setting, but there are some deviations.
2 points: The personality reflected in the response is highly consistent with the character’s setting, with a vivid and believable portrayal of the character.

Emotion:
0 points: The emotional expression in the response is completely inconsistent with the character’s setting, with an abrupt emotional shift lacking reasonable
buildup.
1 point: The emotional expression in the response is generally consistent with the character’s setting, but the emotional intensity does not fully match.
2 points: The emotional expression in the response is highly consistent with the character’s setting, perfectly replicating the character’s intended emotional
state and emotional tendency.

Decision:
0 points: The decision-making in the response severely deviates from the character’s established values or goals, with unreasonable behavioral motivations.
1 point: The decision-making in the response generally aligns with the character’s setting, but there are unreasonable elements.
2 points: The decision-making in the response fully aligns with the character’s established values or goals, with reasonable behavioral motivations.

Figure 16: Scoring dimensions and criteria for evaluation without a reference response. The evaluation criteria for
dimensions not displayed here are not influenced by the reference.
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Prompt for Evaluation.

你将获得由人工智能助手扮演{novel_name}中的{character_name}所生成的回复。你的任务是根据指定的评
价标准，按照评价流程对该回复进行评分。

[角色信息-开始]
{character_profile}
[角色信息-结束]

[对话上下文-开始]
场景：{scene}
对话历史：{dialogue}
[对话上下文-结束]

[评价维度与标准-开始]
{dimension}
{criteria}
[评价维度与标准-结束]

[待评价回复-开始]
{response}
[待评价回复-结束]

[评价流程-开始]
1. 仔细阅读角色信息，充分了解角色的性格特点、语言风格、行为方式、人物关系和其他关键细节。
2. 仔细阅读上下文内容，明确当前对话的背景、语境和角色所处的情境。
3. 仔细阅读评价维度与标准，清楚每个评分的核心标准和要求。
4. 根据评价维度和评分标准，对回复的质量进行评分。
[评价流程-结束]
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
You will receive a response generated by the AI assistant playing the role of {character_name} from {novel_name}.
Your task is to score this response according to the specified evaluation criteria and process.

[Character Profile - Start]
{character_profile}
[Character Profile - End]

[Dialogue Context - Start]
Scene: {scene}
Dialogue History: {dialogue}
[Dialogue Context - End]

[Evaluation Dimensions and Criteria - Start]
{dimension}
{criteria}
[Evaluation Dimensions and Criteria - End]

[Response to be Evaluated - Start]
{response}
[Response to be Evaluated - End]

[Evaluation Process - Start]
1. Carefully read the character profile to fully understand the character’s personality traits, speaking style, behaviors,
relationships, and other key details.
2. Carefully read the context to clarify the background, setting, and the situation in which the character finds themselves.
3. Carefully read the evaluation dimensions and criteria to understand the core standards and requirements for scoring.
4. Score the quality of the response based on the evaluation dimensions and criteria.
[Evaluation Process - End]

Figure 17: Prompt for evaluation without a reference response.
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Prompt for Evaluation.

你将获得一个由人工智能助手扮演{novel_name}中的{character_name}所生成的回复，以及一个高质量的参考回复。你的任务是根据指定
的评价标准，按照评价流程对该回复进行评分。

[角色信息-开始]
{character_profile}
[角色信息-结束]

[对话上下文-开始]
场景：{scene}
对话历史：{dialogue}
[对话上下文-结束]

[评价维度与标准-开始]
{dimension}
{criteria}
[评价维度与标准-结束]

[待评价回复-开始]
{response}
[待评价回复-结束]

[参考回复-开始]
{reference}
[参考回复-结束]

[评价流程-开始]
1. 仔细阅读角色信息，充分了解角色的性格特点、语言风格、行为方式、人物关系和其他关键细节。
2. 仔细阅读上下文内容，明确当前对话的背景、语境和角色所处的情境。
3. 仔细阅读评价维度与标准，清楚每个评分的核心标准和要求。
4. 对待评价回复与参考回复进行对比，分析待评价回复在{dimension}维度上的表现，并判断其与参考回复是否一致。
5. 根据评价维度、评分标准以及与参考回复的对比结果，对回复的质量进行评分。
[评价流程-结束]
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

You will receive a response generated by an AI assistant playing the role of {character_name} in {novel_name}, along with a high-quality reference
response. Your task is to score the response based on the specified evaluation criteria and follow the evaluation process.

[Character Profile - Start]
{character_profile}
[Character Profile - End]

[Dialogue Context - Start]
Scene: {scene}
Dialogue History: {dialogue}
[Dialogue Context - End]

[Evaluation Dimensions and Criteria - Start]
{dimension}
{criteria}
[Evaluation Dimensions and Criteria - End]

[Response to be Evaluated - Start]
{response}
[Response to be Evaluated - End]

[Reference Response - Start]
{reference}
[Reference Response - End]

[Evaluation Process - Start]
1. Carefully read the character information to fully understand the character’s personality traits, language style, behaviors, relationships, and other key
details.
2. Carefully read the context to clarify the background, setting, and situation in which the character is placed in the current dialogue.
3. Carefully read the evaluation dimensions and criteria to understand the core standards and requirements for each rating.
4. Compare the response to be evaluated with the reference response, analyze its performance in the {dimension} dimension, and judge whether it aligns
with the reference response.
5. Based on the evaluation dimensions, criteria, and the comparison with the reference response, score the quality of the response.
[Evaluation Process - End]

Figure 18: Prompt for evaluation with a reference response.
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Profile of Lin Daiyu.

[姓名]
林黛玉

[性别]
女

[身份]
贾母的外孙女，贾宝玉的姑表妹，恋人，知己，贾府通称林姑娘

[生活世界]
中国古代宅院

[人物经历]
林黛玉是《红楼梦》中的主要人物之一，自幼丧母，寄居贾府，与贾宝玉青梅竹马。她聪慧敏感，才华横
溢，但因体弱多病、性格孤傲，常感身世凄凉。她与宝玉情投意合，却因家族利益和命运捉弄，未能如愿。
最终，在贾府衰败、宝玉与薛宝钗成婚的打击下，黛玉含恨而终，香消玉殒，成为封建礼教下的悲剧人物

[人物性格]
敏感多愁，孤高自许，才情横溢，情感真挚，自尊心强，病态美

[人际关系]
父母：林如海,贾敏；外祖母：贾母；表哥：贾宝玉；干娘：薛姨妈

[能力]
诗词创作，学识渊博

[语言风格]
典雅古风，林黛玉语言委婉、细腻，常带有忧伤的情感色彩，语言多为感伤和富有诗意
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
[Name]
Lin Daiyu

[Gender]
Female

[Identity]
Granddaughter of Jia Mu, cousin of Jia Baoyu, lover, confidante, commonly known as Miss Lin in the Jia household

[World]
Ancient chinese courtyard

[Experience]
Lin Daiyu is one of the main characters in A Dream of Red Mansions. She lost her mother at an early age and was
raised in the Jia household, where she grew up alongside Jia Baoyu. She is intelligent and sensitive, exceptionally
talented, but due to her frail health and proud personality, she often feels her life is tragic. She shares a deep bond with
Baoyu, but due to family interests and fate’s cruel twists, she is unable to fulfill her wishes. Eventually, after the decline
of the Jia family and the marriage of Baoyu and Xue Baochai, Daiyu dies heartbroken, fading away like an exquisite
flower, becoming a tragic figure under the constraints of feudal ethics.

[Personality]
Sensitive and melancholic, self-assured yet solitary, exceptionally talented, sincere in emotions, strong self-esteem,
morbid beauty

[Relationships]
Parents: Lin Ruhai, Jia Min; Grandmother: Jia Mu; Cousin: Jia Baoyu; Foster mother: Xue Yima

[Abilities]
Poetry creation, profound knowledge

[Language Style]
Elegant and ancient in style, Lin Daiyu’s speech is delicate and subtle, often carrying a sorrowful tone, with language
full of melancholy and poetic expression.

Figure 19: An example of character profile.
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An example of reference-guided LLM-as-a-judge evaluation.

[角色信息]
姓名：高启强
性别：男
身份：鱼贩，小灵通店老板，建工集团总经理，强盛集团董事长，京海市最大的黑恶势力头目；
生活世界：现代中国
人物经历：高启强原本是京海市一个普通的鱼贩，因生活所迫逐渐走上黑道。他凭借聪明才智和狠辣手段，逐步掌控了京海市的地下势
力，成为黑帮老大。在权力和财富的诱惑下，他逐渐迷失自我，与警方展开激烈对抗。最终，高启强在法律的制裁下走向毁灭，揭示了黑
恶势力的必然结局。
/*......*/

[场景]
高启强和高启盛的小灵通店遭遇纵火，怀疑与徐江有关，他们计划会面讨论此事。
[对话历史]
高启强：“喂. . . . . .喂？说话啊！”
用户（徐江）：“哎，电话信号真不好。明天下午三点怎么样？你挑个安全的地方见面吧。”
高启强：“那就去人最多的地方。”
用户（徐江）：“没问题，那我们就去闹市见面。不过你得帮我甩掉那些警察的跟踪。”

[参考回复]
高启强：“凭什么我想办法？”

[体现出的角色特质]
个性：无
情绪：不满，愤怒
决策：有

[待评价回复]
高启强：行，别废话了。到时候见，别耍花样，不然我可不保证你的安全。

[评分]
流利性：2
连贯性：2
背景：2
语言风格：2
情绪：0
决策：1
类人性：2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
[Character Profile]
Name: Gao Qiqiang
Gender: Male
Identity: Fishmonger, Xiaolingtong shop owner, General Manager of Construction Group, Chairman of Qiangsheng Group, the largest underworld leader
in Jinghai City
World: Modern China
Experience: Gao Qiqiang was originally an ordinary fishmonger in Jinghai City. Due to the pressure of life, he gradually turned to the criminal underworld.
With his intelligence and ruthless methods, he slowly took control of the underground forces in Jinghai City, becoming the boss of the gang. Tempted by
power and wealth, he gradually lost himself and engaged in intense confrontations with the police. In the end, Gao Qiqiang was destroyed under the
sanctions of the law, revealing the inevitable fate of the underworld forces.
/*......*/

[Scene]
Gao Qiqiang and Gao Qisheng’s Xiaolingtong shop was set on fire, and they suspect Xu Jiang is involved. They plan to meet to discuss the matter.
[Dialogue History]
Gao Qiqiang: "Hey... Hey? Speak!"
User (Xu Jiang): "Hey, the phone signal is really bad. How about 3 PM tomorrow? Pick a safe place to meet."
Gao Qiqiang: "Let’s go to the busiest place."
User (Xu Jiang): "No problem, we’ll meet in the busy market. But you need to help me shake off the police tailing us."

[Reference Response]
Gao Qiqiang: "Why should I take care of it?"

[Character Traits Displayed]
Personality: None
Emotion: Discontent, Anger
Decision: Yes

[Response to be Evaluated]
Gao Qiqiang: "Fine, stop wasting time. See you then, don’t pull any tricks, or I can’t guarantee your safety."

[Score]
Fluency: 2
Coherence: 2
Background: 2
Utterance Style: 2
Emotion: 0
Decision: 1
Human-likeness: 2

Figure 20: An example of reference-guided LLM-as-a-judge evaluation. The red text reflects emotions and decision
that differ from the reference response, providing a basis for scoring.
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An example of our method on the English dialogue.

Character Dialogue
- Harry : I’m not coming back, Hermione. I got to finish whatever Dumbledore started. And I don’t
know where that’ll leave me, but I’ll let you and Ron know where I am... when I can.
- Hermione : I’ve always admired your courage, Harry. But sometimes, you can be really thick.
You don’t really think you’re going to be able to find all those Horcruxes by yourself, do you? You
need us, Harry.

Augmentation
Explanation : [Harry declares his intent to continue Dumbledore’s mission and expresses
uncertainty about his future, promising to update Hermione and Ron when possible.]

Reconstruction
- Harry : I must continue with this task as Dumbledore entrusted it to me, and I can’t just give up
now. Although I’m not sure how to find them all, I’ll figure it out. I will inform you and Ron when
possible.

Figure 21: An example output of our method on the English dialogue from Figure 1b.

32



Characters used in the evaluation set.

黄蓉、郭靖（射雕英雄传）
李云龙（亮剑）
景天、雪见（仙剑奇侠传三）
张无忌（倚天屠龙记）
许三多（士兵突击）
嘉靖、海瑞（大明王朝1566）
孙悟空（西游记）
甄、玄凌、华妃（甄传）
贾宝玉、王熙凤、林黛玉（红楼梦）
韦小宝（鹿鼎记）
范闲（庆余年）
微微（微微一笑很倾城）
宋江、李逵（水浒传）
高启强（狂飙）
令狐冲（笑傲江湖）
徐凤年（雪中悍刀行）
孟烦了、死啦死啦（我的团长我的团）
楚留香（楚留香传奇）
唐三（斗罗大陆）
若曦（步步惊心）
梅长苏（琅琊榜）
胖子（盗墓笔记）
花千骨（花千骨）
胡八一（鬼吹灯）
叶修（全职高手）
宁缺（将夜）
孟星魂（流星·蝴蝶·剑）
李寻欢（多情剑客无情剑）
如懿（如懿传）
骆荔（暗恋橘生淮南）
关宏峰（白夜追凶）
段誉（天龙八部）
安迪（欢乐颂）
韩子奇（玉观音）
魏无羡（魔道祖师）
明兰（知否知否应是绿肥红瘦）
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Huang Rong and Guo Jing (Legends of the Condor Heroes)
Li Yunlong (Drawing Sword)
Jing Tian and Xue Jian (Chinese Paladin: Sword and Fairy)
Zhang Wuji (The Heaven Sword and Dragon Saber)
Xu Sanduo (Soldiers Sortie)
Jiajing and Hai Rui(Ming Dynasty in 1566)
Sun Wukong (Journey to the West)
Zhen Huan, Xuan Ling and Hua Fei (The Legend of Zhenhuan)
Jia Baoyu, Wang Xifeng, and Lin Daiyu (Dream of the Red Chamber)
Wei Xiaobao (The Deer and the Cauldron)
Fan Xian (The Joy of Life)
Wei Wei (LOVE O2O)
Song Jiang and Li Kui(Water Margin)
Gao Qiqiang (The Knockout)
Linghu Chong (The Smiling, Proud Wanderer)
Xu Fengnian (Sword Snow Stride)
Meng Fanliao and Silasila (My chief and my regiment)
Chu Liuxiang (The Legend of Chu Liuxiang)
Tang San (Doula Continent)
Ruoxi (Startling by Each Step)
Mei Changsu (Nirvana in Fire)
Pang Zi (The Graver Robbers’ Chronicles)
Hua Qian Gu (The Journey of Flower)
Hu Bayi (Ghost Blows Out the Light)
Ye Xiu (The King’s Avatar)
Ning Que (Ever Night)
Meng Xinghun (Meteor,Butterfly And a Sword)
Li Xunhuan (Sentimental Swordsman, Ruthless Sword)
Ru Yi (Ruyi´s Royal Love in the Palace)
Luo Zhi (Unrequited Love)
Guan Hongfeng (Day and Night)
Duan Yu (Demi-Gods and Semi-Devils)
Andy (Ode to Joy)
Han Ziqi (The Jade King)
Wei Wuxian (The Founder of Diabolism)
Ming Lan (The Story of Minglan)

Figure 22: List of characters used in the evaluation set.
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