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Abstract

Designing effective agentic systems requires the seamless composition and inte-
gration of agents, tools, and models within dynamic and uncertain environments.
Most existing methods rely on static, semantic retrieval approaches for tool or
agent discovery. However, effective reuse and composition of existing components
remain challenging due to incomplete capability descriptions and the limitations
of retrieval methods. Component selection suffers because the decisions are not
based on capability, cost, and real-time utility. To address these challenges, we
introduce a structured, automated framework for agentic system composition that
is inspired by the knapsack problem. Our framework enables a composer agent to
systematically identify, select, and assemble an optimal set of agentic components
by jointly considering performance, budget constraints, and compatibility. By dy-
namically testing candidate components and modeling their utility in real-time, our
approach streamlines the assembly of agentic systems and facilitates scalable reuse
of resources. Empirical evaluation with Claude 3.5 Sonnet across five benchmark-
ing datasets shows that our online-knapsack-based composer consistently lies on
the Pareto frontier, achieving higher success rates at significantly lower component
costs compared to our baselines. In the single-agent setup, the online knapsack
composer shows a success rate improvement of up to 31.6% in comparison to the
retrieval baselines. In multi-agent systems, the online knapsack composer increases
success rate from 37% to 87% when agents are selected from an agent inventory of
100+ agents. The substantial performance gap confirms the robust adaptability of
our method across diverse domains and budget constraints.

1 Introduction

The design of effective agentic systems sits at the frontier of artificial intelligence research, promising
autonomous agents capable of sophisticated reasoning, tool manipulation, and collaborative problem-
solving. Yet as the ecosystem of Al components expands, with proliferating models, APIs, and
specialized agents, a critical bottleneck emerges: the paradox of choice [23]. While modular
reuse offers clear advantages over building systems from scratch, developers face a combinatorial
explosion of possible configurations, each with hidden constraints and unpredictable interactions.
Traditional approaches relying on manual curation or metadata-based retrieval [29] struggle with three
fundamental limitations: opaque capability descriptions that rarely match real-world performance,
myopic selection criteria that ignore cost-utility trade-offs, and static architectures that break down
when requirements evolve.
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In this paper, we introduce agent composition as a knapsack problem, where an Al system designer
must select components that deliver optimal performance under cost constraints. We present the
composer agent, which is responsible for selecting components through an iterative process of
discovery and adaptation. Rather than treating existing tools or agents as fixed building blocks,
the composer continuously probes their actual capabilities through targeted testing. The sandbox
trials measure not just what a component claims to do, but how reliably it performs under varying
conditions and interactions. For single-agent systems, this means assembling the right tools for the
task while balancing accuracy against computational expense; for multi-agent teams, it involves
orchestrating subagents whose skills complement rather than duplicate one another.

What distinguishes our approach is estimating values of agentic components based on real-time
performance. Where prior work treated component selection as a one-time decision based on
static metadata, the composer refines its choices through empirical validation. When composing an
information-seeking agent, for instance, it might initially select a specialized search tool for scientific
queries, only to discover through testing that a single, generalized search tool can accommodate
queries across various domains. On the other hand, a task might require deep expertise in medical
fields, so the scientific search tool would be more useful than a generalized web search. This dynamic
estimation capability proves particularly valuable in real-world deployments where requirements and
components shift unpredictably. Our work makes three contributions:

1. A formalization of agent composition as a constrained optimization problem that jointly
considers capability, cost, and compatibility, bridging gaps between modular Al design [10]
and operations research [41].

2. A workflow for the composer agent that parses task descriptions into skills, assesses utility
values of agentic components based on real-time testing, and then returns optimal agentic
components for a particular domain.

3. Empirical validation across diverse domains showing consistent improvements in cost-
adjusted performance (up to 80% performance gains over retrieval-based baselines).

Design of machine learning systems is critical as poor organization leads to unstable dependencies,
pipeline jungles, and many other types of hidden technical debt [28]]. Our work is a step towards
optimizing this process to reduce these issues and maintain a well-composed agentic system. As
we explore in subsequent sections, our approach is applicable to composing both single agents and
multi-agent systems.

2 Related Work

Tool Retrieval The novelty of Al agents stems from the integration of APIs with LLMs [27, [24].
Since tools are a critical component of agents, prior works have focused on retrieval approaches to
select the most appropriate tools. Qin et al. [25] collect a large dataset of tools based on RapidAPIs
and train a BERT-based tool retriever. Shi et al. [29] note that tool retrieval is a difficult problem as
commonly used retrievers fail to capture user intent and select the most relevant tools. RAG-MCP [9]]
combines RAG with the Model Context Protocol (MCP) to improve how LLMs select external tools.
Recently, more work has emphasized the vulnerability of agents due to poor selection of tools [6} 22]].

Agentic System Design and Optimization Hu et al. [10] introduce the problem of automated
design of agentic systems (ADAS), where the goal is to “automatically create powerful agentic
system designs, including inventing novel building blocks and/or combining them in new ways”.
Conceptually, the building blocks of ADAS includes novel prompts, tool use, and workflows. In
our paper, we focus on a subset of ADAS, which is automated composition of agentic systems.
Our setting assumes that the underlying building blocks exist and the algorithmic challenge is to
select the most optimal subset of those components. Common solutions to this problem include
tool retrieval and agent selection. For agent selection, existing works treat the problem as graph
optimization where nodes are the individual agents and edges represent communication channels.
DyLAN [17] introduce the agent selection problem and train a feed-forward network to optimize
the selection. AgentPrune [40] extend selection to target improving communication redundancy.
Multi-agent Architecture Search [39] optimizes an agentic supernet and then will sample a multi-
agent architecture in a query-dependent manner. Wu et al. [35]] jointly optimize agent prompt and
tool descriptions to improve workflow efficiency. The component selection problem also relates to
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Figure 1: The problem of agent composition assumes there is existing inventory of agentic components
and a task description. Using these inputs, the agent composition solution should select the most
relevant components to build an agent (left). The agentic system can then be deployed as it has the
correct set of components to accomplish goals as set by the user at inference.

Distributed Constraint Optimization Problems (DCOP) [8]], where traditional agents assign values
to variables to minimize a global cost function subject to constraints. DCOP techniques have been
applied to service selection and composition problems, particularly for QoS-aware web service
composition [4].

Knapsack Algorithms The knapsack problem, a classic optimization challenge, has been exten-
sively studied in algorithmic research [19} [7, [14]. Offline algorithms, such as dynamic program-
ming [2] and branch-and-bound methods [[18]], assume complete knowledge of all items in advance,
enabling optimal solutions for static inputs. In contrast, online knapsack algorithms process items
sequentially without future information. A commonly known approach is the ZCL algorithm [41]]
which proposes a threshold for the value-to-weight ratio and is dynamically configured based on
the capacity of the knapsack. Other theoretically competitive approaches further extend the ZCL
algorithm [11}[16].

3 Problem Definition

Hu et al. [10] introduce the problem of automated design of agentic systems (ADAS), where the goal
is to automatically build and configure the components of an agentic system. Rather than manually
engineering agent architectures, ADAS aims to automate the entire procedure through algorithmic
discovery. Components of agents include tools, models, prompts, and workflows. Our work addresses
a critical subproblem within this vision: automated agent composition, which focuses not on inventing
new building blocks from scratch, but on optimally selecting and combining existing components
from inventories to meet specific task requirements.

We define the problem of agent composition as follows (Figure [I). Assume that there is a target
task 7 with a description x and a budget B for the agentic system. Assume that there exists a set
A of components a; where each component has a cost ¢; and a description d;. Let p,(S) denote
the probability of success rate for an agentic system built on a subset S for task 7. The success
probability should reflect both the performance of the individual components and their combined
effectiveness when operating together. The goal of agent composition is to find the optimal subset S*
of components for this domain:

S* = argmaxp,(S) subject to Z c; <B 1
SCA a; ES

This formulation directly mirrors the classical knapsack problem, where components correspond to
items with associated weights (costs) and values (success rates). However, three critical distinctions
emerge in practical settings. First, the true success probabilities are initially uncertain and must
be estimated through iterative testing, transforming the problem into a variant of online knapsack
optimization. Second, components frequently exhibit non-additive interactions, either positive
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Figure 2: Overview of our proposed online knapsack composer. Similar to offline baselines, the
workflow begins with generating skills and queries from the given task descriptions (Appendix [A.T).
Then, the composer retrieves components from the inventory given skill descriptions. With the
retrieved components, the composer tests them individually. If value-to-price ratio meets the online
knapsack threshold, then it is added as part of the agentic system. Otherwise, the search continues.

synergies or detrimental conflicts, that may introduce quadratic coupling terms into the objective
function. Third, the inventory itself evolves dynamically as new components are added or existing
ones are updated, requiring solution methods that support incremental recomputation.

These complications notwithstanding, the knapsack analogy provides both conceptual clarity and
algorithmic leverage. Practical applications range from enterprise settings where development teams
select from internal tool registries, to marketplace scenarios where automated agents assemble solu-
tions from commercial API inventories. In all cases, the core challenge remains consistent: navigating
the combinatorial explosion of possible configurations to identify cost-effective compositions that sat-
isfy stringent performance requirements. The composer agent introduced in Section ] addresses this
challenge through a novel synthesis of constrained optimization and empirical validation techniques.

4 Composer Agents: From Semantic Retrieval to Knapsack Selection

A composer can be generalized as a function f that will return a subset S of components from an
inventory A: f(A, 1, B) =S8 C 7 for given task 7 and budget B. Ideally, we would want f to return
the optimal solution S* for equation [I} However, we note that finding this solution is non-trivial due
to dynamic behavior of these components and difficulty in assessing their true value. Below, we list
and explain our proposed composers.

Identity Composer: The first example of a primitive composer is simply to return all components in
an inventory where f(A, 7, B) = A. We will refer to this as the identity composer, as it resembles an
identity function.

Retrieval Composer: Next, we should consider taking natural language descriptions into account
when designing a more intelligent composer. Recall Section [3]assumes that task 7 has a description
and each component a; in the inventory has a description d;. Many existing works rely on embedding
models for semantic retrieval of components like tools (Section . However, the challenge here is
deciding the query to retrieve from. We also want to make sure that the retrieved components are not
redundant. To do so, we augment the retrieval composer with the ability to parse task descriptions
into a list of skills. Each skill should be a required, core ability for task completion. Table[T|shows
examples of generated skills from task descriptions in one of our runs for GAIA with Claude 3.5
Sonnet.

Given task 7 and its description z, the retrieval composer will first generate a list of skills m € M,
each with a name and a description. The retrieval composer then queries the inventory with the skill
name and description to find the most relevant component. The selected subset S will be the top-1
retrieval results based on the skills. Note that semantic matching has been used in prior work in agent
discovery [5] and more generally in service discovery [20]. Therefore, we include a retrieval-only
baseline in our experiments for fair comparison.



Table 1: Examples of skills and test queries that are generated based on GAIA task description with
Claude 3.5 Sonnet. The generated information is then used to select each tool for the agent.

Name
Web Research

Description Test Queries

Ability to search the inter-
net, retrieve information, and
provide concise web-based re-
search results

1. Find the current population of Tokyo
2. What is the latest stock price for Apple Inc?

Code Assistance

Provide programming support,
code generation, debugging,
and technical problem-solving

1. Generate a Python function to
calculate Fibonacci sequence
2. Help debug a JavaScript error

across various programming
languages

Provide in-depth scientific in-
formation, explain complex
concepts, and offer research-
based insights

Handle various file types, per-
form conversions, extract in-
formation, and manage file-
related tasks

Rapidly provide concise, accu-
rate answers to specific ques-
tions across various domains
Assist with daily personal
organization, scheduling, re-
minders, and lifestyle opti-
mization

in a web application

Scientific Knowl-

edge

1. Explain the process of photosynthesis
2. Calculate the orbital period of Mars

1. Convert a PDF document to a Word file
2. Extract text from an image file

File Management

Quick Information
Retrieval

1. What is the capital of Australia?
2. How many bones are in the human body?

Personal Task Man-
agement

1. Create a meal plan for a week-long diet
2. Schedule a dentist appointment
and set a reminder

Offline Knapsack Composer: The above composers do not take budget B into account when making
the selection. To find a solution S with success rate p,(S) close to the optimal success rate p,(S*)
and following the budget constraint, we apply solutions of the Knapsack problem. First, we generate
skills based on task description = (Appendix [A.I) and retrieve top-K components for each skill.
Next, we assign the value of each component based on the similarity score (SIM) used in retrieval.
Finally, we use linear programming to find the optimal solution for this multiple-choice knapsack
problem [31]:

¢; <B Budget
Sorr = arg max Z U?FF s.t. Z‘“es ' = ( . gev
ScA o > a,cs Lai € TopK(q)] > 1,¥m € M (Skill coverage)
2
where v?F =3 SIM(a;, m).
Online Knapsack Composer: Both retrieval and offline knapsack composers only uses semantic
retrieval of descriptions to select subset of components. However, descriptions of components may
not always be reliable nor aligned with their true capabilities. Components are also prone to changing
(e.g. new tool or model updates). Task requirements and environments are also evolving, and there
could be “stale” components in the inventory. Thus, we propose an online knapsack composer that
iteratively tests the candidate component to assess its true value (Figure [2).

In our problem, the value of the component is not known until it is tested. Therefore, we use the
ZCL algorithm [41]], a commonly used online knapsack algorithm in the literature. The algorithm
assumes there is a lower and upper bound, L and U, on the value-to-cost ratio. The solution is
theoretically proven to be In(U/L) + 1-competitive. The algorithm sets a dynamic threshold based
on the capacity filled in the knapsack and only accepts an incoming item if its value-to-cost ratio
exceeds the threshold . To compute the value, the composer agent has to not only generate the
skills but also a set of test questions for each skill (Algorithm[I)). The composer agent then uses those
questions to evaluate the component. Table[l|shows the test queries that are generated and then used



Algorithm 1: Online Knapsack Composer

Input: Inventory A, task description x, budget B
Output: Selected components S C A

S+ 0, B+ B, broken + 0 ; // B: remaining budget
M < GENERATESKILLS(z) ; // {(mj,d;,Qj,w;)}: name, desc, queries,
importance
foreach skill m; € M do T; <— TOPK(A, d;, K);
L + 1/ max, ¢,, U Zj w;/ ming ¢q ; // Value-to-cost bounds
for round <— 1 to R do
covered + 0 ; // Reset each round

foreach skill m; € M do

foreach component a; € T; do

if a; € S Ubroken or m; € covered or c; > B then continue;

scores < EVALUATE(a;, M) ; // Returns {—1,0,1} per skill
// 1: helpful, 0: not helpful, —1: broken

if scores[m;] < 0 then

broken < broken U {a;} ; // Never test again
continue;
end
Vi 4= Xy geovered Wk * 1[scores[mi] = 1] 5 // Value from new skills
pi <= vi/cis // Value-to-cost ratio
2+ (B—B)/B, U « (Ye)=L, // Fraction spent; ZCL threshold

if p; > U then
‘ S + Suda;}, B < B — ¢, covered < covered U {my, : scores[my] = 1};
end

end

end
end
return S

to test tools during the sandboxing trials. Appendix goes over the prompt and details on how the
component is judged. The component’s value is then based on this assessment.

If a component is successfully equipped, then the composer agent will move forward to the next skill
and iterate over the top-K components until it finds a successful one. Note to further optimize upon the
runtime of Algorithm|[I] we make modifications such as: 1) stopping sandboxing early if component
breaks and preventing it from being tested again, 2) once a skill is covered, we do not assess that
skill again for other candidate tools. We cover these shortcut optimizations in Appendix [A.3]and
algorithmic details in Algorithm

5 Experiments

This section covers two sets of experiments to evaluate our proposed approaches for agent composition.
The first set of experiments look at how to compose single agents through selecting the appropriate
tools. The second set of experiments focus on how to compose multi-agent teams through selecting the
right, specialized sub-agents. In both sets of experiments, we compose the agents for a particular task.
Once the components are selected, we fix the agentic setup and run evaluation on the benchmarks.
We explain in detail how the evaluation is conducted for each set of experiments in their respective
subsections. In the main body, we present a subset of results and have full results in Appendix [A.9]

5.1 Composing Single Agents

Inventory For single-agent experiments, the inventory A consists of 120 tools. For this tool
inventory, we first collect tools that are actual APIs and can be easily found on Langchain [15]], like
arXiv, PubMed, SemanticScholar, web search, etc. For the rest of the tools, we collect a small subset
from the largest available tool retrieval benchmark, ToolRet [29]. We discover that many tools in
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Figure 3: Results of Claude 3.5 Sonnet single-agent experiments where we evaluate all the approaches
to select the most relevant tools given task description. After equipping the agent with those tools, we
then run evaluation on the dataset and plot success rate against the budget spent on tools. We plot
the pareto frontier which represents that no other agent can perform better simultaneously in both
success rate and cost. Overall, the online knapsack with AvaTaR optimization ($30) shows to be
cost-effective and highest performing approach, followed by online knapsack without optimization

($30).

this benchmark are not readily available to use and very specialized for one usecase. This is likely
because the benchmark is used to test retrieval accuracy. For more details on the construction of the
tool inventory, refer to Appendix [A-4] For pricing, we estimate the cost of a tool to consist of the
input tokens (from the tool schemas) during inference and cost of the API call. The pricing for about
5K calls to the agent for a free API tool is around $3. For the paid APIs, we then estimate the tools to

be about $5 and $8. See Appendix for more details.

Models We fix the agent workflow to CodeAct [33]], where the agent is prompted to generate code
in order to invoke tools rather than in standardized JSON format [38]]. We choose CodeAct as it has
shown to outperform other tool-calling frameworks. We experiment with both Claude 3.5 Sonnet
(claude-3-5-sonnet-20241022), Claude 3.5 Haiku (claude-3-5-haiku-20241022) [3[], and
Claude 3.7 Sonnet (claude-3-7-sonnet-20250219). In one experiment, we will use the same
model for the composer agent and the candidate agent that is being evaluated. For embedding model,
we use BGE-Large-English embeddings (bge-large-en-v1.5) [37].

Datasets For single-agent experiments, we evaluate on GAIA, SimpleQA, and MedQA. GAIA [21]],
which stands for General Al Assistants, is a comprehensive evaluation framework designed to assess
the capabilities of Al systems in handling real-world scenarios. It focuses on testing fundamental
abilities such as reasoning, multi-modal understanding, web browsing, and tool-use proficiency.
Unlike traditional benchmarks that challenge AI with tasks difficult for humans, GAIA poses questions



that are conceptually simple for humans but pose significant challenges for advanced Al models.
SimpleQA [34] is a factuality evaluation framework developed by OpenAl to measure the ability
of language models to answer short, fact-seeking questions accurately. The questions in SimpleQA
are crafted to have a single, indisputable answer, making it easier to evaluate the factual correctness
of model responses. MedQA [12] is a comprehensive evaluation framework designed to assess
the clinical knowledge of language models in healthcare settings. Questions are derived from the
United States Medical License Exams and aims to evaluate the ability of agentic systems to apply
medical knowledge in practical scenarios. Note that we reuse the “smolagents” version of GAIA and
SimpleQA, which is an active leaderboard for LLM agents hosted on Huggingface [26].

Approaches We test on all the composers introduced in Section[d] We pass in the base CodeAct
agent, the inventory, task description to the composer. For the knapsack composers, we also pass in
the budget, which is set to either $10 or $30 in our experiments. The composer returns a set of tools,
which we then equip the CodeAct agent with. We then evaluate the CodeAct agent on the target task.
We list the descriptions of each task in Appendix

For retrieval, we set K to 10. For question generation, we set the number of test questions per skill
to 2. During judgement, we ask the composer to judge whether the tool was useful for the agent to
answer the question. Additionally, we include an approach where we conduct tool selection through
online knapsack and then conduct an additional round of prompt optimization using AvaTaR [36].
The feedback for prompt optimization is derived from the tool sandboxing trajectories when the
composer has to test the CodeAct agent with the tool. Therefore, we already have existing twelve
trajectories per tool for prompt optimization, so we can directly apply AvaTaR. This helps refine the
agent’s prompt so that it has a better understanding of when to invoke certain tools.

Results  Figure 3| shows the results from the Claude 3.5 Sonnet experiments where we plot success
rate against the budget spent on tools. Following the accuracy-cost analysis done by Kapoor et al.
[13], we plot the pareto frontier. Approaches that are on the pareto frontier signify that there is
no other method that outperforms them simultaneously in both dimensions. Overall, we observe
the highest performing approach to be online knapsack with AvaTaR optimization ($30 budget
constraint). On all three datasets, its success rate is higher than identity but cost is much lower.
Similarly, online knapsack without AvaTaR optimization shows to be on the pareto frontier for
GAIA and MedQA, and has relatively higher success rate than the other approaches. Retrieval-only
approaches (retrieval and offline knapsack) tend to fare worse across all three datasets, which
validates previous findings that only using retrieval for tool discovery is insufficient [29]].

5.2 Composing Multi-Agent Systems

Setup For multi-agent benchmarking, we use the end-to-end multi-agent evaluation framework
from Shu et al. [30]. Their framework assumes a hierarchical multi-agent collaboration (MAC)
architecture where one agent acts as a supervisor and delegates tasks to specialist sub-agents. The
benchmarking framework publicly released a MAC benchmarking dataset that includes an inventory
of about 20 sub-agents for a few enterprise domains. The evaluation involves using the scenario from
the dataset as input and then simulating the conversation between the user and multi-agent team. If
the team’s trajectory satisfies the annotated list of assertions, then it is considered a success.

We set up ReAct tool-calling agents as done in the paper [38]] and benchmark on two domains: travel
and mortgage. We further synthetically augment the original inventory of agents to about 117 agents
(Appendix [A.6). We arbitrarily set the price of each sub-agent to $1. All sub-agents use the same
underlying model and their tools are being simulated in this setup. In this controlled setting, there is
no meaningful variation in runtime or API costs between sub-agents, so assigning a uniform cost
allows us to isolate and evaluate the impact of agent selection strategies, making it feasible to compare
how this setting differs from Section[5.I] where the pricing was more varied across items. For these
experiments, we fix the budget to $3 and $6.

For our experiments, we first pass in task descriptions (Appendix [A.7)), agent inventory, and optional
budget to the composer to select the most relevant sub-agents. Then, we set up multi-agent team
where the supervisor has the original profile from [30] but with newly selected sub-agents from agent
composition. Finally, we simulate the interactions between user and the newly formed MAC team.
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Figure 4: Results of Claude 3.5 Sonnet multi-agent experiments where we evaluate all approaches
to select most relevant tools given task description. After equipping the agent with those tools, we
then run evaluation on the dataset and plot success rate against tool costs. Overall, online knapsack
shows to be cost-effective and highest performing approach.

Results Figure [ shows the results from the multi-agent experiments. We plot overall goal success
rate against budget spent on the agent selection. In both domains, online knapsack ($6) is the
highest-performing approach on the pareto frontier. Unlike single-agent experiments, identity no
longer shows high success rate as supervisor agent has trouble delegating task to an inventory of
more than 100 diverse agents. Possibly, an improved multi-agent framework could be an alternative
approach to handle large-scale network of agents [5]].

6 Discussion

Improvements with online knapsack in single agent composition. In Table 2| we show the tools
that are chosen during the experiments to compare the various composers. For GAIA and SimpleQA,
having “web search” tool is critical as the questions revolve around more recent or esoteric topics. For
retrieval composer, we do not see any “web search” tools being picked for GAIA and SimpleQA.
The tool selection highly depends on the ability of the retriever to match skill descriptions to tool
descriptions. While “Web Browsing” was a skill generated for GAIA, the description for this skill
seemed to match closely with the “get_article_content” where both mentioned web pages. However,
“get_article_content” is not a tool to help search the web. Offline knapsack was able to choose
“web_search_free” which is the web search tool that is cheaper but with severe throttling limits.
Online knapsack chose “web_search_paid”, which is the most appropriate web search tool for
these tasks. Since the online knapsack composer can also test out these tools, it can detect that
“web_search_paid” can effectively search the web. This explains the higher success rate that we see
with online knapsack in Figure

We additionally observe that the prompt optimization helps to boost performance for SimpleQA. We
attribute this improvement to the revised agent system prompt offering clear guidelines on query
formulation for effective search, tool usage guidelines, source verification, and enhanced error-
recovery protocol. For details on the impact of adaptation for tool use, please refer to Appendix [A.8]

Appendix @] shows results on several models, including ones from Llama 4 [1]] and Qwen 2.5 [32]]
model families. We observe similar results where online knapsack tends to outperform the baselines.
Furthermore, we observe consistency of these results across multiple runs (Table[12)) .

Improvements with online knapsack in multi-agent composition. For multi-agent experiments,
we observe the retrieval-based methods would often select the “distractor” agents that we add to
the inventory. These are agents that overlap in semantic description with the original MAC agents
that should have chosen but lack the tools and proper instructions to carry out the tasks successfully.
For instance, offline knapsack composer ($6) chose five agents that lacked true capabilities for
travel, which was why it had performed worse for this domain (Figure ). On the other hand,



Table 2: Tools that are selected by the various composers over GAIA and SimpleQA. Retrieval
composer tends to miss out on relevant tools for the task. Offline knapsack often includes too many
irrelevant tools. Online knapsack seems to have both precise and well-covered choice of tools.

Composer GAIA SimpleQA

Retrieval ~ pub_med, read_file, wol- wikipedia, pub_med, sources, num-
fram_alpha, job_title_autocomplete, ber_fact
get_article_content, number_fact

Offline web_search_free, arxiv, wikipedia, web_search_free, wikipedia, pub_med,

Knapsack pub_med, read_file, semantic- semanticscholar, query_by_id,

($30) scholar, instantaneous_values_service, standard_language_detection,
get_recordings, get_article_content, get_recordings, get_article_content,
number_fact symbols_faq, number_fact

Online web_search_paid, arxiv, wikipedia web_search_paid, web_search_free,

Knapsack wikipedia, semanticscholar

($30)

online knapsack consistently would avoid these “distractor” agents as it was obvious that they were
non-operable.

Limitations. First, our problem definition (Section clearly states that we must assume the task
is well-defined with a clear description. This applies to many scenarios where developers already
have a clear understanding of their architectural goals and needs. However, there still exists real-life
usecases where developers have ambiguous goals and require more exploration. Future work could
look at further developing our approach for tasks with unclear specifications. Second, there could be
alternative agent composition approaches to compare against, ranging from simple (greedy approach)
to more complex approaches such as formulating agent composition as a Markov Decision Process.
Additionally, we could also try testing combinations of agentic components rather than individually.
While online knapsack composer outperform all baselines, the sandbox trials does take additional
time (10-30 minutes depending on budget). A more optimized approach can look towards reducing
it. Third, our prompt optimization results show regression in a few settings. This emphasizes the
need for a more robust optimization method. Finally, agent composition has many positive impacts
contributing to rapid creation of Al systems, but there could be potential negative effects. Without
careful monitoring of the creation of agentic systems, malicious tools or other components could
possibly be added to the system.

7 Conclusion

We formalize the problem of selecting existing agentic components as agent composition. We reduce
agent composition to a knapsack problem to optimize selection of components for success rate within
a constrained budget. We set up two sets of experiments, one on selecting tools for a single agent and
the other for composing multi-agent systems with existing sub-agents. Online knapsack composer
can optimize composition because it not only uses semantic search to discover components but also
tests them to assess their real-time utility. Through application of online knapsack algorithm, we
can efficiently determine whether to select a component based on its assessed value-to-price ratio.
Future works on agent composition may look towards more dynamic methods, such as learning how
to compose from past experience.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes],

Justification: We have ensured that the main claims made in the abstract and introduction
are directly correlating to the research findings and the methods we have employed.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes],
Justification: We have added limitations in the Discussion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: Our paper does not require any explicit theorems and proofs.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper has deliniated all the information related to the proposed algorithm
and the comparative baselines.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:

Justification: The benchmarking datasets used in this paper are publicly available. The code
release is dependent on company policies.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes] .

Justification: We provide information about the data used for evaluation and the model
details.

Guidelines:

» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We include multiple runs for experiment in Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We mention compute details in Experiments section. Discussion section
mentions how long our proposed approach takes.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in this paper fully conforms with the NeurIPS Code of
Ethics in every respect.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss positive impacts throughout the paper and negative impacts in the
Discussion section.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA] .
Justification: Our research does not pose any risks for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have explicitly cited the publicly available datasets, softwares and models
used.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer:

Justification: We will opensource the code and provide complete documentation for our
assets upon acceptance.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We use publicly available datasets and do not collect any new data.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA] .
Justification: We use publicly available datasets and do not collect new data.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: This research proposes an adaptive and scalable LLM based agent composition
method inspired by online knapsack algorithm. The LLM plays an active, non-standard
role beyond general purpose langauage generation since it is invoved in assessing the utility
of the tools/sub-agents, interacting with the agentic components, and is also evaluated and
adapted based on tool utility. Therefore, its use is essential and integral to the novelty and
scientific contribution of this work.

Guidelines:
* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

A Appendix

A.1 Skill and Query Generation Prompt

For both offline and online knapsack composers, skill generation is a critical component of the
workflow. Note that we combine skill and query generation in one step to reduce the steps in the
composition workflow. Below is the prompt used for the composer agent to generate skills and
queries. We also ask the composer to generate reference plans for each query, which will help with
the judgement part (Appendix [A.2)).

You are a task parser. Your job is to parse the following tasks into
a fine-grained list of no more than six skills. Each skill should

be distinct and unique. For each skill, you also must provide a
description, an importance value rated on a scale of 1 to 10, and a
list of 3 test queries with plans. Queries should provide all the
context needed for an agent to solve the task. Queries should be
designed so that agent must use a tool to solve, but should NOT take
more than 1 step or tool call. Plans should describe how an agent
should solve the query, which are a short list of actions that the
agent needs to take or high-level reasoning steps that the agent needs
to think about.

The output schema for a skill is as follows:

{

name: str

importance: int

description: str

queries: list[{query: str, plan: str}]
¥

A.2 Prompts for Sandbox Judgements

During the sandbox trials (Figure[2)), the composer has to judge whether the agentic component is
useful for completing the task. We set up two variations of the prompts, one for single agent and
another for multi-agent experiments. In the single agent experiments, the composer needs to determine
whether the candidate tool has helped the agent achieve the goal. In the multi-agent experiments, the
composer needs to determine whether the candidate sub-agent has helped accomplish the user goals.

Below is the prompt for the sandbox judgement in single-agent experiments:
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You will be given a query, reference plan, the tool’s name, and agent’s
steps to answering the query. You are to judge whether the tool has
helped the agent in answering the query and whether the tool is broken.
If the tool appears to have errors after multiple attempts or have
potentially harmful effects on the environment, you must return True
for "broken". If the agent was able to answer the query without using
the tool, you must return False for "helpful". Only return True for
"helpful" if the tool helped the agent answer the query.

Query: {query}

Reference Plan: {reference plan}
Tool: {tool}

Agent’s Steps: {agent steps}

Below is the prompt for the sandbox judgement in multi-agent experiments:

You will be given a query, reference plan, and agent’s steps to
answering the query. You are to judge whether the agent is helpful
in answering the query and whether the agent is broken. If the agent
is able to call the right tools and answer the query using information
from the tool calls, you must return True for "helpful". If the
agent does not complete the task but explains that they cannot do

so, just return "False" for "helpful" and "False" for "broken". ONLY
return True for broken if the agent is toxic, has potentially harmful
effects on the environment, completely irrelevant for the task. Also
return True for broken if the agent tries to call tools that are not
available.

Query: {query}

Reference Plan: {reference plan}
Tool: {tool}

Agent’s Steps: {agent steps}

Note that the output schema for both experiments is the same:

{
helpful: bool
broken: bool
reason: str

}

A.3 Modifications to ZCL Algorithm for Online Knapsack Composer

In Algorithm [T} we show how we use ZCL algorithm for the online knapsack composer. We make
some minor modifications to reduce the number of sandbox trials:

» Early stopping for sandboxing: In preliminary development, we observe slowdowns
caused by repeated testing of broken components, which could have been avoided by just
immediately flagging these components as broken. We added an additional judgement in the
prompt (Appendix [A.2) to flag these as broken. Once a component is flagged as broken, we
end the sandboxing and prevent it from being tested again.

* Skipping covered skills: During sandboxing, we keep track of the skills that are covered. In
other words, when a component passes the judge’s assessment for a skill and the component
is equipped, then the skill is recorded as “covered”. Once that skill is covered, then we
no longer need to find more components relevant to that skill. This not only reduces the
sandboxing trials but also prevents equipping components that overlap in skill.

We disclose an extended version of the algorithm in Algorithm 2}
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Algorithm 2: Online Knapsack Composer - Detailed

Input: Inventory A, task description x, budget B
Output: Selected components S C A
// Initialization

name, desc, queries,

S+ 0, B+ B,broken + 0 ; // B: remaining budget
// Generate skills from task description
M < GENERATESKILLS(z) ; /7 {(mj,d;,Qj,w;)}:

importance

// Retrieve top-K candidates per skill
foreach skill m; € M do

| T; + ToPK(A,d;, K);

end

// Compute value-to-cost ratio bounds

L+ 1/maxgeaca; // Worst case:
U< >, wj/mingeacy ; // Best case:

// Iterative online knapsack rounds
for round < 1to R do

foreach skill m; € M do
foreach component a; € T; do

if a; € S U broken or m; € coveredor c; > B then
end

if scores[m;] < 0 then
broken < broken U {a;} ;

b (b7 L

e

if p; > U then

S+ Su {ai};
B — B — G,
covered < covered U {my, : scoresimy] = 1};
end
end
end
end
return S

max cost, min value
min cost, max value

covered «— () ; // Reset covered skills each round

| continue ; // Skip if processed or infeasible

scores <— TESTONQUERIES (a;, M) ; // Test on all skill queries

// Mark as broken

continue;
end
Vi 4= Xy geovered Wk * 1[scores[mi] = 1] 5 // Value from new skills
pi < vi/ci; // Value-to-cost ratio
2+ (B-B)/B; // Fraction of budget spent

// ZCL threshold

A.4 Tool Inventory

We created the tool inventory from Langchain tools and the ToolRet dataset [28]. The tools can
be divided into 23 distinct categories based on their functional similarities, such as "personal task
assistance", "fact retrieval", and "financial information". The category with the highest number of
tools is "personal task assistance", which includes 24 tools. Conversely, categories like "arithmetic
calculations," "health information," and "event management" each contain only one tool, indicating a

more specialized focus in these areas.

A detailed overlap analysis revealed that out of the 120 unique tools, 35 tools (28.5%) appear in
multiple categories, demonstrating a high degree of functional versatility. The degree of overlap
was further categorized into high (4+ categories), medium (3 categories), and low (2 categories).
Notably, tools like wikipedia, pubmed, and semanticscholar, which are primarily information retrieval
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tools, appear in multiple categories related to knowledge retrieval, fact-checking, and reference. This
highlights the dominance of information retrieval tools in the inventory.

A.5 Pricing of Components

For single-agent experiments, we have an inventory of tools that is a mix of free, free with rate limits,
and paid APIs. Our pricing model was primarily based on two costs: 1) cost of API, 2) cost of its
schema in terms of input tokens. To simplify the pricing model, we assume cost of paid API to be
$5 per 5000 queries (based on SerperAPI search pricing) and average tool schema token count of
200. If Claude API is priced at $3 per million input tokens, then this translates to a cost of $3 for
5000 queries with the tool schema. Therefore, the estimated cost of a paid tool would be $8 per 5000
queries. For a free tool, it would be $3 per 5000 queries, as it only needs to consider the cost of the
tool schema in the input tokens. We then assign $5 to tools that are free but up to a certain number of
queries.

A.6 Agent Inventory

We synthetically generate new agents to span diverse domains unrelated to the original MAC do-
mains of mortgage, travel, and software, including healthcare (e.g., appointment scheduler agent,
telemedicine connector agent), e-commerce (e.g., product search agent, price tracker agent), govern-
ment/legal (e.g., tax filing agent, legal consultation agent), education (e.g., homework help agent,
course recommender agent), career/jobs (e.g., resume builder agent, salary insights agent), me-
dia/entertainment (e.g., movie recommender agent, news summarizer agent), social media/messaging
(e.g., toxic comment filter agent, follower growth agent), and sustainability/lifestyle (e.g., carbon
footprint agent, recycling guide agent). We also include ten agents that overlapped with the original
MAC agents in profile descriptions but had no tools attached to them. This would assess whether
composition could discover the agents that were truly capable of accomplishing the user goals in
MAC.

A.7 Task Descriptions

Table 3 has the task descriptions for each dataset. These task descriptions are part of the input to the
agent composition framework.

A.8 Impact of Prompt Optimization on Tool Use

This appendix explains the impact of prompt optimization. We illustrate the improvement with a
Claude 3.5 Sonnet benchmarking run for SimpleQA. The goal of optimizing the system prompt is to
improve the agent’s tool selection, reasoning transparency, and error recovery, which led to notable
gains in both answer accuracy and operational efficiency.

Initially, the system prompt provided only general guidance and lacked explicit structure for de-
composing tasks, matching tools to subtasks, and recovering from tool failures. As a result, agents
sometimes performed redundant or suboptimal tool calls, unnecessarily repeated queries, and often
failed to provide answers when information was not immediately available.

Prompt optimization introduces more systematic instructions: the agent is now required to break
each question down into sub-tasks, select the most appropriate tool for each sub-task, and avoid
redundant tool calls. Specific preferences are introduced for tool choice. For example, using
wikipedia for general knowledge and semanticscholar for scientific queries. The revised prompt
also implements better query reformulation, result validation, and error recovery, producing a more
disciplined, efficient, and interpretable agent behavior.

Note that the prompt optimization is done during the agent composition phase where the input
feedback is based on the recorded sandboxing trials. The feedback signals for prompt optimization is
given by the same LLM-as-a-judge that helps score whether the tool is useful for the agent on the
given task. After prompt optimization, the agent’s system prompt is fixed for benchmarking, which is
the same as the other approaches.
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Table 3: Table of Datasets and Task Descriptions
Dataset Task Description

- Answer short, factual questions that should have a single correct answer

- Answers to the questions may require searching the web

- Questions should be from a wide range of topics,

including TV shows, music, sports, geography, art, science, technology, etc.

SimpleQA

- Help user with tasks that need web browsing, coding, or filetype handling
- Help user with various assistant use cases,

such as daily personal tasks, science, or general knowledge

- Answer questions that should have a short, single correct answer

GAIA

- Helps users with medical questions

that need web browsing for medical or clinical information,

reviewing published medical articles and other medical texts

- Answer medical questions from US medical licensing exams (USMLE)
- Topics cover various medical domains

including anatomy, physiology, pharmacology, and clinical practice

MedQA

- Help users book flights, accommodations,
and car rentals for their upcoming trips

Travel (MAC) - Help users with any queries regarding travel planning
like local attractions or weather forecast

- Help users with mortgage planning and financing
Mortgage (MAC) - Help users find property information
- Help users retrieve their banking and credit information

Example Query: “What year did Reinhold Rudenberg retire?”’

The following logs illustrate the agent’s behavior before and after prompt optimization in response to
a query from the SimpleQA dataset.

Before Prompt Optimization

Thought: I’11 search for information about Reinhold Rudenberg.
Tool Call 1: wikipedia(‘‘Reinhold Rudenberg’’)
-+ Observation: No retirement year mentioned.

Thought: Try web search.

Tool Call 2:

web_search_free(‘Reinhold Rudenberg career Harvard retirement’’)
-+ Error: Rate-limited.

Tool Call 3: semanticscholar(‘“‘Reinhold Rudenberg Harvard’’)
-+ Observation: Retrieved unrelated academic papers.

Thought: Try again with web search.
Tool Call 4: web_search_free(...)

-+ Error: Rate-limited again.

Final Decision: ‘‘Cannot determine retirement year.”

After Prompt Optimization

Thought: Begin with general biography search.
Tool Call 1: wikipedia(‘‘Reinhold Rudenberg’’)
-+ Observation: Biographical overview, no retirement data.
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Thought: Try academic source for specific timeline.
Tool Call 2: semanticscholar(‘Reinhold Rudenberg retirement’’)
-+ Observation: Found timeline-aligned publication data.

Thought: Confirm with direct query.
Tool Call 3: web_search_paid(‘When did Reinhold Rudenberg retire’’)
-+ Observation: Found retirement year: 1952

Tool Call 4: final_answer(1952)

Prompt optimization produces measurable improvements: after refinement, the agent answers cor-
rectly, reduces unnecessary tool usage, avoids repetitive errors, and presents a clearer chain of
reasoning. Task breakdown, explicit tool assignment, and robust fallback strategies together improves
not only answer accuracy but also the efficiency and interpretability of the agent’s response.

A.9 Detailed Performance Results

In this section, we report the quantitative results for the Claude 3.5 Sonnet, Claude 3.5 Haiku, Claude
3.7, Sonnet, Qwen 2.5 72B, Llama 3.3 70B, Llama 4 Maverick, and Llama 4 Scout. The plots in
Fig. [3| correspond to the results in Table[§] In the last table, we have multiple runs of the SimpleQA
experiments and show minimal variance across three runs.

Table 4: Performance across approaches, domains, and budget constraints using Claude 3.5 Sonnet.
We used different colors to denote the highest-performing experiment for GAIA (red), SimpleQA
(blue), and MedQA (violet).

Total budget constraint Domain Approach Success Rate (avg) No. tools used Budget spent
Baselines
Budget: NA
GAIA Identity 0.47 122 398
Top-1 retrieval 0.19 6 23
SimpleQA Identity 0.80 122 398
Top-1 retrieval 0.24 4 12
MedQA Identity 0.92 122 398
Top-1 retrieval 0.87 1 3
Knapsack Composers
Budget: $10
GAIA Offline knapsack 0.19 3 9
Online knapsack 0.25 3 9
Online knapsack + OPT 0.31 3 9
SimpleQA Offline knapsack 0.24 3 9
Online knapsack 0.24 3 9
Online knapsack + OPT 0.82 3 9
MedQA Offline knapsack 0.87 2 6
Online knapsack 0.91 2 6
Online knapsack + OPT 0.89 3 9
Knapsack Composers
Budget: $30
GAIA Offline knapsack 0.41 10 30
Online knapsack 0.47 4 12
Online knapsack + OPT 0.47 4 14
SimpleQA Offline knapsack 0.88 10 30
Online knapsack 0.92 4 12
Online knapsack + OPT 0.92 4 12
MedQA Offline knapsack 0.91 3 9
Online knapsack 0.93 2 6
Online knapsack + OPT 0.93 2 6
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Table 5: Performance comparison across approaches, domains, and budget levels for multi-agent
composition using Claude 3.5 Sonnet for both primary and secondary agents. We highlight the best
result for travel domain in blue, and in red for the mortgage domain.

Total budget constraint Domain Approach Overall GSR  Partial GSR  Budget spent Run duration (avg sec)
Baselines
Budget:NA
Travel Identity 0.07 0.09 17 30.04
Top-1 retrieval 0.23 0.57 6 30.24
Mortgage Identity 0.07 0.02 117 7.27
Top-1 retrieval 0.37 0.68 5 13.22
Knapsack Composers
Budget: $3
Travel Offline knapsack 0.16 0.34 3 17.77
Online knapsack 0.23 0.53 3 26.42
Mortgage Offline knapsack 0.67 0.81 3 2491
Online knapsack 0.40 0.73 3 17.28
Knapsack Composers
Budget: $6
Travel Offline knapsack 0.17 0.38 3 16.08
Online knapsack 0.40 0.69 5 33.93
Mortgage Offline knapsack 0.70 0.89 3 20.30
Online knapsack 0.87 0.93 5 24.13

Table 6: Performance across approaches, domains, and budget constraints using Claude 3.7 Sonnet.
We used different colors to denote the highest-performing experiment for GAIA (red), SimpleQA
(blue), and MedQA (violet). We used the same colors but highlighted in bold to denote the highest
performing experiment setting for each of the three domains.

Total budget constraint Domain Approach Success Rate (avg)  No. tools used Budget spent  Run duration (avg sec)
Baselines
Budget: NA
GAIA Identity 0.47 122 398 100.1
Top-1 retrieval 0.25 2 6 106.0
SimpleQA Identity 0.76 122 398 304
Top-1 retrieval 0.26 2 6 45.0
MedQA Identity 0.92 122 398 48.0
Top-1 retrieval 091 1 3 46.3
Knapsack Composers
Budget: $10
GAIA Offline knapsack 0.31 3 9 105.1
Online knapsack 0.50 3 9 752
SimpleQA Offline knapsack 0.26 3 9 524
Online knapsack 0.92 3 9 29.0
MedQA Offline knapsack 091 3 9 64.2
Online knapsack 091 1 3 34.1
Knapsack Composers
Budget: $30
GAIA Offline knapsack 0.50 10 30 858
Online knapsack 0.44 10 11 89.7
SimpleQA Offline knapsack 0.80 10 30 229
Online knapsack 0.92 4 12 229
MedQA Offline knapsack 0.89 3 9 49.7
Online knapsack 0.93 1 3 303
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Table 7: Performance of Haiku 3.5 across domains, approaches, and budget constraints for single-
agent composition. We used different colors to denote the highest-performing experiment for GAIA
(red), SimpleQA (blue), and MedQA (violet).

Total budget constraint Domain Approach Success Rate (avg) No. tools used  Budget spent (total tool price) Run duration (avg sec)
Baselines
Budget: NA
GAIA Identity 0.34 122 398 31.8
Top-1 retrieval 0.19 5 20 30.9
SimpleQA Identity 0.80 122 398 15.0
Top-1 retrieval 0.16 1 3 42.5
MedQA Identity 0.83 122 398 15.4
Top-1 retrieval 0.81 1 3 16.3
Knapsack Composers
Budget: $10
GAIA Offline knapsack 0.16 3 9 46.8
Online knapsack 0.41 1 8 215
Online knapsack + OPT 0.41 1 8 24.8
SimpleQA Offline knapsack 0.58 3 9 247
Online knapsack 0.16 3 9 15.1
Online knapsack + OPT 0.18 3 9 555
MedQA Offline knapsack 0.80 3 9 17.7
Online knapsack 0.82 3 9 15.7
Online knapsack + OPT 0.84 3 9 149
Knapsack Composers
Budget:$30
GAIA Offline knapsack 0.13 8 29 1403.8
Online knapsack 0.47 5 20 23.8
Online knapsack + OPT 0.44 5 20 30.1
SimpleQA Offline knapsack 0.74 9 29 227
Online knapsack 0.78 4 22 14.3
Online knapsack + OPT 0.86 4 22 13.7
MedQA Offline knapsack 0.79 6 20 203
Online knapsack 0.79 5 20 123
Online knapsack + OPT 0.80 5 20 14.6

Table 8: Performance across approaches, domains, and budget constraints using Qwen 2.5 72B
Instruct. We used different colors to denote the highest-performing experiment for GAIA (red),
SimpleQA (blue), and MedQA (violet).

Total budget constraint Domain Approach Success Rate (avg) No. tools used Budget spent
Baselines
Budget: NA
GAIA Identity 0.28 122 398
SimpleQA Identity 0.86 122 398
MedQA Identity 0.9 122 398
Knapsack Composers
Budget: $10
GAIA Offline knapsack 0.20 3 9
Online knapsack 0.25 3 9
SimpleQA Offline knapsack 0.58 3 9
Online knapsack 0.78 3 9
MedQA Offline knapsack 0.82 2 6
Online knapsack 0.91 2 6
Knapsack Composers
Budget: $30
GAIA Offline knapsack 0.22 10 30
Online knapsack 0.30 4 12
SimpleQA Offline knapsack 0.79 10 30
Online knapsack 0.89 3 14
MedQA Offline knapsack 0.89 3 9
Online knapsack 0.92 1 3
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Table 9: Performance across approaches, domains, and budget constraints using Llama 3.3 70B
Instruct. We used different colors to denote the highest-performing experiment for GAIA (red),
SimpleQA (blue), and MedQA (violet).

Total budget constraint Domain Approach Success Rate (avg) No. tools used Budget spent
Baselines
Budget: NA
GAIA Identity 0.31 122 398
SimpleQA Identity 0.78 122 398
MedQA Identity 0.84 122 398
Knapsack Composers
Budget: $10
GAIA Offline knapsack 0.24 3 9
Online knapsack 0.27 3 9
SimpleQA Offline knapsack 0.63 3 9
Online knapsack 0.71 3 9
MedQA Offline knapsack 0.74 2 6
Online knapsack 0.77 2 6
Knapsack Composers
Budget: $30
GAIA Offline knapsack 0.29 8 30
Online knapsack 0.35 4 14
SimpleQA Offline knapsack 0.75 8 30
Online knapsack 0.82 4 14
MedQA Offline knapsack 0.81 4 14
Online knapsack 0.88 3 11

Table 10: Performance across approaches, domains, and budget constraints using Llama 4 Maverick
17B Instruct. We used different colors to denote the identity (all tool) results for GAIA (red),
SimpleQA (blue), and MedQA (violet). Bolded values indicate the best performing experiment per
domain.

Total budget constraint Domain Approach Success Rate (avg) No. tools used Budget spent
Baselines
Budget: NA
GAIA Identity (all tools) 0.38 122 398
SimpleQA Identity (all tools) 0.82 122 398
MedQA Identity (all tools) 0.85 122 398
Knapsack Composers
Budget: $10
GAIA Offline knapsack 0.19 3 9
Online knapsack 0.19 3 9
SimpleQA Offline knapsack 0.28 3 9
Online knapsack 0.78 3 9
MedQA Offline knapsack 0.88 3 9
Online knapsack 0.91 3 9
Knapsack Composers
Budget: $30
GAIA Offline knapsack 0.31 10 30
Online knapsack 0.44 5 20
SimpleQA Offline knapsack 0.78 10 30
Online knapsack 0.78 2 11
MedQA Offline knapsack 0.89 7 21
Online knapsack 0.89 4 12
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Table 11: Performance across approaches, domains, and budget constraints using Llama 4 Scout
17B Instruct. We used different colors to denote the highest-performing experiment for GAIA (red),
SimpleQA (blue), and MedQA (violet).

Total budget constraint Domain Approach Success Rate (avg) No. tools used Budget spent
Baselines
Budget: NA
GAIA Identity (all tools) 0.28 122 398
SimpleQA Identity (all tools) 0.88 122 398
MedQA Identity (all tools) 0.84 122 398
Knapsack Composers
Budget: $10
GAIA Offline knapsack 0.19 3 9
Online knapsack 0.16 1 3
SimpleQA Offline knapsack 0.16 3 9
Online knapsack 0.82 1 8
MedQA Offline knapsack 0.82 3 9
Online knapsack 0.82 1 3
Knapsack Composers
Budget: $30
GAIA Offline knapsack 0.31 10 30
Online knapsack 0.31 2 11
SimpleQA Offline knapsack 0.80 10 30
Online knapsack 0.82 4 17
MedQA Offline knapsack 0.85 8 24
Online knapsack 0.85 1 3

Table 12: Robustness testing on SimpleQA with Claude 3.5 Sonnet across three runs. As shown, the
standard deviations are low across all metrics, indicating that performance is stable and consistent
across independent runs. Bolded row marks the highest success rate.

Method Budget Success Rate  # Tools Total Price  Avg Duration (s) Tool Calls/Example

Identity No limit ~ 0.840 £ 0.033 122 $398.00 13.03 £ 0.62 2.55+£0.04
Offline-KP  $10 0.213 £ 0.009 3 $9.00 14.68 + 0.16 3.95+0.01
Offline-KP  $30 0.207 £ 0.009 10 $30.00 17.23 £ 0.29 4.25 £0.03
Online-KP  $10 0.860 £ 0.028 3 $9.00 12.44 £+ 1.04 277 £0.05
Online-KP  $30 0.873 + 0.034 3 $14.00 11.71 + 0.68 2.81 £ 0.01
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