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Introduction 
With an increasing demand to teach artificial intelligence and machine learning in K12 settings, 

there are several gaps that computer science education research needs to address. Determining suitable 
learning goals for the age group is one of them and has led to first curricula, such as AI4K12 (Touretzky 
et al., 2019). It is designed around “Big Ideas” and “Key Insights” and follows a very basic idea of 
“opening up black boxes” as far as the mathematical and CS background of the students will allow to 
make them understand the underlying principles behind the technology so dominant in our everyday 
lives (Essinger & Rosen, 2011; Mariescu-Istodor & Jormanainen, 2019; Touretzky et al., 2019). This 
approach is in line with typical science lessons that also aim to help students understand the natural 
world. It is, however, not in line with a CT or engineering based approach to computer science lessons 
in which construction and not understanding is the ultimate goal. In this line of thinking, Tedre et al. 
(2021) have proposed CT 2.0 as a new variant of computational thinking that is not based on sequential, 
procedural programs but instead on the notion of learnable machines (mostly neural networks).  

Regardless of the chosen approach, developing good teaching materials typically involves 
understanding how students perceive a topic, what kind of prior knowledge they might bring into lessons 
and what kind of misconceptions might develop. This – together with instructional strategies – can form 
the basis for a body of pedagogical content knowledge (Shulman, 1986) that teachers should acquire. 
While there is work on conceptions of machine learning and artificial intelligence (Mühling & Große-
Bölting, 2023; Vo et al., 2024; Whyte et al., 2024), we currently do not know much about students’ 
progressions in understanding when learning about AI, neither is there much knowledge about 
misconceptions or the suitability of teaching approaches. 

A Phenomenographic Model 
In recent work (Mühling & Große-Bölting, 2023), we explored how beginners conceptualize 

machine learning based on students’ responses and identified a phenomenographic outcome space that 
is structured along two dimensions: The learning process itself and the internal model of the learning 
agent. For the dimension of the learning process, four consecutive stages of understanding – None, 
Unclear, Repetition and Improvement – were identified, whereas for the internal model dimension there 
are three stages: None, Implicit and Explicit. A detailed description of the stages including anchoring 
examples are presented along with the model (Mühling & Große-Bölting, 2023). 

This outcome space was also used to classify the responses of students from grades 12-13 prior 
and after a short 90 minute intervention based on an unplugged activity (Gardner & Michie, 1982)  
centered around reinforcement learning of a simple game (see Figure 1). Even this short workshop 
already had a medium effect on improving learners conceptualization regarding the learning process (W 
= 999, r = 0.36, p = 0.0002), however only a small and non-significant effect (r = 0.16) was observable 
regarding the model dimension. 

Operationalizing the Outcome Space 
Based on this initial work, we are currently investigating how to operationalize the outcome 

space into a diagnostic assessment that could be used to determine students’ stages of understanding. In 
a first attempt, we used actual statements from students together with our understanding from coding to 
create items that students can agree or disagree with on a 5-point Likert scale. 

We piloted a version of such an assessment with 12 items in a three-hour workshop on artificial 
intelligence with students from grades 9 and 10 in a pre-post setting and again could observe an 
improvement in the learning-process dimension (W = 113.5, r = 0.36, p = 0.02) and a small but non-
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significant effect on the dimension of the internal model (r = 0.10). However, the items also show only 
a weak internal consistency (Cronbach’s alpha = 0.54). As they are combining two dimensions of the 
original model into one set of items. This is expected to a degree - however it also raises questions about 
the structure of the items and the overall design of the instrument. A rather large sample might be needed 
to investigate the internal consistency in such a setting. 

 
In an alternative approach we are currently developing concept cartoons (Keogh & Naylor, 

1999) centered around each of the two dimensions in order to investigate whether this method might be 
a suitable way to operationalize a phenomenographic outcome space and diagnose students’ 
understanding. Concept cartoons allow presenting phenomena and possible explanations from the 
perspective of peers of the learners and thus better align with the idea of phenomenography in which a 
normative, expert-like or “correct” understanding is not necessarily in the focus of the model but instead 
a description of the various ways of learners’ sense-making (Odden & Russ, 2019).  

Concept cartoons were already used by Babari et al. (2023) as a summative and formative 
assessment tool to assess children’s conceptions about the internet. One issue in their work was that 
multiple inconsistent conceptions about the internet existed in parallel which made it difficult to reveal 
the conceptions of the test takers. This is problem should not occur in our instrument since the stages 
here represent different levels of understanding of the phenomenon machine learning and are thus more 
coherent.   

Design of the Concept Cartoons 
We designed an initial set of cartoons based on explanations of recommender systems and text-

generative AI and piloted them in a workshop with two classes of grade 10 students (Scheppach, 2024). 
The results – in particular based on open answers that students could give - indicate that students tend 
to think that the questions are looked up on the internet rather than being generated by a pre-trained 
model. We used those initial results to refine the cartoons and create a more diverse set for the next 
round of piloting.  

Those newly designed cartoons are based around different apps and websites most students 
know from their everyday life like Spotify, YouTube, Netflix or Amazon (Feierabend et al., 2024) all 
using recommender systems to provide their users suggestions. By choosing those apps and websites 
we try to ensure that most students experienced the workings of the machine learning algorithms behind 
those applications. Furthermore, we hope to generate curiosity with the cartoons about the question of 
how these systems provide their recommendation. Both factors are important when it comes to how 
engaged students feel when answering a questionnaire (Pekrun, 2006).   

Figure 1: The phenomenographic outcome space and improvements between the 
classifications of pre- and post-test of a workshop (Mühling & Große-Bölting, 2023) 
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In each concept cartoon a specific context is given. For example, that they listened to a lot of 
music of a specific genre and now they get some recommendations from the website or application (see 
Figure 2). The students then are asked to answer how they think those suggestions are made, using the 
options presented in the cartoons following the description. For the internal model dimension, students 
have to decide between two different statements representing the None and Explicit stage of the model. 
They give their answer on a four-point Likert scale reaching from totally agree with person A to totally 
agree with person B.  

For the learning process dimension, there are four statements in the cartoons each representing 
one stage of this dimension. Students then have to provide their agreement on a four-point Likert scale 
reaching from totally agree to totally disagree for each of these four statements.   

To ensure that our results are not biased by the appearance of the persons displayed in the 
cartoons we designed different versions of the questionnaire were the assigned statements are swapped 
between the persons.    

Validity and Reliability 
For concurrent validity we will use the mathematics and computer science grade of the students, 

their self-assessed prior knowledge in this topic, and the existing questionnaire AILQ by Ng et al. 
(2024).We expect students reaching a higher stage to also score better in those categories. For prognostic 
validity we will ask the students to also explain why they decided to agree with a certain statement and 
also do a think aloud study to get deeper insights into students’ thoughts and reasonings when confronted 
with the concept cartoons.  

For reliability we will calculate Cronbach´s Alpha for the answers of each dimension. Since 
they all measure the same construct, students that disagree with the None statement in one cartoon 
should also disagree with the None statement in the other cartoons and vice versa. Likewise for the 
learning process dimension.    
 

Discussion and Future Work 
The work has some limitations, most prominently the limited scope of the intervention – 

focusing solely on reinforcement learning – that was used to derive the outcome space. Nevertheless, 
the two dimensions map on the central aspects of the third (“Learning”) and second (“Representation 
and Reasoning”) “Big Idea” of the AI4K12 curriculum (Touretzky et al., 2019) and also align well with 
the modern notion of a learning agent (Russell & Norvig, 2016) that keeps a model of the world it acts 

Figure 2: Example of a concept cartoon for the internal model dimension  
(translated from german) 
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in and uses data to improve this model. Both provide some external validity to the structure of the 
outcome space. 

However, this only applied to the “final” stages of each dimension, i.e. the ones that would also 
be considered “correct” from a normative point of view. From a phenomenographic perspective, it is 
important to note, that the intermediate stages should not be considered incorrect. They all serve the 
purpose of explaining a phenomenon subjectively based on the experiences that one encountered so far 
(Marton & Booth, 2013).  

This poses a rather fundamental question of how best to operationalize such a model. Concept 
cartoons, for example, usually work by combining correct answers with distractors that are derived from 
known misconceptions. In our case, the stages of understanding do not necessarily represent useful 
misconceptions however. If a student does understand that a model may be necessary within a learning 
agent, but does not yet have the capabilities of explicating parts of this model, the student does not hold 
a misconception. Therefore, designing a distractor that indicates an “implicit” understanding of the 
model in contrast to an “explicit” understanding – that would be considered correct from a normative 
perspective, becomes a difficult and eventually maybe even impossible task.  

On the basis of these considerations and the results of our initial piloting, we will investigate 
whether the currently designed concept cartoons, which focus on only two stages of the internal model 
dimension, performs more adequately than our initial attempt. 

The final instrument, regardless of its format, can then be used to investigate the effectiveness 
of teaching interventions and – in particular – how to address the model dimension that currently appears 
to be not as affected as the dimension of the learning process. Therefore, in another line of future work 
we aim to look at the validity of the construct, in particular regarding the dimension of internal model 
that may be aligned with a more general understanding of modelling and models, as described in 
literature (e.g. Upmeier zu Belzen & Krüger, 2010).  

Using the Phenomenographic Model in Teaching 
Finally, an interesting future aspect to consider is the suitability of the phenomengrpahic model 

as an explanatory model (Höper et al., 2024) in (K12) teaching. Teaching could then follow along the 
stages of the model to iteratively deepen students’ understanding. Since the finale stages align well with 
curricula and experts ideas, the model could present a suitable an empirically derived series of reductions 
that can be effective as a teaching device. For example, such a progression in teaching could mean that 
lessons first leave the internal model at an implicit level, while presenting repetition as the core idea of 
machine learning algorithms and then make the model explicit to also pinpoint what the purpose of 
repetition is: optimization of model parameters. Alternatively, a series of lessons could start with 
arriving at an explicit idea of the internal model, while leaving the aspect of optimizing the model based 
on data on a basic level of understanding and then deepening this understanding of how model 
parameters are optimized during training. 
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